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Abstract—This paper investigates integration of distributed
energy resources (DERs) in microgrids (MGs) through two-stage
power conversion structures consisting of DC-DC boost converter
and DC-AC voltage source converter (VSC) subsystems. In con-
trast to existing investigations that treated DC-link voltage as an
ideal constant voltage, this paper considers the non-ideal dynamic
coupling between both subsystems for completeness and higher
accuracy, which introduces additional DC-side dynamics to the
VSC. The analysis shows parameters of the boost converter’s
power model that impact stability through the DC-link. Carefully
selecting these parameters can mitigate this effect on stability
and improve dynamic performance across the DC-link. Hence,
an optimization framework is developed to facilitate in selecting
adequate boost converter parameters in designing a stable voltage
source converter-based microgrid (VSC-MG). The developed
optimization framework, based on particle swarm optimization,
considers dynamic coupling between both subsystems and is
also effective in avoiding inadequate boost converter parameters
capable of propagating instability through the DC-link to the
VSC. Simulations are performed with MATLAB/Simulink to
validate theoretical analyses.

Index Terms—AC microgrid, boost converter, dead-time, droop
control, internal model control, particle swarm optimization,
small-signal analysis, time delay, virtual impedance, voltage
source converter.

I. INTRODUCTION

ISTRIBUTED energy resources (DERs), including en-

ergy storage systems (ESSs) and distributed generation
(DGs), are interfaced with power electronic converters, par-
ticularly DC-AC voltage source converters (VSCs), to enable
interconnected microgrids (MGs) in either grid-connected or
islanded modes of operation [1]. Converter-based MGs in
low voltage distribution or medium voltage transmission net-
works, though beneficial in improving energy efficiency, power
quality, reliability, and resiliency in the interconnected power
network, suffer from low inertia which leads to challenges
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in preserving stability [2]. Control methods for VSCs are
developed towards alleviating stability concerns and mitigating
undesirable oscillations in interconnected MG networks [3].
Poportional-integral (PI) based control adopted to regulate
bus voltages, network frequency, and injected currents is
prominent and extensively used [4].

In a wide range of process control applications, the internal
model control (IMC) has been used for disturbance rejection
and tracking references in recent years with some applications
towards VSC-interfaced DGs [5]. IMC was initially introduced
in [6] with regards to chemical processes and emanates from
the internal model principle stating that “control can be
achieved if the control system encapsulates, either implicitly
or explicitly, some representation of the process to be con-
trolled” [7]. With a single tuning parameter, a trade-off can
be provided between robustness to model inaccuracies and
closed-loop performance [8]. IMC compares plant output with
predicted output (acquired from a feed-forward path using
an approximation of the plant). By utilizing a model of the
plant in the IMC structure, model-based control is robust
and provides a simple and systematic design procedure as an
alternative to conventional control like PI-based control.

PI-based control, although easy to tune and effective, expe-
riences a large overshoot, has a slow response, and a long
settling time when compared to IMC method [5]. Small-
signal models developed in [9] for IMC-based controllers
followed a similar procedure in [10] and showed higher
robustness to parameter changes, better eigenvalue (mode)
patterns with regards to increased damping ratios and fre-
quencies of sensitive eigenvalues, engendering better transient
response and increased stability margins in comparison to
PI-based controllers. These attributes translate to a better
dynamic performance for IMC-based controllers compared to
PI-based controllers as illustrated in [5], [9]. An improved
transient response is valuable for VSC-interfaced DGs, so
their operational limits are not violated allowing for better
utilization. These reported methods investigating application
of Pl-based or IMC-based control in VSC-interfaced DGs
neglected the impact of the DC-DC boost converter subsystem.
DERs such as solar photovoltaic systems (PVs) or ESSs can
be integrated in MGs through two-stage power conversion
structures comprised of VSC and boost converter subsystems,
where the boost converter increases low fluctuating voltage
output of the resource to a regulated high DC-link voltage that
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is fed to the VSC [11]. Analyzing control of voltage source
converter-based microgrids (VSC-MGs) should therefore in-
corporate both subsystems for completeness.

Recent investigations in control of VSC-interfaced DGs
consider more detailed models that incorporate the effects of
the digital controller’s time delay in state-space modeling via
a Padé approximation [12]. Additionally, effects of dead-time
and computational time delays produced during switching pro-
cesses were incorporated into the VSC’s small-signal model
in [13]. It was observed that some low-to-medium frequency
modes were highly sensitive to states associated with modeling
these effects and should not be ignored, especially when us-
ing inductor-capacitor-inductor (LCL) filters. By incorporating
IMC-based controllers in a VSC, this paper examines DC-link
voltage regulation through a boost converter with applicable
PI-based control framework. Effects related to time delay of
an implemented digital control algorithm, and dead-time effect
associated with VSCs in an islanded MG network are also
considered. Detailed modeling is achieved by adopting the
graphical modeling approach in [14].

Instability can originate through an unstable mode from
either the DC or AC terminal of the VSC subsystem, and in
some cases, stability at both terminals is not equivalent [15].
Consideration of the DC-link voltage terminal as an ideal
constant voltage source introduces no additional DC-side
dynamics to the VSC [9], [10], [12], and therefore results
in an incomplete analysis for DGs with boost converter
subsystems. For higher accuracy, the impact of non-ideal DC-
link voltage terminal between both subsystems is necessary in
analyzing stability and cannot be neglected. The work in [16]
investigated interaction between both subsystems; however,
did not account for the effect of the VSC’s dead-time via the
LCL filter and the VSC’s power controller that governs power
sharing within the network. Instability due to an unstable
mode from the DC-side presents the need for its inclusion
in stability analysis and the need to optimize parameters in
the boost converter subsystem that impact stability. Existing
literature investigating optimization of boost converter parame-
ters focuses on aspects of weight, volume, voltage and current
ripples, efficiency, and cost [17]-[19], but no consideration
was made towards its non-ideal interaction with an interfacing
VSC in regard to small-signal stability. The findings of this
paper include:

1) Consideration of DC-link voltage as an ideal constant
voltage result in an incomplete analysis for DGs with boost
converter subsystems. Instability propagates through the DC-
link due to unstable mode(s) highly influenced by parameters
of the boost converter. Careful selection of these parameters
improves dynamic performance across the DC-link.

2) An optimization framework to aid in selecting these
parameters is developed to mitigate this effect on stability from
the boost converter subsystem. To ensure trade-off between
steady-state and dynamic performance while designing a stable
VSC-MG, the optimization framework incorporates particle
swarm optimization (PSO) to obtain adequate boost converter
parameters and avoids inadequate boost converter parameters
capable of propagating instability from the boost converter
subsystem to the VSC subsystem.
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The optimization framework developed in this paper con-
siders dynamic coupling between the boost converter and
VSC subsystems while addressing aspects of small-signal
stability. The remainder of the paper is organized as fol-
lows. Small-signal state-space models for components in the
boost converter and VSC subsystems including the associated
line and load dynamics for a VSC-MG are described in
Section II. Section III presents eigenvalue and participation
factor analyses on an islanded test VSC-MG network com-
bining both subsystems. Dominant modes in the network
reveal critical parameters in the boost converter subsystem
that impact stability in the DC-link. Further investigation
under different operating conditions reveals these same modes
remain dominant. An optimization framework utilizing PSO is
developed in Section IV. The resulting dynamic performance
demonstrates the need for careful selection of boost converter
parameters by combining both subsystems for small-signal
stability assessment. Section V concludes the paper.

II. VSC-MG SMALL-SIGNAL STATE-SPACE MODELING

MG networks operating in either grid-connected or islanded
modes require network frequency and bus voltages to be
maintained at appropriate levels. In grid-connected operating
mode, this responsibility is on the utility grid, whereas in
islanded operating mode, the DERs maintain both quantities
in the MG network. An objective for control methods adopted
in VSC-interfaced DGs is to aid in preserving stability and
improve transient response of bus voltages, network frequency,
and injected currents in VSC-MGs. Small-signal stability is
investigated in these MG networks by performing eigenvalue,
sensitivity, and participation factor analyses; and then the
control method adopted is validated through experimental
setups or computer simulations of the modeled components
in the MG network.

The investigated MG in this paper consists of DERs such
as PVs or ESSs that are integrated through two-stage power
conversion structures comprised of DC-DC boost converter
and DC-AC VSC subsystems. Analysis presented in the paper
can be applied to VSC-MG networks that integrate other types
of DERs through similar structures. For DERs with a relatively
low fluctuating output voltage, a boost converter would be
required to raise low voltage to a regulated high DC-link
voltage suitable for VSC’s connection to meet voltage require-
ments of the interconnected network. Small-signal state-space
models are illustrated for each component in the VSC-MG
for both boost converter and VSC subsystems via equations
as a set of input, output, and state variables describing system
dynamics. State-space models are represented by linearizing
these equations around stable operating points. By integrating
small-signal state-space models for both subsystems, inter-
action between both subsystems considering non-ideal DC-
link voltage terminal can be investigated using eigenvalue,
sensitivity, and participation factor analyses.

A. Boost Converter Subsystem

The complete block diagram of the boost converter subsys-
tem showing interconnection between the boost converter, the
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Fig. 1. Boost converter subsystem.

inner current controller, the digital control emulator (DCE)
model block, and the outer voltage controller is shown in the
Fig. 1.
1) Voltage Controller

PI-based outer voltage controller providing the reference to
the boost converter’s current controller can be found in [14]
and is shown:

[Ags] = [0] [Agp]+ [1] [Avge ]+ [=1][AvEY] (D)
-~ -~ ~~
Ayp Blyy, By,
[AG] = [Kip) D] + [K i [AVGE]
—~— ——
Cvp Dlyy
+ [ K] [AvGe ] (2)
——
D2y,

where ¢, is the error between the reference DC-link out-
put voltage v3"* and the measured DC-link output voltage
vg‘C“, whereas the boost converter’s input current reference is
“‘* . The voltage controller of the boost converter subsystem
compares vout with v3"™ and generates z‘“* The proportional
and integral coefﬁcrents of the voltage controller are K’
and K], respectively, both represented with transfer functlon
K/, (s ) (K}, +Kiyp/s) in Fig. 1.
2) Current Controller

PI-based inner current controller providing the boost con-
verter’s duty cycle can be found in [14] and is shown:

[A] = [0] [Aw]+ [1] [Ai"]+ [—1][Ady] 3)
—~ —~~ —~
Acp Bleyp B2y,

[Ady] = [Kiep][AW] + [Kpep [ + [~ Kyl [A] (4)
—~ ~——
Cep Dl¢p D2¢p

where 7, is the error between the reference input current
zzn* and the measured input current i},n, whereas the boost
converter’s duty cycle is dj,. The current controller of the boost
converter subsystem compares i’ with lm* and generates dp,.
Proportional and integral coefﬁments of the current controller
are Kl’wb and K/, respectively, both represented with transfer
function K, (s) = (K., + K., /s) in Fig. 1.
3) Power Model

The complete derivation of the boost converter power model
in Fig. 2, including its state-space model showing combina-
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Fig. 2. Boost converter power model.

tions of turn-on and turn-off states can be found in [14], [16]
and is as shown:

—Rip—DpRowp —1+Dy, i 1
w1 e IS o M B L [0
AvZ‘é‘ Edyb 0 AV 0
——
App Blpy,
VU Vi — R 11 0
+ bae, [Adp)+ | ][Az"“‘t (5)
- Cdc
Cye
B2y B3py
Al 1 0] [ i L[oo 0] [Avin ©)
Avglc“ 10 1 Avglc“ 0 0 0f|Ad,
N———
Cpyp Dpy

where Ry, Ly, Cye, and R, are the internal resistance and
inductance of the input filter inductor, the capacitance of the
output DC-link capacitor, and the resistance of the switching
device in its “on-state” respectively. The diode’s forward
voltage drop and the boost converter’s duty cycle are Vpy, and
dj, respectively. The input and output voltages are v;' and VoL,
whereas the input and output currents are i)' and i, The
power model captures an average switching cycle (turn on and
turn- off states) of the boost converter subsystem using zb , l‘d"c",
vb , and v3'. The steady-state values of the output voltage, the
input current, and the duty cycle of the boost converter are
Vout Iin and D), respectively.
4) Digital Control Emulator (DCE) for Boost

In [20], DCE is a continuous transfer function expression
describing the combination of digital implementation of the
control algorithm as a transport delay, an ideal sampler, and a
zero-order hold (ZOH) and is as shown:
nlloet

T K

where T; refers to sampling period delay. Computational or
time delays introduce complications in execution because they
make transfer functions irrational. The Padé approximation
can be applied to (7) and is one of the common approximations
by poles and zeros for delays used to obtain rational transfer
functions. This leads to finite states being added to the state-
space model and aid in revealing interactions among states and
effects of computational and time delays. The equivalent linear
state-space model generated follows the Padé approximation
as demonstrated in [21] and is applied to all input signals (l“‘*
and #;') to boost converter’s current controller.

GDCE ( ) (S (7)

B. VSC Subsystem

A complete block diagram of the VSC subsystem showing
interconnection between the VSC, the LCL filter and dead-
time model block, the power controller, the virtual impedance
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model block, the DCE model block, and the inner current
controller and outer voltage controller is shown in the Fig. 3.

1) Voltage Controller

The IMC-based outer voltage controller is shown in Fig. 4
with more detailed information available in [5], and the
corresponding state-space model found in [9] is as shown:

- ol

Ayyse
1 0] [AvY, -1 0| [Avy
“{0 1} [Av;fq Tlo 1] [Avg ®
—— —_———
Blyyge B2y
Aiig| _ 10 —Kj,| [Agq + Ky =K}, | [Avg
Ai;fq K, 0 Ag, KI’,V K,y Avifq
—_——
Cvyse Dlyyse
—Kyp K] [Ave]  [Fe 0] [Adgg
| e Y N+ 0O
{_Kz/w _va} L"cq} {0 Fe| [Aigqg ®
— ~—
D2y e D3yyse

where (1);1,] is the error between the reference output capacitor
voltage v, q and the measured output capacitor voltage vq,
in d-q reference frame. IMC-based outer voltage controller
constitutes proportional-derivative (PD) and PI controllers
represented by transfer functions K,(s) = (K, + sKgz,) and
Ky (s) = (K}, + Kj,/s) respectively, with tuning coefficients
Ky = Cf/lv, K = Cch/lv, KIIW = a)anTc/QLV, and Ki,v =
®,Cy /Ay, in which ®, is a nominal frequency operating point,
Cy models filter capacitance of the LCL filter, A, is the closed-
loop time constant of the voltage control loop, and T7; is
time constant of the equivalent model of the current control
loop [5]. Derivative coefficient K, is reasonably ignored in
the state-space model to yield adequate transfer functions due
to its value being 200 times smaller than K, in this study. d-q
components of VSC output current reference and injected grid
current are i;.*dq and igz4, respectively. The voltage control loop
of the VSC subsystem compares v.q, with v, , and generates
l;4g- Fc 1s the feed-forward control gain of the injected grid
current izq, into the voltage control loop.

/\/\/\/_NW\——Q
c J_* = pPCC
r N (] v
» abe/dq abc/dq |
! Vu/l viql l Iga l Igy

| Power calculation |

—> Low pass
l.—P ﬁltI(:?)I' P l l q
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Fig. 4. IMC-based voltage controller.

2) Current Controller

IMC-based inner current controller is shown in Fig. 5 with
more detailed information available in [5], and the correspond-
ing state-space model found in [9] is shown:

i) _ o o] [An] , [t 0] [Ai
AT, T o of Ay T o 1] |ai
~—— ~——

Acvse Blesr
-1 0| |Aig
[0 S o
———
B2¢yse
Avig| _ [Kie —Ki| [A1a + | Kpe —Kp.| [Aigy
Av,-q Kilc K. A’}/q ,I,c Kpc Ail’fq
———— | S ——
Cevse Dlcyge
—K c K/ . Ai'd FV 0 Av -d
+| be A+ “lai
[_Kzlac _KPC:| {A’itj {0 Fv] [Avg (v
— —
D2Cvsc D3Cv_yz:

where ¥;, is the error between the reference VSC output
current i, q and the measured VSC output current i;4, in d-q
reference frame. IMC-based inner current controller consti-
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tutes proportional-integral-derivative (PID) and PI controllers
represented by transfer functions K.(s) = (Kpc + Kic/s + 5Kyc)
and K(.(s) = (K. +K./s) respectively, with tuning coefficients
Kpc = (Riprm +Li)/xc, Kic = (Ri - prmw;%Li)/)vc, Kic =
TpwmLi/Ac, KI’,C = 2Tpwm@yLi/Ac, and K. = @,(RiTpwm +
L;)/Ac, in which L; and R; model VSC-side inductance of
the LCL filter, A, is the closed-loop time constant of current
control loop, and T, models VSC as a time delay [5].
Similarly, derivative coefficient K. is reasonably ignored in
the state-space model to yield adequate transfer functions due
to its value being a few orders of magnitude smaller than K.
and K. in this study. d-g components of VSC output voltage
and output capacitor voltage are v;q, and v 4, respectively. The
current control loop of the VSC subsystem compares i;4, with
i:qu and generates v;q,. Fy is the feed-forward control gain of
output capacitor voltage vy, into current control loop.

3) Power Controller

The power controller governs sharing of active (P) and
reactive (Q) power between VSCs in steady-state and is
comprised of a power calculation block, a low-pass filter, and
a droop controller. As seen in Fig. 3, the power calculation
block yields instantaneous active (p) and reactive (gq) power.
Additionally, other inputs to the droop controller include the
nominal frequency operating point ®,, and the nominal voltage
operating point V,,4, in the d-gq reference frame. Equivalent
derivations of the droop control-based power controller includ-
ing its state-space model can be found in [9], [10], [14] and
is as shown:

AS 0 -m, 0 A8 —1
AI? =10 —@pe 0 AP| + | 0 | [A®gcom]
AQ 0 0 —ap| |AOQ 0
——
A Pvsc B 2vac
0O 0 0 0 izcd
+ = Wcpe Igd ng Vea ch 4 (12)
2 Algd
—lg Iga Veq —Vea Aj
849

Blpyse
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Aw,] [0 —m, 07 [As
A l=10 0 —ng| |AP (13)
AV, 0o 0 o0 |la0

CPVJC

where 8 is phase angle difference between an individual VSC’s
reference frame and a common reference frame rotating at
@gcom- The reference frame of one of the VSCs can be chosen
as the common reference frame. The low-pass filtered active
and reactive power, P and Q are average values to be used in
a droop controller that provides a degree of negative feedback
similar to conventional synchronous machines. The cut-off
frequency of the low-pass filter in the power controller is
@cpc. The active and reactive power droop gains are m, (in
rad/s/W) and n, (in V/Var) respectively. d-qg components of
the output capacitor voltage and injected grid current are v.qq
and igq,, with corresponding steady-state values V.4, and Igq,
respectively. The droop-governed frequency of the VSC when
it’s providing active power P is @, and d-g components of
the droop-governed command output capacitor voltage when
VSC is providing reactive power Q is v¢,
4) LCL Filter with Dead-time Effect

The addition of dead-time effect in the VSC subsystem was
shown to introduce a damping effect as presented in [22].
For an LCL filter, the nonlinear function expressed in (14)
is incorporated to model the dead-time effect with continuous
space vector pulse width modulation (SVPWM) [13].

g

lig_out
o L mave | e ”
fd(lidq) = _ZIET iiq Lout (14)

2 2 dc
\ ity

where dead-time and switching period are Ty and Ty, (= 1/ fs)
respectively. The corresponding state-space model incorporat-
ing this dead-time effect can be found in [14] and is as shown
in (16)—(19). The parameter k; in (18) is a result of linearizing
(14) around stable operating points and is shown:

1 T; 2v/6 1
ky=—-2""—

= —_— (15)
LiTw m (24 12)?

where iy, Iedgs Vidg» Vedq» and vg‘;t remain as previously

described and their corresponding steady-state values are f;4,,
Lag Viag» Veaq» and Vi respectively. d-g components of the
VSC’s grid-bus voltage at the Point of Common Coupling
(PCC) and its corresponding steady-state value are vyq, and
Vgaq respectively. The nominal frequency operating point is
@,. The LCL filter parameters L; and R;, Cy and Ry, and
R, and L, model VSC-side inductance, filter capacitance, and
grid-bus-side inductance respectively as shown in Fig. 3.

5) Virtual Impedance

To improve power sharing between interconnected VSCs,
a virtual impedance block with a low-pass filter is included
in the control loop between power and voltage controllers.
Equivalent derivations on application of virtual impedance
Z, =R, + jm,L,, including its state-space model can be found
in [23] and is shown:
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5 Av,- Av
[ret] = Arer[Axier] + Bl { Av~d:| + B2 [ Avgd] + B3c[Awy] (16)
iq 8q
[xict] = [Aiid Aiiq Aigd Al:gq Avig Avéq], [x1¢1] = [Adia Aijg Aigg Aigg Avey Ach] a7
[ -k On + kalialigV5™ 0 0 -t 0 ]
— @y +kalialig VO™ — kI3 Vo 0 0 0 -+
0 0 - o, £ 0
0 0 —o, _% 0 Lf (18)
| RR; R/R 1 Ry Ry :
o = RykaIZ Vot RyrkaliqligVo™ {g L o 0 - é O,
RfR; RfR Rf Ry
| RrkaligligVgt cif — = = Rekal Vet 0 igg CLf —w, ~ LT:-
Ael
T T
Lo 00 % o 00 - 0o 7 o0 . . S )
Y Y ) » Wig —lid —lgd — Ved
0o 00 0 X|7joo o L o | L 8 £ 9 ¢
' d il il B3l
Bly B2y
Algdf _ — Wi 0 | Al:gdf 7IgdSin(60)7I&’q(?OS(50) [AS] (22)
Aigyr 0 —Ocyi | |Alggr Ioqcos(8p) — Igqsin(&p)
N——— .
At [Avgd] _ [005(50) sm(ﬁo)] [Avgp}
+ Weyi 0 _Aigd (20) Av&"/ - Sln(&)) 005(60) AVXQ
0 Oni| |Aigg n —V,psin(&) + Vgo 095(50) (AS] 23)
‘—B\f—’ —Vypcos(8y) — Vegsin(&y)
virt
Al [-R Lo, _Aig df where igq; — igpo transforms individual VSC’s injected grid
AV | T _ i current in its d-q reference frame to the common D-Q ref-
Veg L,w, Ry | |Aigyr
—_— erence frame and vepp — Veqy transforms the VSC’s grid-
Crin ‘ bus voltage at the PCC from the common D-Q reference
1 0] |Avg, LylLeqr frame to the individual d-q reference frame of the VSC. Their
+ <+ [Aw] 2D .
0 1] [Avg, —Lylgqy corresponding steady-state values are I 4, and Vypg. The phase
DL . Do " angle difference between an individual VSC’s reference frame

where virtual resistance and inductance are R, and L, respec-
tively. d-g components of injected grid current and its filtered
values for virtual impedance loop are iz, and igq,r respec-
tively, with corresponding steady-state value Iy, 7 = Igq4. Cut-
off frequency of the low-pass filter in the virtual impedance
loop is @,;, whereas @, is the nominal frequency operating
point. d-g components of the reference output capacitor volt-
age and droop-governed command output capacitor voltage are
v , and o) , Tespectively.
6) Digital Control Emulator (DCE) for VSC

DCE is applied and approximated in a similar way as the
boost converter subsystem to all input signals (i}, " liag> and
Vedq) 1o the VSC’s current controller.
7) Reference Frame Transformation

In the VSC-MG network, a reference frame transformation
is required after declaring one of the VSC’s synchronous
reference frame as the common D-Q reference frame with
frequency @, = @gcom. The other individual VSCs in the
network will be transformed to this common reference frame.
Corresponding transformations can be found in [10] and is
shown:

[Aigg] _ [cos(ﬁo)

wo]= i) ot | o

cos(8o) | |Aig,

and the common reference frame as previously described is &
and its corresponding steady-state value is &.

C. Linking the Boost Converter and VSC Subsystems

The state-space model with more detailed information char-
acterizing the link between the boost converter and VSC
subsystems can be found in [14] and is shown:

AV,’d _ Dd out V;Cut 0 Add
[Av,»J - [Dq AT D e |ad,
——
iink

Dy ink

3 j 3
i) = 30 0, 3] A
N——

(24)

> iig +§Uid Iy {Adq} (25)

CClink Dciink

where the measured output voltage vo* from the boost con-
verter is linked to d-g components of the VSC output voltage
Vidq through the d-q components of the VSC’s duty cycle dy,.
Additionally, the boost converter’s output current i3 is linked
to d-q components of the measured VSC output current i;4, by
equating the output active power of the VSC with the active
power in the DC-link of the boost converter via the principle
of power balance on the assumption that the VSC is modeled
as a lossless power processor [24]. Steady-state values of the
boost converter’s measured output voltage and d-¢g components
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of the VSC’s duty cycle and measured output current are V9™,
Dy, and Iy, respectively.

D. Interconnecting Lines and Loads

Interconnecting lines and loads are described using the
generic RL line and RL load respectively; and corresponding
state-space models can be found in [10]. For a line connected
between adjacent buses a and b, the state-space model is
shown in (26), where Rj,.p, Linap are line resistance and line
inductance respectively. D-Q components of line currents and
its corresponding steady-state value are i,poar and Ipoap
respectively. D-Q components of network voltages at buses a
and b are vgpg, and vgpg, respectively, and corresponds to
(23) should both buses have individual VSC connections.

For a load connected at bus a, the state-space model is
shown in (27), where Rj;,, L4, are load resistance and load
inductance respectively. D-Q components of the load currents
and its corresponding steady-state value are ijgpg, and ljapga
respectively. Frequencies Wgco, and @, remain as previously
described. An aggregated state-space model encompassing all
interconnecting lines [iznpo] and loads [izppg| in the VSC-
MG network is shown in (28) and (29) respectively as reported
in [10].

[Airnpo] = Arn[Ainpo) + Blin[Aveng)]

+ BzLN [Awgcom] (28)
[AiLppo] = ALp|AiLppo] + Bl Lp[Aveno]
+ BzLD [Awgcom] (29)

where Ary, Bly, and B2,y are coefficient matrices for lines
in the network whereas A;p, Blyp, and B2;p are identical
coefficient matrices for loads in the network.

E. Complete Network Model

Symbolic representation inclusive of interconnections be-
tween the VSCs, lines, and loads in the VSC-MG network as
illustrated in [10] is shown:

[Avgpo] = Rn(Mysc[Aigpo] + Min[Airnpo)

+M;iplAirppg)) (30)

where mapping matrices for VSCs, lines, and loads are Mygc,
My, and My p respectively. A sufficiently large virtual resistor
(much larger than any other resistance in the network) is

applied to each bus in the network through a diagonal matrix
Ry to ensure the numerical solution is well conditioned [10].
The complete network state-space model to be analyzed is
shown:

Axpcysc Axpevsc
Airnpg | =Amc | Ainpg 31
Airppg Airppo

where xgcysc contains all associated states in the boost
converter and VSC subsystems for all DGs in the VSC-
MG network. Ay is the complete system state matrix and
is constructed by adopting the graphical modeling approach
in [14]. For the ith DG, the state vector is as shown:

Alpi Wi iy 8 P Qi igagfi

. . T
¢dqi Yaqgi lidgi lgdgi Vcdqi]

out
Vdci

Axpcysci
(32)

For an individual DG, there are 4 states corresponding to
its boost converter subsystem and 15 states corresponding
to its VSC subsystem. DCE introduces another 14 states
corresponding to the boost converter subsystem and 42 states
corresponding to the VSC subsystem. Thus, there are 75
states associated with an individual DG in the VSC-MG
network. A third-order Padé approximation is used for the
linear approximation of the DCE for both subsystems.

III. SMALL-SIGNAL STABILITY ANALYSIS ON TEST
VSC-MG NETWORK

The interconnected network shown in Fig. 6 is a 230 V, 50
Hz VSC-MG under study. Each DG representation consists of
a DC-DC boost converter and a DC-AC VSC in a two-stage
power conversion structure, connected to a network having
6 buses, 6 lines, and 6 loads. Active and reactive power
droop gains m, and n, govern the supply of power from DGs
as the MG network is operating in an islanded mode. The
nominal rating for each DG in the network is 100 kVA. The
parameters for this MG network including boost and VSC
model parameters are presented in Table I. The steady-state
initial operating conditions for each DG, similar to [14], are
shown in Table II.

The operating condition is with respect to each VSC’s
droop control characteristics that governs power sharing via
m,, and n,. Each VSC is considered identical for the operating
condition in Table II, with the same m, and n,, and attempt
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R Ly =

R/nSG

R L = R I

Fig. 6. Test VSC-MG network under study.

TABLE I
NETWORK, BOOST CONVERTER AND VSC MODEL PARAMETERS

Parameter Value Parameter Value Parameter Value

A 230 V Fow 10 kHz Ty 2 us

Wy, W 1007 rad/s || Ty, Tpwm 50 ps Wcpes Ocyi 207 rad/s

L; 6.7238 uH ||Cy 350 uF L, 6.8 uH

R;i 225mQ ||Ry 210mQ  ||R, 1 mQ

m, Tx107% ||n, 9x107* ||Ry 10 kQ

A Ix107% || 2 4%107 ||T. 5 ms

K, 5.4978 K, 1099.56 || Kpy 35

K. 0.0053 K. 61.6439 ||V 540 V

Kpe 0.1962 Kic 561.6705 || Vpp 11V

Rlb 1 mQ le 900 uH Cd(‘ 10 mF

Ronp 2 mQ K, 0.0206 K., 95.3546

Zids }éfg(;rz@ ol ! Fe !

Z (1.6+ K 4625 ||k 606.0489
1d6 j0.5024) Q|| "pve : ivh :

7 (7+ 7 14+ 7 (4.85+
ld1 j2.198) Q || <14 j4.396) Q || 7143 j1.4444) Q

7 2.4+ 7 0.1162+ ||, (0.1356+
1d4 j0.7536) Q|| <4 j0.0233) Q|| <23 j0.0271) Q

7 (0.0969+ || (0.0193+ |, (0.0231+
136 j0.0194) Q || 714 j0.0091) Q|| “™36 j0.011) Q

7 (19.6+ 7 (19.6+ 7 (38.7+
v,VSC1 _]39) mQ v,VSC2 J39) mQ v,VSC3 ]78) mQ

to share interconnected loads equally. Loading conditions are
considered moderately heavy with respect to the nominal
rating of each DG. This base operating condition is a planning
choice and can be varied. Small-signal state-space models
described in Section II allows for investigation of small-
signal stability for any choice of network parameters and
operating conditions. The frequency of DG’s VSC at bus 1
sets the common reference frequency, while other VSCs are
transformed to this reference frame. The state-space model
for the VSC-MG network in Fig. 6 has a total of 247 states.
To introduce heterogeneity in the model, virtual impedance of
the DG’s VSC at bus 2 is set to zero. Thus, in all subsequent
analysis, there are a total of 245 states to be investigated.
Accompanying results within are obtained with the aid of
MATLAB/Simulink R2018b.

A. FEigenvalue Analysis

The eigenvalue analysis reveals the frequency and damping
of dominant eigenvalues (modes). Locations of all 245 modes
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in the VSC-MG network described by matrix Ay are shown
in Fig. 7. Each boxed area is zoomed into, in subsequent
plots revealing dominant modes in the VSC-MG network.
Dominant low frequency modes in boxed area C and some
high frequency modes in boxed area B to be analyzed are
shown in Table III. Each mode is assigned a number for easier
comparison throughout the paper. The contribution of a set of
modes towards the overall system performance depends on
the proximity of these modes to the right half of the complex
plane. The nearer it is, the larger its contribution.

B. PFarticipation Factor Analysis

The participation factor analysis reveals sensitivity of differ-
ent eigenvalues (modes) to states. This mapping between states
and modes help identify critical parameters in the VSC-MG
network. It was established in [10] through PI-based control,
that the low frequency dominant modes were largely sensitive
to states of the VSC’s power controller. IMC-based control
was compared with Pl-based control in [9] and revealed
similar findings but showed better eigenvalue patterns thereby
yielding improved transient response and increased stability
margins. Additionally, it was also established in [12] that high
frequency modes were largely sensitive to DCE which models
the transport delay for the VSC. These investigations neglected
the impact of the boost converter subsystem. The sensitivity
of the modes to parameters in the boost converter is therefore
investigated.

The participation factor analysis for certain modes of in-
terest is shown in Table III. States with participation factors
< 0.015 are not shown. Resulting analysis is consistent with
results presented in [10] for low frequency modes and [12]
high frequency modes. States introduced by the DCE for
both the boost converter and VSC subsystems that have
participation factors > 0.005 influenced approximately 15.51%
of modes in the high frequency range (> 10000 rad/s). Most
modes presented in Table III are largely sensitive to states of
the VSC’s power controller, particularly m;-m3}. Within this
group of modes are m{]-m3} with some influence from states
of the boost converter’s power model. Dominant oscillatory
modes m%i—m% in the high frequency range can also be seen
to be largely sensitive to states of the boost converter’s power
model. Also seen are a few modes with little influence from
states of the VSC’s virtual impedance loop and LCL filter.

To characterize small-signal stability of the VSC-MG
network, sensitivity of dominant oscillatory modes to
changes in parameters of the boost converter subsys-
tem is investigated. Parameters of interest are Ry, Ly,
and R,,, as they facilitate excitation of the oscillatory
modes m{](—165.81 £ j132.05), ml)(—166.96 + j132.45),
m3h(—163.41 +135.08), may(—72.70 +17073), ma(~72.38
+j17074), and m3}(—72.55 £ j17075) where the state il
have comparably high participation factors. The frequency
of oscillation for modes ml], ml), and m3} are 21.02 Hz,
21.08 Hz, and 21.50 Hz with corresponding damping ratios
78.22%, 78.34%, and 77.08% respectively. Whereas frequency
of oscillation for modes m%ﬁ m%g and m% are 2717.25 Hz,
2717.41 Hz, and 2717.57 Hz with corresponding damping ra-
tios 0.426%, 0.424%, and 0.425% respectively. The trajectory
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Fig. 7. Locus of eigenvalues for test VSC-MG under study.
TABLE II
STEADY-STATE INITIAL OPERATING CONDITIONS
Parameter Value Parameter Value
6()1 0 rad Vzrdh Vvdz, Vcd3 [299, 304, 295] \
802 —3.88x 107 rad Vegls Veqrs Vegs [05,0, 11V
803 —3.3x1073 rad Lat, Lo, Ligs [180, 177, 182] A
Vepis Vepas Veps  [296, 302, 292] V Lgs Tiga» Tiga —[51, 45, 52] A
Veoi, Veors Veos  [3,3,31V Leats Toazs Toas [179, 175, 181] A
vou you Ty o [800] V Tegs Togns Tegs —[57, 51, 58] A
o, [148] A Dy1, Dy, D3 [0.326]
Da1, Dan, Da3 [0.375, 0.381, 0.37] Dy1, Dy, Dy [0.0175]
P, 01 [80.9, 24.5] kVA P, O [80.9, 23.7] kVA
J [80.9, 26.5] kKVA Lapt» lagr (39, —12] A
linp14s Iing14 [141, —42] A lap2s Tiag2 [19.6, —6] A
Iinp2ss lingos [156, —42] A Liap3s lags [55, —16] A
Iinp36, Ting3e [127, —40] A liap4s Tiaga [106, —31] A
Dinpas, Tinoas [345, —11] A Liaps, 1iags [159, —47] A
Dinps6s lingse [32, —6] A liape» Liage [158, —47] A

TABLE III
PARTICIPATION FACTOR ANALYSIS FOR MODES OF INTEREST

my Mode State (Participation)

m —4.65 P; (0.374), Py (0.333), 03 (0.119), 01 (0.103), P, (0.047), Q> (0.013)

my ~5.96 P> (0.392), Py (0.230), Ps (0.152), 0> (0.108), Q1 (0.065), O3 (0.044)

my —62.80 03 (0.972), igay3 (0.022)

my —62.80 01 (0.655), 03 (0.303), igap1 (0.029)

ms —62.75 P3 (0.330), Py (0.328), P, (0.313), Q3 (0.018)

mg —60.79 P; (0.436), Py (0.386), P> (0.111), Q3 (0.042), Q; (0.021)

my —64.07 Py (0.490), P> (0.421), P3 (0.061), Q1 (0.020)

mg ~53.96 P> (0.493), P; (0.313), P (0.131), 0> (0.025), Q1 (0.023), Q3 (0.013)

mg —69.89 Py (0.367), Py (0.341), P> (0.223), Q3 (0.037), O, (0.020)

myy  —73.62 P> (0.334), P (0.280), P3 (0.140), Q> (0.091), Q1 (0.079), Q3 (0.075)

ml}  —103.05+j44.58 P> (0.393), Py (0.285), P3 (0.120), Q> (0.094), Q; (0.070), Q3 (0.027)

mly  —104.21+j52.23 P3 (0.408), Py (0.296), P> (0.102), Q3 (0.091), Q1 (0.069), Q> (0.022)

ml2  —146.39+j82.73 Py (0.253), P, (0.253), P3 (0.244), Q; (0.075), Q> (0.075), Q5 (0.073) _

mil  —16581+j132.05 Q3 (0.359), Q1 (0.225), Q (0.133), P; (0.092), Py (0.057), P» (0.033), if%y (0.031), i} (0.019)

my  —166.96£j132.45  Q; (0.335), Q1 (0.277), P, (0.116), Pi (0.098), Q3 (0.061), it (0.027), iff (0.023), Py (0.021)

m3y  —163.41£j135.08 P (0.190), P, (0.187), P5 (0.179), Q> (0.074), Oy (0.064), il (0.062), i} (0.061), il (0.057), Qs
(0.045), v3% (0.021), v3™ (0.020), v3% (0.020)

mE  —72.70+j17073 i (0.348), i (0.277), if% (0.253), ijq> (0.017)

my  —72.38+j17074 i (0.412), it (0.379), ify (0.066), ijq (0.019), ijg2 (0.017)

m3l  —72.55£j17075 i (0.468), i (0.223), i (0.165), ijg3 (0.021)

of these modes as functions of Ry, L, and R,,, are shown
in Figs. 8, 9, and 10 respectively. The traces of both clusters,
m}g, még, m%% and m%i, m%g, m%, overlap each other as they

move through the complex plane.

Figure 8 shows that as Rj, increases, damping ratio of
modes m%ﬁ, m%g, and m% begin increasing as they move
further towards the left of the complex plane. However, the
damping ratio of modes m!7, ml), and m3} begin decreasing
as they move further towards the right of the complex plane,

and thus leads to instability. In Fig. 9, it is shown that as

L;, increases, the damping ratio of modes m%i m%g and

m% begin decreasing as they move into the right half of
the complex plane, hence leading to instability. But as L,
continues to increase, these modes begin returning to the left
of the complex plane with increasing damping ratio. However,
the damping ratio of modes m}g még, and m%% begin increasing
as they move further towards the left of the complex plane.
By increasing R,,, as shown in Fig. 10, the damping ratio
of modes m33, m33, and m3] begin increasing as they move

towards the left of the complex plane. But as R,,; continues
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Fig. 8. Mode trajectories as a function of Ry,. Left (1 mQ < Ry, < 4 Q for
m33, maa, m3d), Right (1 mQ < Ry, < 3.6425 Q for m{}, mlj, m3)).
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Fig. 9. Mode trajectories as a function of L. Left (150 nH < L;, < 1.8 mH

for m33, m33, m3}), Right (3 nH < Ly, < 1.8 mH for m], mlJ, m3}).
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Fig. 10. Mode trajectories as a function of R,,;. Left 2 mQ <R,,, <4 Q

for m33, m23, m3}), Right (2 mQ < R,y < 3.646 Q for ml], mb), m3)).

to increase, these modes begin returning to the right of the
complex plane with decreasing damping ratio. However, the
damping ratio of modes m{], ml), and m3} begin decreasing
as they move further towards the right of the complex plane,
and thus leads to instability.

C. Analyzing Different Operating Conditions

Small-signal stability is almost independent of operating
condition and the effect of the operating condition on dominant
modes is minor [25]-[27]. Six different operating conditions
(OCs) shown in Table IV are investigated and their corre-
sponding mode locations are presented in Table V. Parameters
changed are with respect to base parameters in Table I. OC 1 is
an attempt to reach full loading on the DGs in which the power
outputs are increased consequently. OC 2 sees a reduction in
load and hence a reduction in DG power outputs. OC 3 and
OC 4 uses dissimilar active and reactive power droop gains n1,

TABLE IV
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DIFFERENT OPERATING CONDITIONS

OC DG power outputs

Parameters changed

| P P, P 9211, 9210, 02.12] kW
01, 02, 03 [27.93, 26.98, 29.98] kvar
Pi, P», Py [76.29, 76.28, 76.29] kW

Network Load
Increased by 15%
Network Load

2 Q1, 02, 03 [23.17, 22.35, 24.99] kvar Decreased by 7.5%
5 Pi. Py Py [88.19, 80.52, 74251 kW my1, mya, mp3

Q1. 02, 03 [22.16, 23.81, 28.82] kvar [0.9, 1, 1.1] x7 x 107°
4 PP P5[80.96,80.96, 80.951 kW g, nga. ng

01, 0s, 03 [26.82, 23.63, 24.32] kvar [0.9, 1, 1.1] x9x 10~4
s Pi. Py, P [80.94, 80.94, 80.941 kKW i, mya. mp3

Q1. 02, 03 [24.49, 23.67, 26.53] kvar [2, 2, 2] x7 x 1076
¢ Pio P Ps[71.87, 7188, 71891 kW g, nga. ng

01, 0s, 03 [21.95, 21,54, 22.91] kvar [2, 2, 2] x9 x 1074

TABLE V

MODE ANALYSIS AT DIFFERENT OPERATING CONDITIONS
mg OC 1 0C2 0OC3 OC4 O0OC5 O0C6
m;  —450 —476 —466 —471 —1071 —5.64
my =579 —612 —598 —6.00 —1568 —7.31
my —6280 —62.80 —62.80 —62.80 —62.80 —62.80
my —6280 —62.80 —62.80 —6280 —62.80 —62.80
ms —6275 —6276 —6275 —6275 —6271 —62.76
mg —60.68 —60.77 —60.76 —60.72 —54.02 —60.72
m; —6427 —6397 —6413 —6407 —63.83 —64.09
mg  —5427 —5377 —5413 5399 —39.73 —5421
my —7049 —69.57 —69.69 —69.62 —6644 —69.86
myy —7535 —7294 —7356 —73.69 —73.87 —83.12
i —101.17 —100.41 —100.76 —100.67 —103.20 —105.19
M2 1j4497 £j44.83 +j44.85 +j4421 +j45.74 +j57.31
3 —102.63 —10135 —101.83 —101.87 —103.80 —106.79
M4 45247  +j52.28 +j52.29 4j52.85 4j52.50 +j62.74
s —14678 —146.18 —14636 —14636 —14636 —146.29
M6 4+i81.66 £j82.93 +j82.57 +j82.56 +j82.56 +j82.44
17 —166.69 —164.54 —16459 —166.30 —165.16 —172.65
"8 413225 +£j131.40 +j131.49 +j132.04 +j131.64 +j135.55
19 —168.10 —165.82 —167.02 —16543 —166.51 —173.09
M0 +j132.59 +j131.65 +j132.18 +jl131.51 +j131.94 =+j136.27
, —16544 —16357 —16420 —164.12 —164.11 —163.23
"2 4j136.06 +j134.75 +j135.05 +j135.13 +j135.13 +j134.47
5 —19394 —6548 —15921 —10242 —101.19 —31.29
"M 116928 £j17084 +j16970 +£j17039 +j17041 +j17126
,s —188.84 —61.84 —9541 —99.67 —100.13 —29.00
M6 +i16933 £j17088 +j17047 +£j17043 +j17042 +j17128
» —187.67 —61.18 —4696 —9837 —98.68 —28.24
"8 1i16934 £j17089 +j17106 =+jl17044 +j17043 +j17129

and n, respectively resulting in different DG power outputs.
In OC 3, droop control characteristics shows an increase in
active power output for the DG’s VSC with the smaller m,
and a decrease in active power output for the DG’s VSC with
larger m,. A similar analogy can be inferred in OC 4 between
reactive power output and n,. OC 5 and OC 6 uses higher
mp and n, respectively. In OC 5, a consequence of a higher
my, is a reduction in steady-state operating network frequency,
whereas in OC 6, a consequence of a higher 7, is a reduction
in output voltage of the VSCs and hence active and reactive
power outputs.

In Table V, the same modes ml—m% in Table III, remain
dominant modes and are critical for different operating con-
ditions. In the likelihood that new dominant modes appear
for a different initial operating condition, a new participation
factor analysis would be required to determine states these
new dominant modes are sensitive to. New dominant modes
remain largely sensitive to states of VSC’s power controller
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and the boost converter’s power model. From the viewpoint
of stability, Ry, Ljp, and R,,;, are therefore critical parameters
that shape trajectories of some of the dominant oscillatory
modes in the VSC-MG network. Stability at both terminals
of the VSC subsystem is not equivalent. There is therefore a
need to optimize boost converter parameters for cases where,
although the AC terminal of the VSC subsystem seems stable,
the DC terminal might be unstable.

D. Preliminary Simulation Results

The VSC-MG network is represented using the state-space
model and its accompanying dynamic response is implemented
using Simulink to validate the analysis performed in sub-
sections III-A and III-B. Simulation results presented within
include start-up transient behavior and the (doubling) step
change in the load at bus 6 at time = 1.0 s. This doubled load is
considered large enough to capture the high frequency modes
dominated by states of the boost converter’s power model.
The figures within this subsection illustrate stable responses
at the AC terminal of the VSC subsystem with the same
Rip, Lip, and R, presented in Table I. The response of the
active and reactive power outputs from DGs is shown in
Fig. 11. The VSC’s droop control-based power controller in
conjunction with the virtual impedance loop governs the equal
and improved sharing of active (P) and reactive (Q) power
loads between the DGs. The closest DG electrically to the
change in load, responds faster than other DGs and picks up
most of this change in load initially. In this case, the DG at
bus 3 is the closest electrically to change in load, followed by
the DG at bus 2, and then the DG at bus 1. Steady-state values
after the change in load are Pj>3 [98.7, 98.7, 98.8] kW and
0123 [28.5, 28.9, 33.5] kvar.

The response of d-g components of output VSC currents i;4,
and injected grid currents iy, from DGs is shown in Figs. 12
and 13 respectively. d- component of both currents would

120F .
%100 I R ) Py 0, Py 0s
5 L — .
>
< 80r r
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= 60
\E/ 40
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Fig. 11. Active and reactive power outputs from DGs.
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Fig. 12.  Output VSC currents from DGs.
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respond in a similar manner to active power sharing, whereas
g- component of both currents would respond in a similar
manner to reactive power sharing, during the step change in
load. The steady-state values after the change in load are ij41 5 3
[224, 221, 232] A, ijq123 [—9, =9, —13] A, igq123 [223, 220,
231] A, and igg1 23 [—64, —64, —77] A. The response of the
d-q components of the output capacitor voltages v 4, from the
DGs is shown in Fig. 14. The d- component responds inversely
to the reactive power sharing between the DGs. Steady-state
values after the change in load are v.4123 [295, 299, 286] V
and v¢4123 [0.4, 0, 1.2] V. The response of the droop-governed
VSC frequency from the DGs is shown in Fig. 15, where each
VSC’s droop-governed frequency responds inversely to active
power sharing between the DGs. DG at bus 3 being the closest
electrically to the change in load would experience a wider
swing of its droop-governed frequency compared to the DG at
bus 2, and then followed by the DG at bus 1. The steady-state
network frequency after the change in load is 313.85 rad/s.

IV. BOOST CONVERTER PARAMETER OPTIMIZATION
A. Particle Swarm Optimization (PSO)

An optimization framework utilizing PSO is developed in
this Section to mitigate effects of the boost converter param-
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Fig. 13. Injected grid currents from DGs.
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eters Ry, Ljp, and R,,;,, with regards to instability that could
arise from the DC terminal of the VSC subsystem. Selection of
these parameters for a satisfactory transient response is the de-
sired outcome. PSO is an evolutionary computation technique
inspired by social behavior of bird flocking, fish schooling, and
swarming theory [28]. It is the preferred tool to be used due
to its precision of solutions, simplicity of tuning parameters,
enhanced global search, and convergence capability [29]. The
performance of PSO depends on movement of each particle
and cooperation of the swarm. Three distinct features include
the best fitness of each particle, best fitness of the swarm, and
velocity and position update of each particle. Each particle
in the swarm starts at a random position and searches the
space using its own best knowledge and the swarm’s best
experience. Movement of the particles in the optimization
framework developed is given as shown:

(Wmax_Wmin)'(( _1)/N)
ka+clr1(Xpb - )+czr2(Xsbk Xik)
V<k+1

1

(33)
(34)
(35)

k
W = Wmax —
‘/ik-‘rl

Xi/H—l _ Xik

where i, N, and k are the particle, the total number of iterations
set to 100, and iteration index respectively. Swarm size pj,
which is the total number of particles in the swarm is set to 10.
The inertia weight at iteration k is w* which linearly decreases
from wpax to wpin with settings 0.9 to 0.4 respectively. The
velocity and position vectors at iteration k for each particle
i are Vik and Xik respectively. Constants ¢y, ¢, are positive
numbers set to 2, and ry, rp are two uniformly distributed
random numbers in the range [0, 1]. The best positions each
particle i has attained so far based on its own knowledge and
the swarm’s best experience are X pbf-‘ and Xsb* respectively.

B. Optimization Framework

The optimization framework developed considers dynamic
coupling through a non-ideal DC-link voltage terminal be-
tween the boost converter and VSC subsystems. The objective
of optimizing the boost converter parameters Ry, Ly, and R,
is to mitigate their effects with regards to instability that could
arise from the DC terminal of the VSC subsystem. Analysis
deduced from Table III and Figs. 8-10 show by maximizing
horizontal distance between the real part of the dominant
mode(s) more sensitive to boost converter parameters and real
part of the dominant mode(s) more sensitive to parameters of
the VSC subsystem, the effect of boost converter parameters
on instability that could arise from the DC terminal of the VSC
subsystem would be mitigated. In other words, dynamics from
the boost converter subsystem would decay rapidly at the DC
terminal of the VSC subsystem, when dominant mode(s) that
are more sensitive to boost converter parameters are moved
further to the left of the complex plane. Consequently, this
results in improved damping ratios for these mode(s). The
objective function to be maximized can be expressed as shown:

maxJ = Real{A,, } —Real{A } (36)

where vy and by are subsets of all modes in the overall
system that are more sensitive to parameters of the VSC and
boost converter subsystems respectively.
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Dominant mode(s) in the VSC vy, and boost converter byy,
subsystems are A, and A, respectively. In this study, if a
mode has participation factors > 0.1, from states belonging
to the VSC and boost converter subsystems, that mode is
included in by, and used as a limiting factor in evaluating (36).
For example, if a mode nr; appears during the optimization
process with state (participation) of Q1 (0.15) and i}y (0.1),
from VSC and boost converter subsystems respectlvely, that
mode 7y is included in by, This is the preferred approach
to mitigate the effects of the boost converter subsystem on
stability considering the plug-and-play capability for VSCs in
MG networks is better suited towards the power controller
of the VSC subsystem. Parameters associated with the VSC
subsystem are not included in the optimization framework.

To improve computational efficiency of the optimization
framework, the domain of stability for Ry, € [1 mQ, 3.5 Q],
Ly, € [800 puH, 8.43 mH], and R, € [2 mQ, 3.622 Q],
obtained from mode trajectories shown in Figs. 8, 9, and 10
respectively are selected as the constraints of the optimiza-
tion. Each particle’s position X; = (Ryp, Ly, Ronp) contain the
parameters to be optimized. Three conditions are incorporated
to define boundaries for the search space and ensure every
particle’s position results in a stable outcome. These conditions
must be performed after the velocity and position update of
each particle at every iteration to facilitate the convergence of
the swarm:

1) Upper and lower limits, X;;** and Xmln with regards to
the domain of stability for the jth element of the ith particle’s
position X; ;

X = max[X; j], Xj5" = min[X; ]
if X > X", then X/; =X\

else if X <Xl“;"‘, then Xk Xl{f‘ji“

(37

2) Upper and lower limits, V™ and V™" with regards to
the jth element of the ith particle’s velocity V; ;

‘/I{I}ax _ O'Z(Xil.fljax 7Xl!.fliin)7 Vl{r}in _ 7Vln]1¢1x
if VY >V then V5, =vmx (38)
else if Vk < me then V,kj Vl“jnn

3) If an unstable mode appears with regards to the jth
element of the ith particle’s position X; ;, replace the element
having a higher percentile in its domain with its corresponding
Xl{’}i" till all modes in the overall system are stable using the
example as shown:

assume Xi’fj = (X} XF X ) @(45,5,70)%

LRy Ly,

unstable? min
(Xl sz’X i.Lyp> isRnnb)

unstable? min min
(X Rip> X iLyp> X; Ronb)

unstable? (Xmm min y-min )
LRy Ly s MR oy

(39)

where “}Q‘[‘;, l”i‘[r;), and for boost converter parameters

resulted in a stable outcome as extrapolated from Figs. 8-10.
The complete optimization framework using PSO is described
using the following steps:

l’l‘lln
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1) Initialization:

1.1 In the swarm of size p;, randomly select each parti-
cle’s position X; ; within the domain of stability.

1.2 Initialize each particle’s velocity V; ; to 0.

1.3 Evaluate overall system modes while adhering to (39)
for each particle.

1.4 Evaluate J using (36) for each particle. Xpb; is
initialized with a copy of X; . Xsb is initialized with
a copy of X; having the best J.

2) Iteration & Weight Update: With k starting at 1, update
the iteration index. Update inertia weight using (33).

3) Velocity Update: Update each particle’s velocity using
(34). Then apply (38) to ensure all velocities are within
predefined limits.

4) Position Update: With updated velocities, each particle’s
position is updated using (35). Then apply (37) to ensure all
positions are within predefined limits.

5) Unstable Mode Check & Objective Function: For each
particle, evaluate overall system modes while adhering to (39).
Then evaluate J using (36) for each particle.

6) Farticle Best Update: For each particle, if the evaluated
J in the current iteration is better than the evaluated J’s in
previous iterations, then update X pb; with a copy of X;.

7) Swarm Best Update: In the current iteration, update Xsb
with a copy of X pb; having the best J.

8) Stopping Criteria: Steps 2 to 7 are repeated until one of
the following conditions is met:

8.1 The maximum number of iterations N is reached.
8.2 The evaluated J has not improved for a predefined
number of iterations.

C. Results and Discussion

1) Optimization Framework Results

The convergence of the objective function is shown in
Fig. 16, and maximized at J = 4240.346 using the limiting
factor described in subsection IV-B. This limiting factor is
used during the optimization process due to growing sensitivity
from the boost converter parameters, particularly on modes
mi], mlg, and m3} described in subsection III-B. The resulting
optimized boost converter parameters are R, = 0.001 Q, Ly, =
800 pH, and R, = 2.16548 Q. Four cases with different
boost converter parameters shown in Table VI are used to
validate results of the optimization framework. Simulation
results presented within include start-up transient behavior and
the (doubling) step change in the load at bus 6 at time = 1.0 s.

3 4400 . . . . . . . . .

S
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T
|
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Fig. 16. Objective function convergence.
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The response of input currents iib“ and output voltages v from

the boost converters are shown in Figs. 17-20. The output DC-
link voltage vJ2' is shown to not be an ideal constant voltage
source for the mterfaced VSC subsystem.

TABLE VI
SUMMARY OF CASES

Case Rip () L (WH) Rowp (@) AT A J
1 0.001 800 0.002 —4.654 —4.672 0.018
2 0.001 900 0.002 —4.654 —72.375 67.721
3 0.001 800 2.16548 —4.654 —4245  4240.346
4 1.9 1200 1.635 —0.368 0.060 —0.428
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Fig. 17. Input currents, output voltages from boost converters for Case 1.
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Fig. 18. Input currents, output voltages from boost converters for Case 2.
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Corresponding mode locations associated with the boost
converter subsystem between the four cases are shown in
Table VII. Dominant mode(s) in the VSC and boost converter
subsystems from (36), 2%” and A’bsys in Table VI, maps to m;
and m3; for Cases 1 and 2, and to m; and m3; for Case 3, and
lastly to még and m%% for Case 4 as shown in Table VII. The
reason for this is in relation to the limiting factor previously
described. In subsection III-B, it was shown modes m!]-m3}
were largely sensitive to states of the VSC’s power controller
with some influence from states of the boost converter’s
power model, whereas modes m%i—m% in the high frequency
range were largely sensitive to states of the boost converter’s
power model. In Case 4, m}g has a state (participation) of
i (0.311), iy (0.311), and &% (0.298), whereas m)) has a
state (participation) of i3 (0.307), iy} (0.258), P; (0.108), and
Py (0.095). Also in Case 4, m%% has a state (participation)
of il (0.294), il (0.185), il (0.127), and P, (0.125). This
indicates for Case 4 that modes m|l-m3} are now largely
sensitive to states of the boost converter’s power model with

reduced influence from states of the VSC’s power controller.

TABLE VII
B0OST CONVERTER ASSOCIATED MODE LOCATIONS

my Case 1 Case 2 Case 3 Case 4
mi —4.65 —4.65 —4.65 —4.65
7 —16494  —16581 —116.03  0.06
"8 413173 413205  +j135.14  +j46.15
o —16606 —166.96 —120.76  —0.37
"0 4j132.12  £j13245  £jl36.21  +j46.33
5 —16254  —16341  —12095 —0.40
"2 4j134.63  £j135.08  +jl135.64  +j46.41
5 —488 —7270 42450  —4628.4
"R 4j17153 417073 +j11904  +j14118
s —4.67 7238 42586  —4626.2
"M% +j17154  £j17074  £j11919  +jl4118
y  —4.83 7255  —4259.0  —4606.1
"8 4j17154  £j17075 11921 +j14122

2) Impact on Boost Converter Subsystem

Case 1 belongs to the minimum boost converter parameters
XRr, XFinand X[R" in the domain of stability and its
corresponding response is shown in Fig. 17. The steady-state
values after the change in load are vglcnl‘z 53 [800] V and i}j‘ms
[189] A. The evaluated J for this case is 0.018 with both /”l%;,s
and Ay, located close to the right half of the complex plane
as shown in Table VI. Case 2 belongs to the base case boost
converter parameters used in Section III and its corresponding
response is shown in Fig. 18. The steady-state values after
the change in load are vg| ,; [800] V and in 55 [189] A.
Evaluated J and consequently, settling time after the start-up
transient behavior are improved for this case compared to Case
1. The optimized parameters belonging to Case 3 are shown in
Fig. 19 to exhibit better overall transient behavior. The steady-
state values after the change in load are V3%, , 5 [800] V and
in 253 [2791 A. At the maximum J evaluated, Ay, is at its
furthest location from the right half of the complex plane, and
hence impact from the boost converter subsystem on stability
is mitigated. Case 4 belongs to boost converter parameters
within the domain of stability and its corresponding response is
shown in Fig. 20. Despite being within the domain of stability,
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the evaluated J for this case is —0.428 with A, located close
to right half of the complex plane, and an unstable mode Abgy,
located in the right half of the complex plane as shown in
Table VI. This instability from the boost converter subsystem
is propagated to the VSC subsystem through the DC-link
voltage terminal and results in an unstable overall system.
This case illustrates the need to perform stability analysis
combining both subsystems due to the dynamic coupling
provided at the DC-link voltage terminal.

The response characteristics of the boost converter between
the four cases are compared in Table VIII. Measurements in-
clude settling time during the period from start-up to change in
load #¥, settling time after change in load ¢!, percent overshoot
during the period from start-up to change in load M9, and per-
cent overshoot after change in load M ,1, A reduction in settling
time and percent overshoot is a desired objective in improving
dynamic performances. This can be seen in Table VIII for 7
and Mg of each boost converter’s z}j} when comparing Cases
1, 2, and 3. The equivalence from small-signal analysis is
in relation to modes m%ﬁ—m% in Table VII that were largely
sensitive to il There is also slight improvement in ¢ of each
boost converter’s v% when comparing Cases 1, 2, and 3.
Case 4 presents an unstable mode m{§ that is now largely
sensitive to iib‘}. The desired dynamic performance exhibited
by the optimized boost converter parameters R, L, and
R, belonging to Case 3 cannot be achieved by adjusting the
proportional and integral coefficients of the PI-based voltage
and current controllers of the boost converter subsystem.
Dominant modes are not sensitive to states associated with
PI-based voltage and current controllers of the boost converter
subsystem, and hence proportional and integral coefficients
of both controllers are not considered critical parameters in
exciting these modes and shaping their trajectories towards
achieving a better dynamic performance.

TABLE VIII
B0OOST CONVERTER RESPONSE CHARACTERISTICS

Characteristics Case 1 Case 2 Case 3 Case 4
Jout 0,11 (s) 0.13,1.04 0.04, .04 0.04, 1.04 Uns,Uns
el M9, M) (%) 0.30,0.03 021,003 049,008 Uns,Uns
i 22, 1! (s) 0.83, 1.17 0.11, 1.16  0.04, 1.16  Uns,Uns
PL MO, M) (%) 7533, 1.40 61.29,1.10 36.86, 1.69 Uns,Uns
Jout 19,1 (s) 0.14,1.04  0.03,1.04 0.04,1.04 Uns,Uns
42 M9, M) (%) 017,002  0.07,0.02 027,007 Uns,Uns
in 29,11 (s) 0.81,1.09  0.09, 1.11  0.03,1.04 Uns,Uns
B2 MO, M}, (%) 63.95,3.97 49.59,3.57 26.09,439 Uns,Uns
Jout 129, 1! (s) 0.10, 1.04  0.04, 1.04 0.04, 1.04  Uns,Uns
3 MO, M) (%) 047,009 038,009 077,021 Uns,Uns
2,11 () 082,130 012,124 0.09, 1.19  Uns,Uns

-in
W3 MO M) (%) 95.61, 15.10 81.96, 14.93 56.42, 15.58 Uns,Uns
P P

3) Impact on VSC Subsystem

Figures 21-25 and Figs. 26-30 illustrate dynamic responses
at the AC terminal of the VSC subsystem for Cases 3 and 4
respectively with simulation time extended to 3.0 s. Case 3
belongs to the optimized boost converter parameters previously
shown in Fig. 19 to exhibit better start-up transient behavior
at the DC terminal of the VSC subsystem, whereas Case
4 belongs to boost converter parameters within the domain
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of stability that resulted in instability at the DC terminal of
the VSC subsystem as previously shown in Fig. 20. Despite
Figs. 21-25 for Case 3 exhibiting similar dynamic responses
at the AC terminal of the VSC subsystem to Figs. 11-15 for
Case 2, they both exhibited dissimilar start-up transients at
the DC terminal of the VSC subsystem. The resistance of the
switching device in its “on-state”, R,,; in the boost converter
subsystem can be considered a more critical parameter in
maintaining stability, aiding in damping start-up transients. For
Case 3, steady-state values after the change in load are Pj 3
[98.7, 98.7, 98.7] kW, Q123 [28.5, 28.8, 33.5] kvar, ijq123
(224, 221, 232] A, ijq123 [=9, =9, —13] A, igq123 [223, 220,

CSEE JOURNAL OF POWER AND ENERGY SYSTEMS, VOL. 10, NO. 5, SEPTEMBER 2024

2311 A, igq123 [—64, =64, =TT] A, veq123 [295, 299, 286] V
and ve4123 [0.4, 0, 1.2] V, with network frequency at 313.85
rad/s.

The depiction of instability with Case 4 is shown in
Figs. 26-30. Instability from the boost converter subsystem
previously shown in Fig. 20 propagated to the VSC subsys-
tem through the DC-link voltage terminal and resulted in
an unstable overall system. This case indicates inadequate
boost converter parameters selected within the domain of
stability described in subsection IV-B, highlighting the need
for their careful selection. The internal resistance of the input
filter inductor, R;, in the boost converter subsystem can be
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Fig. 21. Active and reactive power outputs from DGs for Case 3.
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Fig. 30. Droop-governed VSC frequency from DGs for Case 4.

considered a more critical parameter in avoiding instability.
The optimization framework developed aids in mitigating
this effect on stability from the boost converter subsystem
and leads to a desirable dynamic performance. It would be
interesting to investigate the relations between R,,, and Rj,
with regards to obtaining necessary and sufficient conditions
for preserving stability in the boost converter subsystem of
VSC-MGs.
4) Impact on Different Operating Conditions

The optimized boost converter parameters obtained, R;, =
0.001 Q, L;, = 800 uH, and R,,, = 2.16548 Q, are analyzed
in different operating conditions described in subsection III-C
and mode locations associated with the boost converter sub-
system in these conditions are shown in Table IX. The table
is consistent with Case 3 in Table VII showing that modes
m}g—m%é remain largely sensitive to states of the VSC’s
power controller with some influence from states of the boost
converter’s power model, whereas modes m33-m3; in the high
frequency range that are largely sensitive to states of the boost
converter’s power model are moved further to the left of the

TABLE IX
B0OST CONVERTER ASSOCIATED MODE LOCATIONS USING OPTIMIZED
PARAMETERS AT DIFFERENT OPERATING CONDITIONS

my OoC 1
+i132.20
19 —104.58
+{133.09
, —104.84
M2 4§133.81
by —4659.2
m .

24 4j9330.3
b5 —4664.3
m .

26 +j9451.0
,; —4666.8
m .

28 +j9465.6

OC 2
11749
+j135.08
—121.52
+j135.21
~121.81
+j135.73
—4187.4
+j12067
—4158.9
+j12132
—4165.2
+j12134

OC 3
—10747
+j133.89
—122.38
+j135.22
-116.52
+j135.40
—4643.6
+j10146
—4376.8
+j11502
—4061.4
+j12390

oC 4

116,54
+j134.47
—122.99
+i134.62
—116.74
+j134.92
—4415.0
+j11366
—4395.4
+j11441
—4397.8
+j11425

oC 5

—113.02
+j134.63
~117.35
+j135.00
~117.46
+j135.55
—4406.0
+j11398
—4402.7
+j11409
—4397.0
+j11435

OC 6
12127
+j135.31
—131.55
+j138.66
~130.97
+j139.62
—3943.1
+j12663
~3927.1
+j12699
~39223
+j12704
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complex plane. Results in Table IX reconfirm that small-signal
stability is almost independent of the operating condition, and
hence the optimized boost converter parameters using one
operation condition is sufficient for other operating conditions
in the VSC-MG.

V. CONCLUSION

Small-signal stability analysis is applied in this paper to
investigate the behavior of a PI-based controller used in the
boost converter subsystem and an IMC-based controller used
in the VSC subsystem. Both subsystems are parts of a DER
supplying power to loads in an islanded VSC-MG network.
The effects of the digital controller’s time delay for both
subsystems and an LCL filter accounting for the VSC’s dead-
time is incorporated in the complete state-space model of the
VSC-MG. The analysis reveals boost converter parameters
Ry, Ljp, and R, are critical as they contribute towards
shaping the trajectories of the dominant modes in the VSC-
MG network. It can be concluded that these parameters have
varying effects on stability and therefore cannot be disregarded
even in the presence of the VSC’s power controller impact-
ing other low frequency dominant modes. Analysis within
the domain of stability for these boost converter parameters
reveals that cases could exist where instability in the boost
converter subsystem is propagated to the VSC subsystem. The
optimization framework developed utilizing particle swarm
optimization considers dynamic coupling between both sub-
systems while addressing aspects of small-signal stability
by avoiding inadequate parameters in designing the VSC-
MG. Resulting optimized boost converter parameters obtained
demonstrated better transient behavior and illustrated that by
carefully selecting these parameters, effects on instability from
the boost converter subsystem can be mitigated.
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