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Input Generation (left→right: time steps)

Fig. 1: Given a single image, training-free PhysGen generates future frames controlled
by physics and initial state. Semantics, geometry and dynamics are reasoned during
generation and the result videos are both physics-grounded and photo-realistic.

Abstract. We present PhysGen, a novel image-to-video generation method
that converts a single image and an input condition (e.g ., force and
torque applied to an object in the image) to produce a realistic, phys-
ically plausible, and temporally consistent video. Our key insight is to
integrate model-based physical simulation with a data-driven video gen-
eration process, enabling plausible image-space dynamics. At the heart
of our system are three core components: (i) an image understanding
module that effectively captures the geometry, materials, and physical
parameters of the image; (ii) an image-space dynamics simulation model
that utilizes rigid-body physics and inferred parameters to simulate real-
istic behaviors; and (iii) an image-based rendering and refinement mod-
ule that leverages generative video diffusion to produce realistic video
footage featuring the simulated motion. The resulting videos are realis-
tic in both physics and appearance and are even precisely controllable,
showcasing superior results over existing data-driven image-to-video gen-
eration works through quantitative comparison and comprehensive user
study. PhysGen’s resulting videos can be used for various downstream
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applications, such as turning an image into a realistic animation or al-
lowing users to interact with the image and create various dynamics.

1 Introduction

Looking at the images in Fig. 1, we can effortlessly predict or visualize the poten-
tial outcomes of various physical effects applied to the car, the curling stone, and
the stack of dominos. This understanding of physics empowers our imagination
of the counterfactual: we can mentally imagine various consequences of an action
from an image without experiencing them. We aim to provide computers with
similar capabilities – understanding and simulating physics from a single im-
age and creating realistic animations. We expect the resulting video to produce
realistic animations with physically plausible dynamics and interactions.

Tremendous progress has been made in generating realistic and physically
plausible video footage. Conventional graphics leverage model-based dynamics
to simulate plausible motions and utilize a graphics renderer to simulate images.
Such methods provide realistic and controllable dynamics. However, both the dy-
namics of physics and lighting physics are predefined, making it hard to achieve
our goal of animating an image captured in the real world. On the other hand,
data-driven image-to-video (I2V) generation techniques [6, 8, 58] learn to cre-
ate realistic videos from a single image through training diffusion models over
internet-scale data. However, despite advancements in video generative mod-
els [6, 8, 58], the incorporation of real-world physics principles into the video
generation process remains largely unexplored and unsolved. Consequently, the
synthesized videos often lack temporal coherence and fail to replicate authentic
object motions observed in reality. Furthermore, such text-driven methods also
lack fine-grained controllability. For instance, they cannot simulate the conse-
quences of different forces and torques applied to an object.

In light of this gap, we propose a paradigm shift in video generation through
the introduction of model-based video generative models. In contrast to existing
purely generative methods, which are trained in a data-driven manner and rely
on diffusion models to learn image space dynamics via scaling laws, we propose
grounding object dynamics explicitly using rigid body physics, thereby inte-
grating fundamental physical principles into the generation process. As classical
mechanics theory reveals, the motion of an object is determined by its physical
properties (e.g., mass, elasticity, surface roughness) and external factors (e.g.,
external forces, environmental conditions, boundary conditions).

We tackle our image-to-video generation problem via a computational frame-
work, PhysGen. PhysGen consists of three stages: 1) image-based physics un-
derstanding; 2) model-based dynamics simulation; and 3) generative video ren-
dering with dynamics guidance. Our method first infers object compositions
and physical parameters from the input image through large visual foundation
model-based reasoning (Sec. 3.1). Given an input force, we then utilize the in-
ferred physical parameters to perform realistic dynamic simulations for each ob-
ject, accounting for their rigid body dynamics, collisions, frictions, and elasticity



PhysGen: Rigid Physics-Grounded Img2Vid 3

(Sec. 3.2). Finally, guided by motion and the input image, we present a novel
generative video diffusion-based renderer that outputs the final realistic video
footage (Sec. 3.3). Several illustrative examples of our framework are shown in
Fig. 1. As shown in this figure, our approach combines the best of the worlds
of data-driven generative modeling’s appearance realism and model-based dy-
namics’s verified physical plausibility. Notably, our generation process is highly
controllable, allowing users to specify underlying physics parameters and initial
conditions. This capability facilitates a range of interactive applications. More-
over, our proposed generation pipeline operates solely during inference time,
eliminating the need for any training.

We evaluate PhysGen generation ability on multiple data source including
the web and self-captured images. We compare against both state-of-the-art
image-to-video models [19, 88, 96] as well as image editing method [29] quanti-
tatively and qualitatively. We also perform user-study to evaluate the physical-
realism and photo-realism of the generated video. Our method demonstrates
physics-informed results for controllable image-to-video generation, producing
realistic video sequences with grounded rigid-body dynamics and interaction.
PhysGen combines learning-based generative approaches with traditional model-
based physics to deliver visually appealing results without any training. Our ap-
proach harnesses a plethora of ingredients from previous works, particularly re-
cent progress in large foundational visual models for segmentation [41,49,62,94],
physical understanding [2, 57], normal estimation [24, 27], relighting, and gen-
erative rendering [8, 19]. While these individual ingredients exist, our system
combines them in a novel manner to enable an exciting new capacity, featuring
physical plausibility for video generation at an unprecedented level.

Our contributions can be summarized as follows: 1) We propose a novel
image-space dynamics model that can understand physical parameters from a
single image and simulate realistic, controllable, and interactive dynamics. 2)
We present a novel image-to-video system by integrating our presented dynam-
ics model with generative diffusion-based video priors. The model is training-free,
and the resulting videos are highly realistic, physically plausible, and control-
lable, consistently surpassing existing state-of-the-art video generative models.

2 Related work

Image-based physics reasoning and simulation. Our image-based dy-
namics model is built upon physical simulation. Symbolic physics simulators
or physics engines have been extensively studied for various physical processes,
including rigid body dynamics, fluid simulation, and deformable objects [37–39,
42,50,56,73]. Such methods have been widely used across graphics, scientific dis-
covery, robotics, and video effects. However, these rule-based or solver-based sim-
ulators face limitations in terms of expressiveness, efficiency, generalizability, and
parameter tuning. To overcome these challenges, neural physics, which combines
traditional physics simulators/engines with deep neural networks, has been de-
veloped to model dynamic processes such as planar pushing and bouncing [4], as
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well as object interactions [3]. Domain-specific network architectures [7,46,55,64]
have been developed to address various physical problems. Additionally, the in-
tegration of neural scene representations or large language models with physics
simulators [44,51,87] has also been investigated recently. Nevertheless, most for-
ward physics models, whether neural or not, have not resolved the dependency
on pre-defined physical parameters, which are often specified by users.

Reasoning physical parameters from visual data allows us to simulate without
manually defined physics, further enhancing convenience and realism for image-
based physics simulation. To enable this, subsequent research efforts [22, 44, 45,
81–83, 85, 89] have introduced pipelines that first extract scene representations
of the physical world from images or videos using neural networks, and then
utilize these representations for either physics reasoning or simulation. Despite
the promise of these approaches, they primarily rely on synthetic data for train-
ing, which might suffer from generalization issues, or on inverse physics, which
requires inference from observed physical phenomena, often requiring video ob-
servations instead of a single image. In our work, we aim to generate physics-
grounded, high-fidelity predictive videos from static input images of real-world
objects with complex backgrounds. Contrary to existing work, we investigate
leveraging the power of large pretrained visual foundational models [2,41,57] for
physics reasoning in a zero-shot manner.

Video generative model. Video generative models have experienced remark-
able advancements in recent years [6,8,12,19,28,30,32,34,43,58,66,75,77,88,93,
96], with the state-of-the-art framework [58] achieving the capability to gener-
ate photo-realistic and coherent imaginative videos from text instructions using
diffusion models [35, 59, 63, 67, 69]. Despite progress, challenges remain, such as
the need for extensive training data, object permanence, realistic lighting, and
reducing unrealistic motion and physics violations. Overcoming these is key for
advancing video generative modeling and its applications, especially in physics-
accurate areas like scientific discovery and robotics. Our work addresses some
issues by proposing a novel image-to-video framework that merges a model-based
approach with a pretrained video prior, grounding the generated content with
real-world physics.

Image animation. Our method is heavily inspired by image-based anima-
tion [20, 23, 36, 65, 71, 78, 90] and cinemagraphs. One common way to improve
quality is to incorporate class-specific heuristics [20,40], which can be physically
simulated and integrated into the generation process. Recent advancements in
deep learning have led to data-driven solutions in this domain, where tempo-
ral neural networks are trained on video datasets to directly predict consecu-
tive video frames from an input image [10, 18, 25, 31, 36, 76]. Moreover, there is
growing interest in interactive [9, 11, 47] and controllable [1, 23] image-to-video
synthesis. To further improve temporal coherence, more priors such as motion
fields [25,36,52,53,70,90] or flows [14,29,97], 3D geometry information [61,80],
and user annotations [47] have been subsequently introduced. In this work, we
propose a model-based solution and tackle the image animation task from a new
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:

[Object Mass]: 0.1;

[Object Density]: 0.95;

[Object friction]: 0.5;

[Object elasticity]: 0.05;

[Ground friction]: 0.6;

[Ground elasticity]: 0.05.

Fig. 2: Method overview. Our framework consists of three interleaved components:
the perception module, the dynamics simulation module, and the rendering module.
The perception module interprets the semantics, geometry, and physical parameters
in the given image. The dynamics simulation module simulates the rigid-body motion
and interactions of each instance in the scene, governed by Newton’s Laws and physical
constraints. The rendering module renders the final outcome, leveraging an off-the-shelf
relighting model and diffusion-model-based video priors.

perspective, where our method takes a single image and user-specific initial force
or torque as input, and models object dynamics explicitly via rigid physics simu-
lation. Our key insight is that physical parameters can be inferred from a single
image automatically through large foundation models such as GPT-4V [2,57].

3 Approach

Given a single input image, our goal is to generate a realistic T -frame video fea-
turing rigid body dynamics and interactions. Our generation can be conditioned
on user-specific inputs in the form of an initial force F0 and/or torque τ0. Our
key insight is to incorporate physics-informed simulation into the generation pro-
cess, ensuring the dynamics are realistic and interactive, thus producing large,
plausible object motion. To achieve this, we present a novel framework consist-
ing of three stages: physical understanding, dynamics generation, and generative
rendering. The perception module aims to reason about the semantics, collision
geometry, and physics of the objects presented in the image (Sec. 3.1). The dy-
namics module then leverages the input force/torque, as well as the inferred
shape and geometry, to simulate the rigid-body motions of the objects, as well
as object-object and object-scene interactions, such as friction and collisions
(Sec. 3.2). Finally, we convert the simulated dynamics into pixel-level motion
and combine image-based warping and generative video to render the final video
(Sec. 3.3). Fig. 2 depicts the overall framework.

3.1 Perception

Simulating dynamics on an image requires a holistic understanding of object
compositions, materials, geometry, and physics. Toward this goal, we designed
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our perception module to infer such properties from a single image. Our key
insight is to harness readily available, large pretrained models [2, 15, 27, 57, 62]
to achieve this goal, as shown in Fig. 2.

Segmentation. Identifying and segmenting each individual physical entity lays
the foundation for image-based dynamics. Inspired by the recent success of large
pretrained segmentation models, we incorporate GPT-4V [2, 57] to recognize
all image categories and send to Grounded-SAM [62] to detect and segment
each individual instance-level objects {oi ∈ R

W×H}N
i

, where oi is the binary
mask for i-th object. We also query the GPT-4V to classify the objects into
foreground and background based on their movability. The foreground objects
are send to the physical simulation once user inputs are applied. We extract
collision boundaries and supporting edges (e.g., ground, walls, etc.) from the
background objects. The details are presented in the Appendix A.

Physical properties reasoning. Realistic physics dependents on accurate
physical parameters, such as surface friction, mass, and elasticity. Unlike prior
physics-based image dynamics work [20], our work leverages visual foundational
models to reason physical properties directly. Our solution is simple yet effec-
tive. Inspired by the success of mask-based prompting [2,57,91], we directly ask
GPT-4V [57] for certain physical properties, providing an object mask overlaid
on the input image. Following [86, 95], we send the crafted prompt to GPT-4V,
which contains GPT-4V instructions to return a quantitative measure of each
queried property in a metric unit. For each object, we query its mass, elasticity,
and friction coefficient (Mi, Ei, µi). We use the Coulomb friction model [60] for
friction modeling. The elasticity coefficient is a scalar, where 0.0 results in no
bounce, and 1.0 results in a perfect bounce. Given each object mass Mi in grams
and its shape primitive, we compute the rotational inertia Ii accordingly.

Geometry primitives. Rasterized instance masks are not suitable for physical
simulation; hence, we need to convert each object into vectorized shape prim-
itives. We fit two types of primitive shapes: a circle and generic polygons. For
each object, we choose the primitive type with the maximum coverage of its
segmentation. For circles, we fit the center and radius to cover the segmentation
mask. Circles allow us to realistically simulate rolling motions. For non-circle
objects, we instead fit the generic polygons. Specifically, we perform contour
extraction on the segmentation masks to obtain the polygon vertices.

Intrinsic decomposition. The dynamic movement of the objects will also
result in comprehensive changes in shading, as their position wrt the lighting
environment changes. To compensate for this effect during rendering, we must
perform image decomposition to infer albedo, normal for each object (Ai

0,N
i
0)

and background scene lighting L from the single image. To achieve this we lever-
age off-the-shelf intrinsic decomposition model [15] to compute Ai

0 and surface
normal estimator [27] to compute Ni

0. We model L as directional light source
and estimate L using the optimization proposed in [16].
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Background inpainting. Once the foreground objects move, they will leave
holes in the background. To produce realistic and complete video footage, we
leverage an off-the-shelf generative image inpainting model [94] to recover the
complete background scene without foreground objects. The inpainted image
B ∈ R

W×H×3 will be used for composition in the rendering stage.

3.2 Image space dynamics simulation

Given the foreground objects with physical properties, we use rigid-body physics
for dynamics simulation in image spaces. We choose to perform simulations in
image spaces for three reasons: 1) image-space dynamics are better coupled with
our output video; 2) a full 3D simulation requires complete 3D scene recon-
struction and understanding, which remains an unsolved problem from a single
image; 3) image-space dynamics can already cover various object dynamics and
have been widely used in prior work [4, 20, 36, 47, 81]. Specifically, at a given
time t, each rigid object i is characterized by its 2D pose and velocity at its
center of mass. The position includes a translation ti(t) ∈ R

2 and a rotation
Ri(t) ∈ SO(2) specified in a world coordinate. The velocity includes linear ve-
locity ν

i(t) ∈ R
2 and angular velocity ω

i(t) ∈ R
2. Hence, the state of the each

object i at time t can be represented as qi(t) =
[

ti(t),Ri(t),νi(t),ωi(t)
]

.
Following [26], the rigid body motion dynamics is given by Eq. (1) for each

object. For simplicity, we omit the object index i in the following:

d

dt
q(t) =

d

dt

þ

ÿ

ÿ

ø

t(t)
R(t)
ν(t)
ω(t)

ù

ú

ú

û

=

þ

ÿ

ÿ

ø

v(t)
ω(t)×R(t)

F(t)
M

I(t)−1(τ − ω(t)× I(t)ω(t))

ù

ú

ú

û

(1)

where F is the force, τ is the torque, M is the mass of the object, I(t) =
R(t)IR(t)T is the rotation inertia in world coordinates, I ∈ R

2×2 is the iner-
tia matrix in its body coordinates. This inertia indicates its resistance against
rotational motion. The state q(t) is given by integrating Eq. (1):

q(t) = q(0) +

∫

t

0

d

dt
q(t)dt = q(0) +

T
∑

i=1

d

dt
q(t)|t=ti

∆t (2)

where q(0) is the initial condition specified in the input image. We compute
the integral using numerical ODE integrations, e.g . Euler method [21]. Given
the initial state of the objects, the physical motion simulation module synthesis
each foreground object future motion. The location of each object is updated by
the affine transformation T(t) = [R(t), t(t)] from the initial location.

External force and torque. For each object, the external forces F(t) and
torques τ include gravity, friction, and elasticity between the object’s surface and
the environment. Specifically, we consider the initial external force and torque
from user input, as well as gravity, rolling friction, and sliding friction.
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Input Composited (Sec. 3.3) Relight (Sec. 3.3) Render (Sec. 3.4)

Fig. 3: Rendered video comparison. We show a toy example of piggy bank. The
left shows the input frame, and the rest 3 are future frame generations. The composited
piggy bank hasn’t been aware of the light change. The relighted output synthesized no
shadows beneath. The rendered output from diffusion model is most photo realistic.

Collision. When objects move, they might collide with each other or with the
scene boundary (e.g., hitting a wall). Therefore, collision checking is necessary
at every time step. A collision will result in offset forces being applied from its
center of mass, producing τ and causing the object to rotate. In collision reac-
tions, changes in energy and momentum are minimized to adhere to Newton’s
conservation laws. In the case of an object falling, it could bounce back or start
rolling on the ground due to the elasticity of both the object and the ground.

3.3 Rendering

Given the simulated motion sequence {qi(0), . . . ,qi(t), . . . }N
i

and the input im-
age C, the rendering module outputs the rendered video {. . . ,C(t), . . . }. There
are a few desiderata for generating realistic video: it needs to be temporally
consistent, complete, reflect the lighting changes as the object moves, and accu-
rately represent the simulated image space dynamics. To achieve this goal, we
design a novel motion-guided rendering pipeline consisting of an image-based
transformation and composition module to ensure motion awareness, a relight-
ing module to ensure the plausibility of lighting physics and a generative video
editing module that retouches the composed and relit video to ensure realism.

Composited video. Given the object state from the physical motion module,
we compose an initial video by alpha-blending the foreground scene with the
static inpainted background from Sec. 3.1. The foreground scene is rendered
by performing forward-warping from the input image to future frames using
the affine transformation T(t). The alpha channel is computed using the same
procedure, with the input being the segmentation mask in Sec. 3.1:

X̂(t) = composite(B, warp(X0,T0(t)) . . . warp(Xi,Ti(t)) . . . ..)

where Xi are segmented input image of i-th object. Apart from the RGB se-
quence V̂ = {. . . X̂(t) . . . }, we also use the same affine warping and composition

to compute the blended albedo map Â(t) and surface normal N̂(t) from Â(0)

and N̂(0) respectively, which is later used for relighting.
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Relighting. Our relighting module simulates the changes in shading due to
object movement. Specifically, it takes the RGB image X̂(t), the transformed

albedo Â(t) and surface normal N̂(t) at each time t, as well as the estimated
directional light L as input. We then perform reshading using the the Lambertian
shading model f for foreground objects: X̃(t) = f(X̂(t), Â(t), N̂(t),L), which
returns the relit image X̃(t) for each frame t.

3.4 Generative refinement with latent diffusion models

One limitation of the single-image based relighting model is that it neglects
the background and cannot handle complicated lighting effects due to complex
object-object interactions, such as ambient occlusion and cast shadows. More-
over, the composition results in unnatural boundaries. To address these issues
and enhance realism, we incorporated a diffusion-based video to refine the relit
video, denoted as Ṽ = {. . . , X̃(t), . . . }, and obtain the final video output.

Specifically, we incorporate a pretrained video diffusion model to refine our
video Ṽ. We first use the pretrained latent diffusion encoder [63] to encode the
guidance video Ṽ into a latent code z. Inspired by SDEdit [54], we add noise
to the guided latent code and gradually denoise it using the pretrained video
diffusion. Given that the content in the guided latent code is already satisfactory,
we do not perform the denoising process from scratch. Instead, we define an
initial noise strength s where s ∈ [0, 1] controls the amount of noise added to
z. In practice, we find that a certain approach finds a good trade-off between
fidelity and realism. At each denoising step, we ensure the foreground objects
are as consistent as possible with the guidance (copied from the guided latent
code) while synthesizing new content (e.g., shadows) in the background (using
the denoised latent code). To this end, we use a fusion weight w to control how
much of the generated latent to inject into the foreground; the fusion weight is
gradually increased during the denoising as the perturbation of noise decreases.
We also define a fusion timestamp δ as the signal to stop the fusion. The final
denoised latent code z∗ is then decoded to our final video output V. Please see
Appendix A.3 for a detailed algorithm.

Fig. 3 depicts the composed video V̂, the relit video Ṽ, and our final output
V, illustrating the effectiveness of each rendering component.

4 Experiments

Implementation details. For physical body simulation, we use a 2D rigid
body physics simulator Pymunk [13]. For each experiment, we run 120 simu-
lation steps and uniformly sample 16 frames to form the videos. We set the
generation resolution at 512× 512 so that frames can easily fit into the diffusion
models. For video diffusion prior model, we use SEINE [19]. For inference, DDIM
sampling [68] is used and the noise strength i set to s = 0.5, i.e., executing 25/50
steps for denoising. The latents fusion stops at timestamp δ = 5.
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Input Generation (left³right: time steps)

Fig. 4: Video generation results. Left: Input initial frame with red arrows repre-
senting the initial force or speed on the object. Right: Generated future frames.

Speed. PhysGen’s run-time speed is 3 minutes for one image-to-video gen on a
Nvidia A40 GPU. Image understanding and relighting takes the most time.

Data. To show the generalizability and robustness of our method, we use both
internet data and self-captured indoor images from a cell phone. The dataset is
diverse, with variations in lighting, object count, geometries, physical attributes,
and environmental boundaries. We compare different approaches on 15 photos
that require physical reasoning. Additionally, we collect 50 recorded videos of a
given scene as ground truth by varying input conditions for quantitative com-
parison. Randomly selected sequences are shown in Appendix B.2.

Baselines. We compare against two streams of approaches. The first stream is
current state-of-the-art I2V models: SEINE [19], I2VGen-XL [96] and Dynam-
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Methods Physical-realism± Photo-realism±

SEINE [19] 1.39 1.86
DynamiCrafter [88] 1.68 1.81
I2VGen-XL [96] 2.11 2.25
Ours 4.14 3.86

Table 1: Human evaluation. We evaluate both physical-realism and photo-realism of
the three competing image-to-video models. The user is asked to evaluate the generated
video using a 5-point scale from strongly disagree (1) to strongly agree(5) that the video
is physical-realistic and photo-realistic. Our method ranks the first in both terms.

Methods Image-FID³ Motion-FID³

SEINE [19] 138.89 38.76
DynamiCrafter [88] 99.64 109.61
I2VGen-XL [96] 104.62 82.04
Ours 105.70 30.20

Table 2: Quantitative evaluation. We measure the Image-FID and Motion-FID of
videos generated by four methods against the collected GT videos for the given scene.
Our method achieves both low Image-FID and Motion-FID.

iCrafter [88]. These methods take both an image and a text prompt as input
for generation. The text prompt is generated by GPT-4V [57] to describe the
future events. Another stream we compare is the image-based manipulation ap-
proach Motion Guidance [29]. This method uses an image and optical flow as
inputs to predict future movement and generate corresponding images. We em-
ploy computed motion flow from our physical motion module as the target input
for Motion Guidance to optimize each video frame.

4.1 Results

We show our generated results on 8 different physical procedures from multiple
sources in Fig. 4. Our method could simulate reasonable complex physical pro-
cedures which involves object-object interaction, object-scene interaction with
different physical properties and initial conditions.

Visual comparisons. The comparison results are shown in Fig. 5. As can be
seen, image-video generation methods could not produce any physically plausible
futures. For each method, even we carefully tune the input prompt, the models
couldn’t understand the direction, physical meanings and interactions. All 3
models fail to synthesize realistic videos. For motion guidance with accurate
motion flow provided, the results is better but brings a lot inconsistency. When
there are multiple objects interaction, the method suffer from introducing new
contents. For the domino case, the generation is not smooth and contain artifacts
as it could not accurately model the physical procedure.
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Input Generation (left³right: time steps)
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Fig. 5: Qualitative comparison. against DynamiCrafter(DC) [88], I2VGen-
XL(VGen) [96], SEINE [19], Motion Guidance(MG) [29].
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Input Generation (left³right: time steps)

Fig. 6: Controllability. PhysGen generates diverse results reflecting initial forces.

Input FG Seg BG Seg Inpainting Normal inferred Physics
[Object mass]: 1500;

[Object density]: 2.5;

[Object friction]: 0.5;

[Object elasticity]: 0.05

[Ground friction]: 0.3;

[Ground elasticity]: 0.05

Fig. 7: Qualitative results from the perception module. The results include
foreground and background mask, inpainting output, normal map and inferred physics.

4.2 Human evaluation

To comprehensively assess both the physical-realism and photo-realism of
the generated videos, we conducted human evaluations following a similar method-
ology to prior work [17,79,84,92]. Here by physical-realism we mean whether the
content of the generated video is realistic in its dynamics and object interactions
and accurately reflects the instructed movements.

Specifically, we include 15 videos with diverse objects and conditions for
evaluation, compared against other three I2V model generations (SEINE [19],
DynamiCrafter [88], I2VGen-XL [96]). For each compared baseline method, we
meticulously adjusted the input prompts and conducted multiple runs to se-
lect the most plausible output. In contrast, our method did not undergo spe-
cific tuning for each video. We randomized the presentation order and asked
14 participants to rate the videos on a five-point scale, from strongly disagree
(1) to strongly agree (5) for physical-realism and photo-realism. The results in
Tab. 1 show that our method achieves the highest ratings. Our average scores
for physical-realism (4.14) and photo-realism (3.86) fall within the Agree level,
while other methods perform poorly.

4.3 Quantitative evaluation

We quantitatively evaluate the collected GT videos of a given scene. The GT
data includes 833 images. For each method, we generate 50 videos with random
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samples, collecting 800 images per method. Our method varies initial conditions
to ensure all generated videos are different. Following [12], we adopt the Fréchet
Inception Distance (FID) [33] as evaluation metric. We didn’t use Fréchet Video
Distance (FVD) [74] due to the small sample size and the goal to disentangle
evaluation of appearance and motion. We evaluate appearance using Image-

FID and motion using Motion-FID. For Motion-FID, we use RAFT [72] to
extract and colorize optical flow [5], then compute FID from these rendered
images. The results are shown in Tab. 2. We notice other methods which either
generate minimal motion, leading to low Image-FID and high Motion-FID (e.g.,
DynamiCrafter [88]), or produce realistic motion but fail to maintain image
consistency, resulting in low Motion-FID and high Image-FID (e.g., SEINE [19]).
Our approach achieves both low Image-FID and Motion-FID compared to others.

4.4 Analysis

Perception evaluation. We evaluate the perception module using 10 complex
open-world images with 118 annotated movable instances (COCO [48] format).
Our system achieves 0.93 precision, 0.82 recall at 0.5 IoU. More details are
shown in the Appendix C. Fig. 7 shows intermediate outputs from our perception
module and simulation module.

Physical reasoning. We compare the physical parameters estimated by GPT-
4V to random values sampled from human-estimated ranges. Without GPT-4V,
Image-FID increases from 105.70 to 111.01, Motion-FID from 30.20 to 36.60.
It shows the physical reasoning are crucial for appearance and motion realism.

Controllability. We showcase the controllability and diversity of our method
in Fig. 6 by varying the initial conditions. For different rows, we adjust the
direction and magnitude of initial speed and forces. The results show diverse
physical-plausible trajectories. This demonstrates the potential of applying our
method for diverse physical world generations.

Limitations. Our method is an initial step towards physics-based video gener-
ation but has two main limitations: it focuses mainly on rigid objects, limiting
its application to non-rigid ones, and it lacks a comprehensive 3D understanding,
making it unable to handle out-of-plane motions. We leave leveraging deformable
physics and full 3D understanding as future work.

5 Conclusion

We present PhysGen, a novel image-to-video generation method that turns a
static image into a high-fidelity, physics-grounded, and temporally coherent
videos. The main module is a model-based physical simulator with a data-driven
video generation process. PhysGen enables a series of controllable and interac-
tive downstream applications. PhysGen provide a new image-to-video generation
paradigm and hopefully can inspire more follow-up works.
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Abstract. The supplementary material provides implementations, ad-
ditional analysis and experiments, as well as discussion of limitations in
detail. In summary, we include

– Appendix A. More implementation details of each module in our
pipeline.

– Appendix B. More experiment details besides the main paper.

– Appendix C. More experiments on key components in our frame-
work.

– Appendix D. Additional qualitative comparisons and controllable
generation results.

– Appendix E. Generation limitation analysis of our current approach.

A Implementation Details

A.1 Perception

Segmentation. We use GPT-4V to recognize all objects in the given image
and determine if they are movable. Movable objects are treated as foreground
objects, while non-movable objects are treated as background objects. The query
prompt is shown in Fig. 1. The outputs from GPT-4V are sent to Grounded-
SAM [62] for instance segmentation. We also enable non-maximum suppression
(NMS) to prevent overlapping segmentation. For foreground objects, we check if
the segmentation is fully connected within its mask. If not, we rerun Grounded-
SAM to further separate any poor segmentation from the first round.

Boundary extraction. To extract boundaries from non-movable background
objects, we utilize depth and normal information estimated from GeoWizard [27].
We first order the background objects according to relative depth estimation
and select only those whose depth range falls within that of the foreground
objects. For candidate objects, we extract their segmentation boundaries within
the foreground object’s depth range and use corresponding normal to determine
if they are planes. If so, we fit horizontal or vertical edges to the boundaries and
use it as the physical boundary of the scene.

* Equal advising
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User: Describe all unique object categories in the given image, ensuring all
pixels are included and assigned to one of the categories, do not miss any
movable or static object appeared in the image, each category name is a single
word and in singular noun format, do not include ’-’ in the name. Different
categories should not be repeated or overlapped with each other in the image.
For each category, judge if the instances in the image is movable, the answer
is True or False. If there are multiple instances of the same category in the
image, the judgement is True only if the object category satisfies the following
requirements: 1. The object category is things (objects with a well-defined
shape, e.g. car, person) and not stuff (amorphous background regions, e.g.
grass, sky, largest segmentation component). 2. All instances in the image of
this category are movable with complete shape and fully-visible.
Format Requirement: You must provide your answer in the following JSON
format, as it will be parsed by a code script later. Your answer must look like:
"category-1": False, "category-2": True
Do not include any other text in your answer. Do not include unnecessary words
besides the category name and True/False values.

Fig. 1: Prompt used for GPT-4V image recognition and movability judgment.

Physical properties reasoning. The query prompt for reasoning the physical
properties of a foreground object is shown in Fig. 2.

Geometry primitives. Given a object segmentation mask, we automatically
choose the proper primitive that best fits the object. We first use a circle to fit
the corresponding segmentation mask and compute the Intersection over Union
(IoU) between the fitted mask and segmentation mask. If IoU is smaller than
0.85, we switch to the generic polygons by extracting the contour of the segmen-
tation.

Background Inpainting. Given the foreground masks of the input image, we
use off-the-shelf image inpainting model [94] to recover the background scene.
Considering foreground objects might have shadow beneath, we dilate the fore-
ground segmentation mask by a kernel size of 40 pixels. To this end, we aim
to get a clean background image without shadows. However, if the input image
is heavy-shadowed, the inpainting model could not remove it completely. We
discuss it use a detailed example in Appendix E.

A.2 Image Space Dynamics Simulation

In image space dynamics simulation, we set ∆t as 1 second, gravity as g =
980cm/s2. Considering most foreground objects are captured at a similar dis-
tance, we set 1pixel as 1cm to map from image space to world space without
reasoning metric scale. We visualize the physical simulation procedure of billiard
balls and blocks with two different primitives (circle and polygon) in Fig. 3.
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User: You will be given an image and a binary mask specifying an object on the
image, analyze and provide your final answer of the object physical property.
The query object will be enclosed in white mask. The physical property includes
the mass, the friction and elasticity. The mass is in grams. The friction uses
the Coulomb friction model, a value of 0.0 is frictionless. The elasticity value
of 0.0 gives no bounce, while a value of 1.0 will give a perfect bounce.
Format Requirement: You must provide your answer in the following JSON
format, as it will be parsed by a code script later. Your answer must look like:
"mass": number, "friction": number, "elasticity": number The answer should
be one exact number for each property, do not include any other text in your
answer, as it will be parsed by a code script later.

Fig. 2: Prompt used for GPT-4V image recognition and movability judgment.

Input Simulation (left³right: time steps)

Fig. 3: Image space dynamics simulation example. We show two simulation
examples with different primitives. The primitives are fitted from the segmentation
mask of the input image and we perform dynamic simulation on those primitives. The
edges show the physical boundary.

A.3 Generative Refinement Algorithm

We present the detailed algorithm of the proposed generative refinement with
latent diffusion models in Sec. 3.4. In video diffusion model, a input video V ∈
R

T×H×W×3 is encoded to a latent vector via a encoder E by z0 = E(V) ∈
R

T×h×w×3, where c is the dimension of the latent space. The forward diffusion
process [35] is to iteratively add Gaussian noise to the signal, given by Eq. (1).

q (zt | zt−1) = N
(

zt;
√

1− βt−1zt−1, βtI

)

, t = 1, . . . , T

q (zt | z0) = N
(

zt;
√
ᾱtz0, (1− ᾱt)I

)

, t = 1, . . . , T
(1)

where αt = 1 − βt, ᾱt =
∏t

i=1
αi, q (zt | zt−1) is the one-step forward diffusion

process, and q (zt | z0) is t-step forward diffusion process. T is a large integer to
make the forward process completely destroys the initial signal z0 resulting in
zT ∼ N (0, I). The diffusion model learns to recover z0 from standard Gaussian
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Input Composited Relight Render

Fig. 4: Rendered Video comparison. The left shows the input frame, and the rest
3 are future frame generations. The composited frame hasn’t been aware of the light
change. The relighted output synthesized no shadows beneath. The rendered output
from diffusion model is most photorealistic.

Table 1: Runtime analysis. We summarize the runtime of each module for each run.

Perception Simulation Render Refinement

Segmentation GPT4-V Inpainting

50s 10s 20s 5s 60s 35s

noise zT by backward diffusion process in Eq. (2).

pθ (zt−1 | zt) = N (zt−1;µθ (zt, t) ,Σθ (zt, t)) , t = T, . . . , 1 (2)

where θ is the learned parameters of the model. The output is passed to a decoder
D to generate the output video V = D(z0). To this end, given the relit video Ṽ,
we encode to get z̃0, our goal is to obtain the denoised z0 from the pretrained
latent-diffusion-based video pθ. The algorithm is shown in Algorithm 1.

In Fig. 4, we compare the composed video V̂, the relit video Ṽ, and our final
output V by 2 additional examples.

A.4 Runtime Analysis

We summarize the runtime of each module in Tab. 1 for a single run. The
perception module takes 1 minute, the simulation (120 steps) takes 5 seconds,
the render module takes 1 minute, the generative refinement takes 35 seconds.
In total it takes around 3 minute for a single generation, which is much faster
than other controllable generation, e.g . Motion Guidance [29] takes 70 minutes
for a single run.
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Algorithm 1 Video Generative Refinement

Input: Init z̃0, foreground mask m, video diffusion model pθ, noise strength s, fusion
timestamp ·, total denoising timesteps T
Output: refined latent z0

1: T ± +T 7 s+ · Denoised time steps
2: zT , z̃T > q (zT | z̃0) · Add noise to the guidance latent code
3: for t = T, T 2 1, ..., 1 do

4: if t f (T 2 ·) then

5: ˜zt−1 > q (zt−1 | z̃0) · Add noise to guidance code at t2 1
6: zt−1 > pθ (zt−1 | zt) · Denoised output from network at t2 1
7: w = (T 2 t)/T · fusion weight
8: zt−1 ± (12m)zt−1 +m [wzt−1 + (12 w) ˜zt−1] · update latent code
9: else

10: zt−1 > pθ (zt−1 | zt) · Denoised output from network
11: end if

12: end for

13: return z0
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Fig. 5: Human evaluation score distribution. The distribution of scores shows
our method largely outperforms other I2V generative models in both physical-realism
and photo-realism. Our average rate is close to agree for both two claims.

B Experiment details

B.1 Human evaluation

Fig. 5 shows the score distribution of the conducted human evaluation. Our
method has much higher percentage in agree and strongly-agree to both claims,
outperform compared I2V methods by a large margin in physical-realism and
photo-realism. Our average rate falls within Agree level.

B.2 Quantitative evaluation

To quantitative evaluate the generation performance and compare with other
approaches, we record 50 videos for a given scene as GT by varying initial forces
applied on the object. The random selected sequences are shown in Fig. 6.
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Fig. 7: Precision-recall curve of open-world movable objects segmentation.

Our proposed pipeline achieves 0.93 precision, 0.82 recall at 0.5 IoU.

C More experiments

C.1 Open-world movable object segmentation

To measure the performance of the open-world movable object segmentation,
we collect 10 images of very complicated open-world scenes where 118 movable
instances are annotated following COCO [48] format. The perception system
works well, achieves 0.93 precision 0.82 recall under 0.5 IoU. The precision-
recall curve is shown in Fig. 7. Qualitative results are shown in Fig. 9.

C.2 GPT-4V physical property estimation evaluation

We evaluate the physical property estimator GPT-4V used in the paper. For
1) mass: follow [95], we select 20 different portable objects from ABO dataset
and find that GPT4-V has an average absolute error of 0.39 kg and achieves
75% accuracy within 30% of the GT. 2) friction and elasticity : Since GT is
unavailable, we use reference videos of toy cars sliding on various surfaces and
balls of different materials bouncing to rank materials by friction and elasticity.
Comparing the models’ rankings to the ones in the videos, GPT-4V gives reason-
able estimations, getting 12 out of 13 for friction and 6 out of 7 for elasticity
across different comparisons. Two testing scenarios of friction and elasticity are
shown in Fig. 8.

D More qualitative results

D.1 Qualitative comparison

We visualize more qualitative comparisons in Fig. 10 and Fig. 11. As can be seen,
image-video generation methods could not generate physically plausible outputs.
We notice DynamiCrafter [88] model tends to generate static scene with lighting
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or viewpoint changes, without output reasonable physical motion. SEINE [19]
and I2VGen-XL [96] outputs reasonably apparent motions, but the motions are
not physical realistic, and the foreground objects could not guarantee consistency
across different time steps. Please check the supplementary video for details.

D.2 More controllable generation

We show more controllable generation results in Fig. 12.

E Limitation Analysis

We summarize 4 different generation artifacts in Fig. 13.

Incorrect Inpainting. The first row shows the domino example. The genera-
tion results contains incorrect shadow in the middle of the frame. The reason is
that the shadow of the boxes could not be fully removed in the inpainted image
as shown on the right.

Gap between segmentations and primitives. The second row shows the
blocks example where there is a gap between different blocks in the generated
videos, whereas no such phenomenon appeared in simulation. The reason is the
primitives used in the simulation is slight different from the real segments, thus
could cause some gap in the simulated results and rendered outputs.

Inaccurate Segmentation. The third row shows the billiard example where
the balls’ shape is not perfect circle in the generated frames given the input
segmentation mask is not accurate on the boundaries. Thus the synthesized ball
has artifacts near its boundary. The generated video quality is affected by the
segmentation mask of the input image.

Hallucinations introduced by diffusion refinement. The fourth rows shows
the blocks example where the diffusion refinement brings hallucination of the
input object. In our proposed generative refinement algorithm, the generated
latent injects into both the foreground and background. Thus in some scenarios
there could be hallucinations of the foreground object and slightly modify its
appearance, e.g . the block on the top.
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(left³right: time steps)

Fig. 6: Random sampled real-captured videos. We captured real-world videos for
the same given scene 50 times to evaluate the generation fidelity. We vary initial force
on the hand that applied to the blue piggy bank in each run, and record the videos.
We random select 5 recored videos for visualization.

Fig. 8: GPT-4V physical property estimation evaluation testing scenes.

Given directly measure friction and elasticity is hard, we use reference videos of toy
cars sliding on various surfaces (left) and balls of different materials bouncing (right)
to rank materials by friction and elasticity.



28 S. Liu et al.

Input Pred Seg GT Seg

house

table

shelf

stone

Fig. 9: Qualitative visualization of open-world movable objects segmentation

results. From left to right, we show the selected input image, inferred segmentation
from our perception module and GT movable object segmentations.
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Input Generation (left³right: time steps)
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Fig. 10: Additional qualitative comparison against I2V generative models: Dy-
namiCrafter(DC) [88], I2VGen-XL(VGen) [96], SEINE [19].
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Input Generation (left³right: time steps)
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Fig. 11: Additional qualitative comparison against I2V generative models: Dy-
namiCrafter(DC) [88], I2VGen-XL(VGen) [96], SEINE [19].
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Input Generation (left³right: time steps)

Fig. 12: More controllable video generation.
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Input Artifact in generation Bg Inpainting

Input Artifact in generation Simulation

Input Artifact in generation Segmentation

Input Artifact in generation Rendered image before refinement

Fig. 13: Limitation analysis. We showcase 3 different examples of our current
method’s limitation. The left column shows the input image, the middle column shows
the sampled frame from the generation video with artifacts, the right column shows
the underlying reason for the artifact.
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