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Abstract. Cyber-physical systems (CPS) with reinforcement learning
(RL)-based controllers are increasingly being deployed in complex phys-
ical environments such as autonomous vehicles, the Internet-of-Things
(IoT), and smart cities. An important property of a CPS is tolerance;
i.e., its ability to function safely under possible disturbances and uncer-
tainties in the actual operation. In this paper, we introduce a new, expres-
sive notion of tolerance that describes how well a controller is capable
of satisfying a desired system requirement, specified using Signal Tem-
poral Logic (STL), under possible deviations in the system. Based on
this definition, we propose a novel analysis problem, called the toler-
ance falsification problem, which involves finding small deviations that
result in a violation of the given requirement. We present a novel, two-
layer simulation-based analysis framework and a novel search heuristic
for finding small tolerance violations. To evaluate our approach, we con-
struct a set of benchmark problems where system parameters can be
configured to represent different types of uncertainties and disturbances
in the system. Our evaluation shows that our falsification approach and
heuristic can effectively find small tolerance violations.

1 Introduction

The tolerance of a CPS characterizes the ability of an engineered system to
function correctly in the presence of uncertainties. Modern cyber-physical systems
(CPS) operate in dynamic and uncertain environments, such as autonomous
vehicles, medical devices, the Internet of Things (IoT), and smart cities. The
mission-critical and safety-critical nature of CPS accentuate the need to provide
a high level of tolerance against uncertainties, as a failure to do so could result
in severe consequences, from safety hazards to economic losses.
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As CPS grow in complexity and scale, reinforcement learning (RL) techniques
are gaining popularity for learning CPS controllers. In general, these controllers
perceive the state of the CPS and take an action that maximizes the long-term
utility. The utility is captured through reward functions designed by engineers.
An RL controller is trained via a trial-and-error process where an agent takes
actions in a simulator of the CPS and uses the simulated results of the actions to
discover an optimal control strategy. Hence, the fidelity of the simulator plays a
big role in the effectiveness of a trained controller. Often, there are reality gaps
between the actual deployed environment and the simulator due to approxima-
tion and under-modeling of physical phenomena, which makes controllers trained
in simulations perform poorly in the real world [1]. This performance degradation
can also manifest as unsafe system behaviors in the actual environment.

To make an RL controller tolerant of possible errors due to these reality
gaps, existing works often focus on the training stage, such as robust RL [2,3]
and domain randomization [4–6]. They investigate the problem of training a
controller that is capable of maintaining desired system behavior in the pres-
ence of possible system deviations—environmental uncertainties, observation or
actuation errors, disturbances, and modeling errors. However, these methods
are limited in how desired system behaviors are expressed. In RL, the desired
behavior is often expressed using a reward function [2,3]; it is well-known that
encoding a high-level system requirement using a reward function is a challeng-
ing task that requires a significant amount of domain expertise and manual effort
via reward shaping [7,8]. Additionally, certain requirements cannot be directly
encoded as rewards, especially those that capture time-varying behavior (e.g.,
“the vehicle must come to a stop in the next 3 s”).

Due to the limitation in reward functions and the data-driven nature of RL,
these training-oriented methods in general do not provide formal guarantees
about tolerance. Also, there is a lack of focus on post-training analysis for the
tolerance of RL controllers, especially in the sense of maintaining a desired,
complex system specification. Moreover, a formal definition of tolerance for RL
controllers with respect to system behavior (beyond rewards) is also missing.

To fill the missing gap in post-training tolerance analysis of RL controllers,
we propose a new notion of tolerance based on specifications in Signal Temporal
Logic (STL) [9]. Our definition assumes a parametric representation of a system,
where system parameters capture the dynamics of the system (e.g., acceleration
of a nearby vehicle) that are affected by system deviations (e.g., sensor errors). A
system is initially assigned a set of nominal parameters that describe its expected
dynamics. Then, a change in parameters, denoted by δ, corresponds to a devia-
tion that may occur. Finally, a controller is said to be tolerable against certain
deviations with respect to a STL specification if and only if the controller is
capable of satisfying the specification even under those deviations.

Based on this tolerance definition, we propose a new type of analysis problem
called the tolerance falsification. The goal is to find deviations in system param-
eters that result in a violation of the desired system specification. Specifically,
we argue that identifying a violation closer to the nominal system parameters
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would be more valuable, since such a violation is more likely to occur in practice.
Intuitively, our system needs to tolerate these deviations before addressing the
ones that are further away from the nominal set. These identified violations could
be used to retrain the controller for improved tolerance, or to build a run-time
monitor to detect when the system deviates into an unsafe region.

In addition, we propose a novel simulation-based framework where the toler-
ance falsification problem is formulated as a two-layer optimization problem. In
the lower layer, for a given system deviation δ (representing a particular system
dynamics), an optimization-based method is used to find a falsifying signal; i.e.,
a sequence of system states that results in a violation of the given STL speci-
fication. In the upper layer, the space of possible deviations is explored to find
small deviations that result in a specification violation, repeatedly invoking the
lower-layer falsification. The results generated from the lower layer guide the
upper-layer search towards small violating deviations. Furthermore, we present
a novel heuristic that leverages the differences between the trajectories from the
normative and deviated environments, captured via cosine distances, to improve
the effectiveness of the upper layer search algorithm.

To evaluate the effectiveness of our falsification approach, we have con-
structed a set of benchmark case studies. In particular, these benchmark systems
are configurable with system parameters to generate a range of systems with dif-
ferent behaviors due to the parameters’ impact on how the system evolves. Our
evaluation shows that our approach can be used to effectively find small devia-
tions that cause a specification violation in these systems.

This paper makes the following contributions:

– We present a novel, formal definition of tolerance for RL controllers (Sect. 4),
and a new analysis problem named tolerance falsification problem (Sect. 5).

– We propose a two-layer optimization-based algorithm and a novel search
heuristic for finding small violating deviations (Sect. 6).

– We present an RL tolerance analysis benchmark and evaluate the effectiveness
of our approach through experimental results on it (Sect. 7).

2 Preliminaries

Markov Decision Process. We model the systems under study as discrete-
time stochastic systems in Markov Decision Processes (MDPs) [10]. An MDP
is a tuple M = 〈S,A, T, I,R〉, where S ⊆ R

n is the set of states, A ⊆ R
m is

the set of actions (e.g., control inputs), T : S × A × S → [0, 1] is the transition
function where T (s, a, s′) represents the probability from state s to s′ by action
a and ∀s ∈ S, a ∈ A :

∑
s′∈S T (s, a, s′) = 1, I : S → [0, 1] is the initial state

distribution, and R : S → R is the reward function. As is often the case for
real-world systems, we assume that the transition function is unknown.

We consider black-box deterministic control policies for a system. Formally,
a policy π : S → A for an MDP maps states to actions. Reinforcement learning
(RL) [11] is the process of learning an optimal policy π∗ that maximizes the
cumulative discounted reward for this MDP. Additionally, a trajectory σ of an



270 C. Zhang et al.

MDP given an initial state s0 ∼ I and a policy π is defined accordingly as
σ = (s0

a0−→ s1 . . . si
ai−→ si+1 . . .) where ai = π(si) and si+1 ∼ T (si, ai). Finally,

we use L(M||π) to represent the behavior of the controlled system, i.e., it is the
set of all trajectories of a system M under the control of π.

Signal Temporal Logic. A signal s is a function s : T → D that maps a
time domain T ⊆ R≥0 to a k real-value space D ⊆ R

k, where s(t) = (v1, . . . , vk)
represents the value of the signal at time t. Then, an STL formula is defined as:

φ := μ | ¬φ | φ ∧ ψ | φ ∨ ψ | φ U[a,b] ψ

where μ is a predicate of the signal s at time t in the form of μ ≡ μ(s(t)) > 0
and [a, b] is the time interval (or simply I). The until operator U defines that
φ must be true until ψ becomes true within a time interval [a, b]. Two other
operators can be derived from until : eventually (♦[a,b] φ := � U[a,b] φ) and
always (�[a,b] φ := ¬♦[a,b] ¬φ).

The satisfaction of an STL formula can be measured in a quantitative way as
a real-valued function ρ(φ, s, t) (also known as the STL robustness value), which
represents the difference between the actual signal value and the expected one
[9]. For example, given a formula φ ≡ s(t) − 3 > 0, if s = 5 at time t, then the
satisfaction of φ can be evaluated by ρ(φ, s, t) = s(t) − 3 = 2. The definition of
ρ is as follows (ρ for the other operators can be formulated from these):

ρ(μ, s, t) = μ(s(t)) ρ(¬φ, s, t) = −ρ(φ, s, t)
ρ(φ ∧ ψ, s, t) = min{ρ(φ, s, t), ρ(ψ, s, t)}
ρ(φ UI ψ, s, t) = sup

t1∈I+t
min{ρ(ψ, s, t1), inf

t2∈[t,t1]
ρ(φ, s, t2)}

3 Motivating Example

We use an RL system which is required to satisfy a safety specification to illus-
trate our tolerance definition and analysis. Consider the CarRun safe RL sys-
tem implemented in bullet-safety-gym1, depicted in Fig. 1. The CarRun system
has a four-wheeled agent based on MIT Racecar2 placed between two safety
boundaries. The safety boundaries are non-physical bodies that can be breached
without causing a collision. The objective is to go through the avenue between
the boundaries without penetrating them. The agent velocity also needs to be
maintained below a user-defined threshold. Formally, it can be specified by an
STL invariant: �(|ypos| < C1 ∧ |v| < C2), where C1 and C2 are the constant
thresholds for the y coordinate and the velocity, respectively.

Given the CarRun system, we can train an RL controller such that the car
agent satisfies the safety specification above using methods from safe RL [12] [13].
However, to transfer this “safe” controller to the real world, we need to account
1 https://github.com/SvenGronauer/Bullet-Safety-Gym.
2 https://github.com/mit-racecar.

https://github.com/SvenGronauer/Bullet-Safety-Gym
https://github.com/mit-racecar
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Fig. 1. Behavior of the CarRun system under different system parameters. In the
norminal condition (left), ypos in all trajectories is below the threshold (green line)
and thus the system is safe. However, in the deviated condition (right), there exists
a trajectory where ypos exceeds the threshold and hence the safety requirement is
violated.

for the reality gap between the simulator and the deployed environment. This
reality gap might arise due to inaccurate modeling of contact surfaces, actuator
errors, and incorrect physical parameter configuration (e.g., friction and mass).
These reality gaps can lead to the agent violating the safety specification in
the real world, despite satisfying them in simulation. Additionally, since the RL
controllers are black-box neural networks, it is extremely hard to capture their
concrete behaviors. The difficulty in reasoning about the controller’s behaviors
coupled with the stochasticity of the system leads to a challenging analysis prob-
lem of understanding their tolerance ability. This has long been one of the key
drawbacks that limit the application of these controllers in the real world [6,14].

Since it can be challenging to quantitatively measure these reality gaps, we
take a parametric approach. We approximate the reality gap between the simula-
tor and the deployed environment quantitatively using deviations as parameters.
For example, we model the CarRun system as being parametric with two control-
lable system parameters, tm (turn multiplier, a factor for the steering control)
and sm (speed multiplier, a factor for the speed control). These parameters gov-
ern the impact of the action provided by the controller, e.g., a larger sm will
result in more aggressive accelerations. The intuition behind these deviations
is to account for actuation issues that arise while deploying agents in the real
world. Figure 1 shows the behavior of CarRun under different system parame-
ters. In Fig. 1(a), the agent is deployed in the nominal condition with default
system parameters. In this scenario, the controller successfully manages to drive
the Car agent through the avenue and also maintains a safe velocity, i.e., the
safety specification is satisfied. In Fig. 1(b), we show the same controller deployed
under a deviated CarRun environment with different turn and speed multipliers.
In this scenario, the controller makes the car behave erratically, which eventually
makes the car cross the safety boundary, i.e., the safety specification is violated.

This example highlights the brittleness of these controllers concerning safety
specifications and the need for stakeholders to address pre-deployment questions



272 C. Zhang et al.

like: What are the possible deviations that these RL controllers can tolerate?
More specifically, how much change in the system parameters can the controller
tolerate before it begins to violate the given safety specification? We formulate
this question as a type of analysis problem called tolerance falsification, where
the goal is to find deviations in system parameters (e.g., the changes in the
turn and speed multiplier of CarRun) where the deviated system violates the
given specification. This analysis problem is challenging due to the stochastic,
black-box nature of the system as well as the opacity of NN-based RL controllers.

Additionally, a notion of “quality of solution” while searching for system
parameters is necessary to factor in the practical assumptions about the oper-
ating context of this system. For example, deviations that are closer to the
nominal parameters are more likely to occur in practice and hence need to be
prioritized when analyzing. This helps avoid impractically large deviation values
that might cause a violation but offers little insight to system designers. Thus,
our falsification process attempts to find violations with small deviations; i.e.,
minimal parameter changes that introduce a risk of specification violation into
the system. The output of this analysis (i.e., violations) can help the engineer
identify RL-based controller brittleness and can be used to redesign or retrain
the controller to improve its tolerance.

4 Tolerance Definition

4.1 Definition of Specification-Based Tolerance

In this work, we use STL to specify the desired properties of a system, and sys-
tem parameters to capture the deviations in system dynamics. Parameters can
represent a variety of deviations such as environmental disturbances (e.g., wind
or turbulence), internal deviations (e.g., mass variation of a vehicle), observation
errors (e.g., sensor errors), or actuation errors (e.g., errors in steering control).
Then, to capture systems with such diverse dynamics using parameters, we lever-
age the notion of parametric control systems [15,16].

A parametric discrete-time stochastic system MΔ defines a set of systems
such that Δ ⊆ R

k represents the parameter domain, and for any δ ∈ Δ, an
instance of a parametric system Mδ is an MDP Mδ = 〈S,A, T δ, Iδ, R〉, where
the initial state distribution Iδ and the state transition distributions T δ are
both defined by the parameter δ. Parameter δ represents a deviation to a system
and Δ represents the domain of all deviations of interest. In addition, we use
δ0 ∈ Δ to represent the zero-deviation point, i.e., the parameter under which
the system Mδ0 exhibits the expected, normative behavior. Then, we define a
system as being tolerable against a certain deviation as follows:

Definition 1. For a system M, a policy π, a deviation parameter δ, and an STL
property φ, we say the system can tolerate the deviation when the parametric
form of M with δ under the control of π satisfies the property, i.e., Mδ||π |= φ.

Then, the tolerance of a controller can be defined as all the possible deviations
that the system can tolerate. Formally:
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Definition 2. For a system M, a policy π, and an STL property φ, the tolerance
of the controller is defined as the maximal Δ ⊆ R

k s.t. ∀δ ∈ Δ : Mδ||π |= φ.

In other words, the tolerance of a control policy π is measured by the maximal
parameter domain Δ of a system where each deviated system Mδ of it still
satisfies the property under the control of π.

4.2 Strict Evaluation of Tolerance

In this work, we focus on a specific evaluation of tolerance. Specifically, Def. 1
and 2 depend on the interpretation of Mδ||π |= φ, i.e., a system satisfying a STL
property; however, STL satisfaction is computed over a single trajectory. From
the literature [17], one common evaluation criteria is that a system must not
contain a trajectory that violates the STL property. In other words, even in the
worst-case scenario that is less likely to occur in a stochastic system, it should still
guarantee the property. This interpretation enforces a strong guarantee of the
system, and thus we call it the strict satisfaction of STL in this work. Formally:

Definition 3. A discrete-time stochastic system M strictly satisfies an STL
property φ under the control of a policy π iff every controlled trajectory pro-
duces a non-negative STL robustness value, i.e., M||π |= φ ⇔ ∀σ ∈ L(M||π) :
ρ(φ, sσ, 0) ≥ 0, where sσ is the signal of state values of trajectory σ.

With this interpretation, we can then restate Def. 2 as:

Definition 4. The tolerance of a policy π that strictly satisfies an STL property
φ is the maximal Δ s.t. ∀δ ∈ Δ, σ ∈ L(Mδ||π) : ρ(φ, sσ, 0) ≥ 0

Although this definition delineates a strong tolerance guarantee, it can also be
extended to more relaxed notions with probabilistic guarantees. In that case,
other evaluation techniques for STL specification satisfaction such as [18–20]
can be leveraged. We leave this as an extension of our work in the future.

5 Tolerance Analysis

5.1 Tolerance Falsification

According to Def. 4, to compute the tolerance of a controller, we need to: (1)
(formally) show that a stochastic system does not contain a trajectory that
violates the STL property, and (2) compute the maximal parameter set Δ, which
could be in any non-convex or even non-continuous shape, where all system
instances Mδ should satisfy step (1). This exhaustive computation is intractable
due to the black-box RL controllers coupled with the stochasticity in system.

Therefore, in this work, instead of computing or approximating the tolerance
Δ, we consider the problem of falsifying a given estimation of tolerance Δ̂, i.e.,
finding a deviation δ ∈ Δ̂ that the system cannot tolerate for a given controller.
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Problem 1 (Tolerance Falsification). For a system M, a policy π, and an
STL property φ, given a tolerance estimation Δ̂ ⊆ R

k, the goal of a tol-
erance falsification problem F(M, π, φ, Δ̂) is to find a deviation δ ∈ Δ̂ s.t.
∃σ ∈ L(Mδ||π) : ρ(φ, sσ, 0) < 0.

5.2 Minimum Tolerance Falsification

Intuitively, a larger deviation (i.e., a deviation that is far away from the expected
system parameter) would likely cause a larger deviation in the system behav-
ior leading to a specification violation. However, controllers are generally not
designed to handle arbitrarily large deviations in the first place, and analyzing
their performance in these situations offers limited insight to the designer. More-
over, if the designer decides to improve the tolerance of a controller (which is a
costly endeavor), deviations closer to the nominal system are given high priority
due to their higher likelihood of occurrence. In light of these practical design
and deployment assumptions, we focus on the minimum deviation problem.

Problem 2. Given a minimum tolerance falsification problem Fmin(M, π, φ, Δ̂),
let δ0 ∈ Δ̂ be the zero-deviation point, the goal is to find a deviation δ ∈ Δ̂ s.t.
Mδ||π �|= φ and δ minimizes a distance measure ‖δ − δ0‖p.

5.3 Falsification by Optimization

Since the satisfaction of STL can be measured quantitatively, the tolerance fal-
sification problem can be formulated as an optimization problem. Consider a
real-valued system evaluation function Γ (M, π, φ) ∈ R. We assume that if this
function’s value is negative, the controlled system violates the property, i.e.,
Γ (M, π, φ) < 0 ⇔ S||π �|= φ, and the smaller the value, the larger the degree of
property violation. Then, a tolerance falsification problem F(M, π, φ, Δ̂) can be
formulated as the following optimization problem:

argmin
δ∈ ̂Δ

Γ (Mδ, π, φ) (1)

i.e., by finding a parameter δ ∈ Δ̂ that minimizes the evaluation function Γ
and observing this value can give information about system’s property satisfac-
tion. Concretely, if the minimum function value is negative, then the associated
parameter δ indicates a deviation where the system violates the property φ.
Specifically, in the case of strict evaluation of tolerance, the system evaluation
function Γ is defined as:

Γ (M, π, φ) = min{ρ(φ, sσ, 0) | σ ∈ L(M||π)} (2)

Note that Eq. 2 is a typical formulation for solving a CPS falsification problem
that intends to find a trajectory that violates an STL specification [17].



Tolerance of RL Controllers in CPS 275

Finally, we can formulate a minimum tolerance falsification problem Fmin(M,

π, φ, Δ̂) as a constrained optimization problem:

argmin
δ∈ ̂Δ

‖δ − δ0‖p s.t. Γ (Mδ, π, φ) < 0 (3)

Equation 1 and 3 can both be seen as a bi-level optimization problem [21];
the upper-layer task searches for deviation parameters (δ) and the lower-layer
searches for system trajectories. The problem of finding any tolerance violation
(Eq. 1) can also be formulated as a min-min optimization problem, which can
be solved by existing CPS falsifiers such as Breach [22] and PsyTaLiRo [23,24].

However, the minimum falsification problem (Eq. 3) features multi-objective
optimization or min-max optimization characteristics—minimizing the devia-
tion distance (‖δ−δ0‖p) would likely cause a larger system evaluation value (Γ ).
Since these objectives are inherently conflicting, nuanced techniques are required
to find solutions. Although, existing CPS falsifiers can be configured to repre-
sent this additional cost/objective function (either via specification modification
or through explicit cost function definition), the underlying optimization tech-
niques do not have a multi-layer setup to handle this off the shelf. Therefore, we
present a novel two-layer search for solving the tolerance falsification problems,
particularly effective in finding minimum violating deviations.

Fig. 2. Overview of the two-layer falsification algorithm.

6 Simulation-Based Tolerance Analysis Framework

In this section, we outline our analysis framework to solve the tolerance falsi-
fication problems for black-box CPS and RL controllers (as shown in Fig. 2).
We first explain our novel two layer falsification algorithm and then present a
heuristic for more effective solving of the minimum falsification problem.

6.1 A Two-Layer Falsification Algorithm

Algorithm 1 describes our two-layer framework. Lines 3–13 indicate the upper-
layer search. In each iteration, the upper-layer searches a set of deviation samples.
For a deviation δ, it instantiates a deviated system Mδ (line 6), computes the
system evaluation value γ (line 7), and then computes the objective function
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Algorithm 1: A Two-Layer Tolerance Falsification Algorithm
Input : M, π, φ, ̂Δ, and objective function f
Output: violation δbest ∈ ̂Δ

1 δbest ← nil;
2 X ← initial candidates from ̂Δ ;
3 while termination criteria = false do
4 V ← 〈〉 ;
5 for δ ∈ X do
6 Mδ ← Instantiate(M̂Δ, δ) ;
7 γ ← CPSFalsification(Mδ, π, φ) ;
8 v ← f(δ, γ) ; // heuristic computation.
9 V ← V � 〈v〉 ;

10 end
11 δbest ← UpdateBest(X, V ) ;
12 X ← NextCandidates(f, X, V, ̂Δ) ;
13 end

value v (line 8). The objective value indicates the quality of a deviation sample,
e.g., whether it causes a violation and has a small distance to the zero-deviation
point. Finally, the objective values are used to update the best result so far (line
11) and generates the next candidate solutions (line 12). In particular, line 7
indicates the lower-layer task. It corresponds to the system evaluation function
Γ (which is the minimal STL robustness value according to Eq. 2).

Given the characteristics of our falsification problem, we propose this two-
layer structure for multiple reasons: First, the separation of deviations and the
lower-layer CPS falsification allows us to define richer evaluation metrics and
heuristics that are solely relevant for deviation searching. These heuristics, if
used in a single layer objective, would lead to an ill-posed optimization problem
exacerbated by the highly non-convex landscapes of traditional CPS falsification.
Second, this separation of concerns allow us to find deviations closer to nominal
points even for systems with high-dimensional state spaces, complex dynamics,
and rugged robustness landscapes with multiple local minimas. In these set-
tings, an one-layer search would converge to local solutions without exploring
the search space extensively. Finally, this two-layer structure provides us enough
extensibility to:

– Integrate many off-the-shelf optimization methods for the upper-layer like we
have for Uniform Random, CMA-ES [25], NSGA-II [26], and Ant Colony [27].

– Integrate state-of-the-art CPS falsifiers (we integrated CMA-ES, Breach [22],
and PsyTaLiRo [24]) and simulation platforms (we used OpenAI-Gym [28],
PyBullet [29], and Matlab Simulink).

– Extend to other STL evaluation methods (function Γ ), e.g., evaluation with
probabilistic guarantees [18–20], cumulative STL [30], or mean STL [31].
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6.2 Heuristic for Efficient Minimum Tolerance Falsification

We present a novel heuristic for more effective discovery of minimum violating
deviations. Our heuristic is based on the known issues of RL policy overfitting. It
has been highlighted in related literature that RL policies can overfit to the spe-
cific paramterized system used for training and this dependence can reduce their
applicability to real-world scenarios [4–6]. We exploit this over-fitting tendency
to guide the search for δ that leads to a violation. Our heuristic is the cosine sim-
ilarity between a deviated system’s worst-case trajectory and a nominal system’s
worst-case trajectory. Formally:

dist(δ) =
Trδ · Trδ0

‖Trδ‖ · ‖Trδ0‖
Specifically, when computing the objective function value v (line 8), we add

the similarity value dist(δ) to the system evaluation value γ. Our intuition is that
once a controller has been trained in a system parameterized by δ0, it overfits to
that specific system. Then, when the controller is deployed in a deviated system,
its worst-case trajectory will be similar to the nominal worst-case trajectory
if the distance between the two MDPs, measured by the Euclidean distance
between the parameters, is small. We measure the similarity between trajectories
using cosine similarity. Thus, as the distance from the nominal MDP increases,
the similarity score between the worst-case trajectories decreases. This heuristic
provides more information about the search space: i.e. in the case there are two
deviations where the robustness values are similar (which is possible due to the
worst case semantics of STL robustness), cosine similarity can help in directing
the search toward more violating directions.

A more in-depth discussion of this heuristic, along with an example, can be
found in the extended version of this paper [32].

7 Evaluation

We implemented our proposed framework in a Python package3 and evaluate
our technique through comprehensive experimentation. Our evaluation focuses
on the minimum tolerance falsification problem. Specifically, we measure our
technique’s effectiveness through three key metrics: (1) the number of violations
found, (2) the minimum distance of violations, and (3) the average distance of
violations. Based on these metrics, we formulate the following research questions:

– RQ1: Is our two-layer falsification framework more effective than leveraging
an existing CPS falsifier?

– RQ2: Does our heuristic improve the effectiveness for finding minimum vio-
lating deviations, compared to off-the-self optimization algorithms?

3 https://github.com/SteveZhangBit/STL-Robustness.

https://github.com/SteveZhangBit/STL-Robustness
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Although existing CPS falsifiers [22–24] cannot directly solve our minimum
tolerance falsification problem (Problem 2), they allow customizing the objec-
tive function to optimize for both the deviation distance and STL robustness
value to find minimum deviations. We call this technique one-layer search. For
RQ1, we benchmark against the one-layer search baseline for the minimum toler-
ance falsification problem. For RQ2, we evaluate whether our proposed heuristic
described in Sect. 6.2 further improves the effectiveness of our two-layer search,
specifically the minimum distance.

7.1 Experimental Setup and Implementational Details

To answer these research questions, we first present a benchmark with systems
and controllers trained to satisfy complex safety specifications. The benchmark
contains six systems with non-linear dynamics adopted from OpenAI-Gym,
PyBullet, and Matlab Simulink. We extend the interfaces of these systems so
that users can configure their behavior for tolerance analysis by changing the
system parameters. Details about the benchmark problems can be found in the
extended version of this paper [32].

Then, we solve the corresponding minimum tolerance falsification problems
for them. For each problem, we conduct the following experiments:

– One-layer search leveraging an existing CPS falsifier by modifying the objec-
tive function to factor in the deviation distance and STL robustness value,

– Two-layer search with CMA-ES for both the upper and lower layers,
– Two-layer search with CMA-ES+Heuristic for the upper layer and CMA-ES

for the lower layer.

Specifically, for the one-layer search, we employ the state-of-the-art CPS falsi-
fiers, Breach [22] (with CMA-ES) and PsyTaLiRo [24] (with dual annealing).
We replace their default objective functions with the sum of the normalized
deviation distance and STL robustness value.

For the two-layer search, due to the complexity of the CPS and the non-
convex nature of STL robustness, the upper-layer optimization is also non-convex
and has multiple local minima. Additionally, we assume black-box systems and
controllers. Thus, due to these two considerations, we made the decision to adopt
derivative-free evolutionary algorithms. Specifically, we primarily utilized CMA-
ES as the upper-layer algorithm because it is widely used for black-box opti-
mization and in our preliminary experiments outperformed other evolutionary
methods. However, other algorithms can also be integrated. Furthermore, we also
use CMA-ES for the lower-layer search as it is a widely used in CPS falsification
tools [17,22] and works competitively for both Python and Matlab environments.
Finally, we implement our heuristic and use it alongside the evaluation function
for the upper-layer search.

Each problem was run three times on a Linux machine with a 3.6 GHz CPU
and 24 GB memory. For fair evaluation, we set the budget in terms of the
number of interactions with the simulator for all our techniques. Specifically, for
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one run, the budget for the one-layer search is 10,000 simulations; and the budget
for the two-layer search is 100 for the upper-layer and 100 for the lower-layer
falsification.

7.2 Results

Table 1 summarizes the results for solving the minimum tolerance falsification
problems. The Viol. column shows the number of violations found in total from
the three runs. The Min Dst. and Avg. Dst. columns show the minimum and
average normalized l-2 distance to the zero-deviation point (i.e., ‖δ−δ0‖2) of the
found violations, respectively. The performance of our approach heavily depends

Table 1. Minimum tolerance falsification results.

One-layer search CMA-ES CMA-ES w/ Heuristic
Viol. Min Dst. Avg. Dst. Viol. Min Dst. Avg. Dst. Viol. Min Dst. Avg. Dst.

Cartpole 90 0.300 0.399 69 0.285 0.449 79 0.256 0.417
LunarLander – – – 74 0.026 0.222 84 0.020 0.293
CarCircle 11 0.143 0.255 22 0.102 0.219 57 0.068 0.454
CarRun 25 0.191 0.249 68 0.161 0.449 109 0.156 0.399
ACC N/A N/A N/A 43 0.110 0.323 110 0.138 0.415
WTK 300 0.299 0.443 54 0.296 0.454 45 0.319 0.533

Fig. 3. Search spaces, deviation samples and violations processed by each algorithm. In
each graph, the axes are the parameter domains. A red cell is a positive STL robustness
value and a blue cell is a negative value. A grey cross is a deviation sample that is not
falsified in the given budget; a yellow cross is a violation. (Color figure online)
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on the underlying simulation time of a system that vastly outweighs the over-
head added by our evolutionary search algorithms. Thus, we share comparable
performance, measured by total run time, as tools like Breach and PsyTaLiRo
given the same budget of simulation calls.

In addition, to qualitatively exhibit our approach’s effectiveness in finding
deviations, we visualize the search space landscape for different problems in
heat maps. Each heat map is generated by slicing the space (i.e., the estimated
domain of system parameters) into a 20×20 grid and using a CPS falsifier to find
the minimum STL robustness value for each grid cell. However, this processing is
only done for visualization purposes and is not used in any of the algorithms. This
brute force sampling requires far more resources than our falsification approach.
Finally, we draw the deviation samples and violations from our analysis on the
heat maps. The final results are illustrated visually in Fig. 3.

Answer to RQ1. From the table, the one-layer search fails to find violations
in LunarLander, and it cannot represent the type of system parameters we need
in ACC (due to falsification tool implementation). On the other hand, our two-
layer search with CMA-ES solves all the problems and finds smaller deviations
than the one-layer search in all problems. Moreover, from the heat maps, since
the distance value is directly added to the STL robustness value in the one-layer
search, it fails to find small deviations that barely violate the property because
it would result in a larger objective value. Thus, it is hard for it to converge
to the minimum violating deviations. On the other hand, our two-layer search
can better converge to the boundary of safe and unsafe regions. However, it also
causes it to find fewer violations because it searches for more samples in the safe
region close to the boundary where violations can be rare.

Answer to RQ2. Our two-layer search with CMA-ES+Heuristic finds smaller
violating deviations than the original CMA-ES in 4/6 problems. It also finds
more violations in 5/6 problems. However, the average distances also increase in
4/6 problems due to more exploration of violations encouraged by our heuristic.
Despite that, from the heat maps, our CMA-ES+Heuristic approach can still
converge to small violating deviations on the safe and unsafe boundary while also
finding more violations. Our heuristic helps in guiding the search and provides
additional information to the algorithm when STL robustness is not enough to
provide directionality. Concretely, a small similarity value would likely lead to
a violation (even when the robustness value is similar) and thus results in more
violations found and faster convergence to a small violation.

8 Related Work

There exists similar CPS tolerance notions from a control theory perspective
such as [33,34]. For example, Saoud et al. [33] present a resilience notion of CPS
based on LTL w.r.t. a real-valued disturbance space, which forms a ball around a
particular trajectory. Then, they present a method to approximate the maximum
set of disturbances that maintain a desired LTL property for linear control sys-
tems. These notions target traditional controllers with a white-box assumption
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of systems and controllers, whereas we employ a black-box assumption which is
more practical regarding complex CPS and NN-based RL controllers.

Falsification of CPS [17] is a well-studied problem in the literature. It finds
trajectories that violate a STL property by mutating the initial states or sys-
tem inputs. A related application is parameter synthesis [35] that finds system
parameters where the system satisfies the property. It can be seen as a dual prob-
lem to the falsification problem. Tools like Breach [22] and PSY-TaLiRo [23,24]
support both types of analysis. However, our tolerance falsification problem can
be seen as solving these two problems at the same time. Our upper-layer search
finds system parameters that lead to a violation of the system specification, and
the lower-layer search finds initial states or system inputs that lead to a violating
trajectory. Although our problem can be reduced to a CPS falsification problem
with system parameters, it is not effective in solving our minimum tolerance
falsification problem compared to our two-layer structure.

A two-layer optimization structure has also been applied in CPS falsification
such as in [36–38]. However, these approaches still target traditional falsification
of a CPS (the lower-layer in our case), whereas our approach aims to separate
the problems of finding small deviation parameters from system falsification.

VerifAI [39,40] applies a similar idea to us where they consider abstract fea-
tures for a ML model that can lead to a property violation of a CPS. Differ-
ent from us, they assume a CPS with a ML perception model (such as object
detection) connecting to a traditional controller, and the abstract features are
environmental parameters that would affect the performance of the ML model
(e.g., brightness). In other words, they focus on deviations that affect the ML
model whereas our deviation notion is more general that includes any external
or internal deviation or sensor error which changes the system dynamics.

Robust RL studies the problem to improve the performance of controllers
in the presence of uncertainties [2,3]. Also, domain randomization [4–6] studies
how to train a controller that works across various systems with randomized
parameters. However, our work is different in that: (1) we focus on tolerance
evaluation whereas they focus more on training; and (2) we focus on system
specifications in STL properties, while they rely on rewards where maximizing
the reward does not necessarily guarantee certain system specification.

9 Conclusion

In this paper, we have introduced a specification-based tolerance definition for
CPS. This definition yields a new type of analysis problem, called tolerance
falsification, where the goal is to find small changes to the system dynamics
that result in a violation of a given STL specification. We have also presented
a novel optimization-based approach to solve the problem and evaluated the
effectiveness of it over our proposed CPS tolerance analysis benchmark.

Since our analysis framework is extensible, as part of future work, we plan
to explore and integrate other types of evaluation functions Γ (e.g., evaluation
with probabilistic guarantees [18–20]), different semantics of STL robustness
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(e.g., cumulative robustness [30]), or leveraging decomposition of STL for more
effective falsification of complex specifications [41]. Moreover, we currently use l-2
norm to compute the deviation distances. In the future, we also plan to explore
other distance notions such as Wasserstein Distance [42–44], which computes
distribution distance between system dynamics.
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