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Abstract

We prove Carl’s type inequalities for the error of approximation of compact sets C by deep
and shallow neural networks. This in turn gives estimates from below on how well we can
approximate the functions in I when requiring the approximants to come from outputs
of such networks. Our results are obtained as a byproduct of the study of the recently
introduced Lipschitz widths.
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1. Introduction

Neural network approximation is the method of approximation used in numerical algorithms
in many application areas. Thus, it is important to understand not only how well they
approximate the underlying objects, but also what are the limits of their approximation
power. In this paper, we study the limitations of deep and shallow neural networks in
approximating a compact subset  C X of a Banach space X when it is required that the
parameters in the approximation procedure have certain bounds. This is done by proving
appropriate Carl’s type inequalities that relate the error of neural network approximation
of IC to the entropy numbers of this set.

Recall that the classical Carl’s inequality relates the entropy numbers €,(K)x of a
compact class K to its Kolmogorov width d,,(K)x. More precisely, see Carl (1981), it states
that for every a > 0 there is a constant C(«) > 0, possibly dependent on «, such that for
any K C X

en(K)x < Cla)n™@ max {k%dp—1(K)x}.
Thus, if we know the rate of decay of the entropy numbers €,(K)x of the class IC, we
can derive an estimate from below for d,,(K)x. Note that the Kolmogorov width d,,(K)x
describes the best possible approximation rate for the compact set K if the approximants
to IC are coming from linear spaces of dimension n. Therefore, a bound from below for
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d,(K)x would describe the limitations of such approximation. We adopt this strategy and
derive bounds from below for the error of approximation of K via the outputs of deep and
shallow neural networks, using instead of d,,(K)x the recently introduced Lipschitz widths,
see Petrova and Wojtaszczyk (2023). It is worth mentioning that not all widths satisfy
Carl’s inequality (see Petrova and Wojtaszczyk (2022) where it is shown that the Carl’s
inequality does not hold for manifold widths).

In this paper, we provide a general framework for obtaining estimates from below for
deep and shallow NNs. It can be applied to any compact set K and any Banach space
X, provided we only know a bound from below of the entropy numbers €,(K)x of K.
Such bounds are readily available for a wide range of classical and novel classes K and
spaces X. For example, see (Edmunds and Triebel, 1996, Chapters 3,4), (Golitschek and
Makovoz, 1996, Chapter 15),(Dominguez and Kuhn, 2018, Section 5), (Siegel and Xu, 2022,
Theorem 9), or Cobos and Kuhn (2009); Gao (2008), where all such bounds are of the form
n~*[log n]ﬂ, a >0, 8 € R, and thus can be treated by our theory. In addition, we provide
generalized inverse theorems for neural network approximation via deep and shallow neural
networks.

More precisely, we investigate deep feed-forward neural networks (NN) with ReLU or
bounded Lipschitz activation function, fixed width W > 2 and depth n ( where we let
n — 00), whose parameters have absolute values bounded by a given function w(n). We
prove that the capabilities of these networks to approximate any compact subset K is limited
by the behavior of its entropy numbers. For example, we show that Deep Neural Networks
(DNNs) with fixed width W, depth n and parameters bounded by w(n) = Cn?, § > 0,
cannot approximate better than C[logy n]?~®n~2* any compact set of functions K whose
entropy numbers €, (KC)x = [logyn]°n~®, n € N, see Corollary 11. We also show that if a
class of functions K is approximated up to accuracy C[log, n}ﬁn*a, n € N, by the above
mentioned DNNs, then e,(K)x < C'n~2[logyn]?*2, see Corollary 17. In particular, we
obtain estimates for the entropy numbers of the classes of functions that are approximated
via DNNs with predetermined rates (approximation classes) as the depth n of the NN grows.

Results of the same type are obtained for shallow (neural networks with one hidden
layer) NNs (SNNs) as we let the width W — oo. For example, we show that SNNs
with width W and parameters bounded by w(W) = CW?, with § > 0, cannot ap-
proximate better than C[logy W]#~*W = a compact set of functions K whose entropy
numbers are > [log, W]PW =, see Corollary 13. Also, if a class K is approximated
up to accuracy Cflogs W]BW*Q, W = 2,3,..., by a SNN, then it has entropy numbers
ew (K)x < C'W~%[log, W]+ W € N, see Corollary 18.

Analogous estimates for DNNs or SNNs with general bounds w(n) or w(W), respectively,
on their parameters are also given, including the case w(n) = C2°"".

In our analysis of neural network approximation (NNA), we are not concerned with
the numerical aspect of the construction of the corresponding DNN or SNN and its sta-
bility, but rather with the theoretical bounds from below of the performance of such an
approximation. We show that the mapping that assigns to each choice of NN parameters a
function, generated by the NN feed-forward architecture with this choice of parameters, is
a Lipschitz mapping with a large Lipschitz constant, depending on the upper bound w(n)
(or w(W) in the case of SNN) on the NN parameters. Thus, we can view NN approximation
as an approximation of a class I via Lipschitz mappings. This type of approximation is
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studied via the Lipschitz widths d},(K)x introduced in Petrova and Wojtaszczyk (2023).
These widths join the plethora of classical widths available, see Leviatan and Tikhomirov
(1993), and give a theoretical bound on the approximation of I via y-Lipschitz mappings
defined on unit balls in R™. An almost complete analysis of these widths with parameter
v = const or 7 =y, = A", A\ > 1, was given in Petrova and Wojtaszczyk (2023). Here, we
show that DNNs whose parameters are bounded by w(n) are Lipschitz mappings and are
associated with Lipschitz widths with constant v =, ( see Theorem 3 and (4.4)), where

chn(lJrlogQw(n)) < Ap < 2c2n(1+log2w(n))’

(note that when w(n) = const, we have v = 7, = "), and Shallow NNs (SNNs) whose
parameters are bounded by w(W) are Lipschitz mappings (see Theorem 5 and (4.5)) asso-
ciated with Lipschitz widths with constant
v = gy = 2¢(logz Wtlogy w(W)

Thus, the investigation of the approximation power of deep or shallow NNs with a general
bound w(-) of their parameters requires a study of Lipschitz widths with Lipschitz constant
v = 2¢() with rather general functions . In this paper, we provide such a study and its
consequences for NN approximation.

The paper is organized as follows. In §2, we introduce our notation and recall the
definitions of NNs, Lipschitz widths and entropy numbers. We show in §3 that the NNs
under consideration are Lipschitz mappings. Estimates from below for the Lipschitz widths
dyr () x with Lipschitz constants v, = 29" for a compact class K and their implication
for deep and shallow NN approximation of K are provided in §4.  Generalized inverse
theorems for NNA are presented in §5. Further properties of d}* (K)x are discussed in §6.
Finally, our concluding remarks are presented in §7, and some lemmas and their proofs are
discussed in the Appendix.

1.1 Previous work

While the expressive power of NNs is an extensively studied topic, involving numerous
results, such as Telgarsky (2016); Yang and Barron (1999) and many others, we will focus
on those that relate to our specific problem.

Estimates from below for the approximation error for classes K approximated by the
outputs of NNs have been available for certain choices of classes K (such as Holder balls
of smoothness s > 0), the space X = Lo, and either the ReLU activation function, see for
example, Yarotsky (2017, 2018); Yang and Zhang (2022), or other activation functions, see
Liaw and Mehrabian (2019); Yarotsky and Zhevnerchuk (2020), or for sets K that are the
unit ball of certain Besov classes, see (Hanin and Petrova, 2021, Section 5.9). These results
rely on the technique of using the VC dimension of the outputs of the corresponding NNs,
the particular structure of the sets K, and utilize the fact that the error is measured in the
| - ||z, norm. Recently, estimates from below for the approximation error (measured in
the X = L, norm, 1 < p < co) of DNNs for sets K have been obtained in Gerchinovitz and
Malgouyres (2022). There, the authors study the general problem
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of approximating K by the elements g, of G (which depend on n parameters), where K and
G are real-valued functions, and all functions in K have the same fixed range. They derive
a lower bound for the above quantity, see (Gerchinovitz and Malgouyres, 2022, Theorem
1), that contains the packing number of K, the fixed range of the functions in K, and
the fat-shattering dimension of G, using a key probability result of Mendelson. Finally,
they used their general result to derive estimates from below for the approximation power
of NNs with piecewise-polynomial activation functions, see (Gerchinovitz and Malgouyres,
2022, Corollary 1). Another recent work is Siegel (2022), where the author gives an optimal
bound from below for the error of approximation (measured in the X = L, norm, p > 1) of
ReLU NNs for the class K being a Sobolev or a Besov unit ball.

Another recently explored venue are estimates for the approximation power of NNs
whose parameters are encoded with a fixed number of bits, or the so-called quantized NNs.
We refer the reader to Voigtlaender and Petersen (2019); Petersen and Voigtlaender (2018);
Giihring and Raslan (2020), where lower bounds for such networks are obtained.

In the case of SNNs with continuous activation functions, estimates from below for the
error of NNA are available for sets K of functions with smoothness s, defined on a compact
in R? and the space X = Lo, see Maiorov (1999); Meir and Ratsaby (1999). Recently, such
estimates for SNNs with bounded parameters and certain activation functions have been
derived in (Siegel and Xu, 2022, Section 4.1, Corollaries 2,3) for compact sets K that are
the closures of the symmetric convex hull of certain dictionaries and X = Lg, see Remark
14.

2. Preliminaries

In this section, we introduce our notation and recall some known facts about NNs, Lipschitz
widths and entropy numbers. In what follows, we will denote by A 2 B the fact that there
is an absolute constant ¢ > 0 such that A > ¢B, where A, B are some expressions that
depend on n as n — oo (or W as W — o0). Note that the value of ¢ may change from line
to line, but is always independent on n. Similarly, we will use the notation A < B, which
is defined in an analogues way, and A < Bif A 2 B and A < B.

We also will use the notation A = A(B) to stress the fact that the quantity A depends
on B. For example, if C' is a constant, the expression C' = C(d, W) means that C' depends
on d and W.

2.1 Neural networks
2.1.1 DEEP FEED-FORWARD NEURAL NETWORKS

We denote by C(Q) the set of continuous functions defined on the compact set Q C RY,
equipped with the uniform norm.

A feed-forward NN with activation function ¢ : R — R, constant width W and depth n
generates a family ¥, , of continuous functions

Yno = {P(y) : y €RY, 7 =n(d,W,n) = Co(d, W)n} c C(Q), QcR,

that is used to produce an approximant to a given function f € X or the whole class .
Each parameter vector y € R™ determines a continuous function ®,(y) € ¥, », defined on
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Q, of the form
By(y) =AM o050 AP Vo 050 AO, (2.1)

where & : R — RW is given by
5’(2’1,...,21/[/):(0'(21),...,0'(Zw)), (2.2)

and A© : R 5 RV A . RW L RW ¢ =1,...,n—1, and A® : RW — R are affine
mappings. Note that y € R™ is the vector with coordinates the entries of the matrices and
offset vectors (biases) of the affine mappings AW ¢ =0,...,n. We order them in such a
way that the entries of A®) appear before those of AUt and the ordering for each A® is
done in the same way. For detailed study of such DNNs we refer the reader to Hanin and
Petrova (2021) and the references therein. We investigate the approximation power of ¥, ,
when the width W is fixed and the depth n — oo.

2.1.2 SHALLOW NEURAL NETWORKS

A shallow NN with activation function o : R — R, and width W generates a family Zy,
of continuous functions

Ewo = {T,(y): yeRY, W =Co(d)W} C C(Q), QCRY,

that is used to produce an approximant to a given function f € K or the whole class K.
Each parameter vector y € RW determines a continuous function ¥, (y) € Ey,,, defined on
Q, of the form

U, (y) =AW 05040, (2.3)

where & : RV — RW is given as in (2.2) and A® : R? - RW and A : R — R are affine
mappings. We investigate the approximation power of Zyy, as the width W — oo.

2.2 Lipschitz widths

Lipschitz widths d},(K) x for a compact subset X C X of a Banach space X with a Lipschitz
constant v = Cy = const or v = 7, = C'A\" with A\ > 1 were introduced and analyzed in
Petrova and Wojtaszczyk (2023). The latter were used to study bounds from below for
ReLLU DNNs with weights and biases bounded by 1. However, in practice, the weights and
biases used in a DNN may grow. This growth affects the Lipschitz constant associated
with the corresponding DNN viewed as a Lipschitz mapping. Thus, providing bounds from
below for the approximation power of such networks requires the investigation of Lipschitz
widths with varying Lipschitz constants v that depend on n.

Let us first recall the definition of d},(K)x. We denote by (R", |.|ly,), n € N, the
n-dimensional Banach space with a fixed norm || - ||y, , by

By, (r) ={y e R": |ly[ly, <7},

its ball with radius r, and by

1/p
Wlew = max sl il = (D lwil’) ", 1<p<oo,
j=1,....,n
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the usual £, norms of y = (y1,...,yn) € R". For v > 0 we define the fized Lipschitz width
d'(K,Yn)x as d°(K,Y,)x :=rad(K) := infgex supex g — fllx, and for v > 0,

d" (K, Y,)x :=inf su inf - L, , 2.4
(.Y = intsup il 17 = L)l (2.0

where the infimum is taken over all Lipschitz mappings £, : (By, (1),] - |ly,) — X that
satisfy the Lipschitz condition

wp 1£00) = £0)x

<, (2.5)
¥y’ €By,, (1) Hy - y/HYn

with constant . Then, the Lipschitz width d}(K)x is defined as

P(K)x =d°K,Y,)x, d(K)x := inf d"(K,Y,)x,

”'HYn

where the infimum is taken over all norms || - ||y, in R™.

Various notions of widths had been introduced and used in approximation theory to
theoretically quantify the limitations of certain types of approximations. We refer the reader
to Leviatan and Tikhomirov (1993) or Golitschek and Makovoz (1996), where different
widths and their decay rates for common smoothness classes have been discussed. Note that
the definition of Lipschitz width is similar to the definition of the manifold n-width é,,(K) x,
(see e.g. Petrova and Wojtaszezyk (2022)) 6, (K)x := infprasupseic|lf — M(a(f))| x, where
the infimum is taken over all continuous mappings a : K — R", M : R™ — X. However,
in the definition of Lipschitz width, we impose the stronger Lipschitz condition on the
approximation mapping.

Before going further, we list some of the properties of the Lipschitz width d}(K)x,
proved in Petrova and Wojtaszczyk (2023), which we gather in the following theorem.

Theorem 1 For any n € N, any compact set K C X, and any constant v > 0 we have:

o d),(K)x is a monotone decreasing function of v and n. More precisely,

— If 11 <72 then &2 (K)x < &) (K)x;
— Ifny < ng then d),(K)x < d}), (K)x.

e there is a norm || - ||y, on R™ such that d(K)x = d(K,Yn)x, where we have the
inequalities |[yllez, < [ylly., < llylley for every y € R™.

Note that the Lipschitz widths d,(K)x are defined via Lipschitz mappings with domain
the unit balls By, (1), see (2.4). However, having in mind approximation via NNs with pa-
rameters that are bounded by w(n), we need to consider Lipschitz mappings whose domain
are balls By, (w(n)) with radius w(n). The next lemma shows how the Lipschitz width
dy(K)x is related to all ~/r-Lipschitz mappings £, with domain By, (r), 7 > 0, whose
image is in X. More precisely, we prove that in the definition of fixed Lipschitz widths we
can consider mappings defined on balls with changing radiuses as long as the product of
the Lipschitz constant of the mappings and the radius of the ball does not exceed ~.
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Lemma 2 For any compact subset K of X, any v > 0, any n € N, and any norm || - ||y,
on R™, we have that

d'(K,Y,)x= inf inf - L , 2.6
(Ko Yn)x=  inf up I1f = Law)llx (2.6)
where the infimum is taken over all vy /r-Lipschitz mappings Ly, : (By, (r), | - |ly,) = X, and
all r > 0.
Proof: We provide the proof in the Appendix. O

2.3 Entropy numbers

We recall, see e.g. Carl (1981); Carl and Stephani (1990); Golitschek and Makovoz (1996),
that the entropy numbers e, (K)x, n > 0, of a compact set I C X are defined as the infimum
of all € > 0 for which 2™ balls with centers from X and radius € cover K. Formally, we write
2n
en(K)x =inf{e >0 : KC | JBlgj.e), g€ X, j=1,...,2"}.
j=1

3. Neural networks are Lipschitz mappings

Our choice of norm when working with NNs is the || - [|;» norm of the parameters y of the
neural network. This is simply because we are interested in the asymptotic behavior (with
respect to the depth n of the DNN or the width W of the SNN) of the approximation error
that the network provides for a class K and not in the best possible constants in the error
estimates.

3.1 Deep neural networks

We do not investigate what information about the function f is given or what methods one
employs to find an appropriate parameter vector y* € R™ such that the function ®(y*) is
the (near)best approximant to f from the set ¥, ,, but rather focus on the properties of
the mapping

y—= (), Po(y) € Tnpo,

where all parameters (entries of the matrices and biases) are bounded by w(n), where
w(n) > 1. To illustrate the dependence on w(n), we denote the collection of all such
mappings as X, ,(w(n)), namely

Eno(w(n)) = (I)U(BET;Q (w(n))),

with @, being defined in (2.1). We have shown in Petrova and Wojtaszczyk (2023) that in
the case w(n) = 1, 0 = ReLU, and 2 = [0, 1]¢, the mapping

Dot (Ben (1), [+ len) = C(R2), 7= Con, Co= Co(W),

defined in (2.1) is a Lipschitz mapping with Lipschitz constant L,, where 22" < L, < 2™
for fixed constants cj, ca > 0 depending on the width W. More precisely, we have

19(2) = Po(Wllc(o,1e) < Lullz = yllez, forall zy € By (1).
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Here, we will investigate what is the Lipschitz constant L, when the parameters y have
components bounded by w(n), namely y € By (w(n)), and the activation function o is
either ReLU(t) := max{0,t} = t4 or a bounded Lipschitz function with Lipschitz constant
L. Note that ReLU is a Lipschitz function with a Lipschitz constant L = 1.

In what follows, we use the notation ||g|| := max, |9illc(q), when working with vector
<i<

functions g = (g1,...,9w)? whose coordinates g; € C(£2).

Theorem 3 Let X be a Banach space such that C([0,1]%) C X is continuously embedded in
X. Then the mapping @4 : (B (w(n)), || - len ) — X, defined in (2.1), is an Ly-Lipschitz
mapping, that is

195(y) — 2o (¥ ) x < coll®o(y) = Po(y)lc) < Lolly =Y llen, ¥ € By (w(n)),
where the constant Ly, is bounded by
2cln(1+log2w(n)) <L,< 20271(1—1—10g2w(n))7

provided o is a bounded L-Lipschitz function or 0 =ReLU and LWw(n) > 2. The constants
c1,co depend on cg, d, W, and the function o.

Proof: The proof follows the arguments from the proof of Theorem 6.1 in Petrova and
Wojtaszezyk (2023). Let y,y’ be the two parameters from Bys (w(n)) that determine the
continuous functions @, (y), Px(y') € Xy n(w(n)). They are constructed by ordering in a
predetermined way the entries of the affine mappings AW (.) := Ai() + b9, j=0,...,n,
and A'0)(.) .= AL() + v, j=0,...,n, that define ®,(y) and ®,(y'), respectively. We fix
z € ) and denote by

nO(z) :=7(Agx + b)), 7/ O(z) :=F(Ahx + '),
N\ = E(Ajn(jfl) + b)), ﬁ/(j) — E(A;n/(jq) FH9), =1, -1,
n™ = A,n) 4 pm ) = A/n77/(n_1) YO8

Note that Ag, Ay € RW>4, 4; AL € RW>W pO0) p©) p0) y/0) € RW for j=1,...,n— 1,
while A,, A/ € R>W and o™ 5™ ¢ R.  Each of the n) /@), j =0,...,n—1,is a
continuous vector function with W coordinates and 7™, 7/(") are the outputs of the DNN
with activation function o and parameters y, /', respectively.

Case 1: DNN with activation function a bounded Lipschitz function o.
Observe that in this case

lo(t)| < C, |o(ty) —o(te)| < Llty —ta], t1,t2 € R,

and therefore for any m, vectors g, y,n € R™ and numbers yg, gJo € R, where g, yo and 4, 9o
are subsets of the coordinates of y,3’ € R”, respectively, we have

oG- n+y)l <C, |o(@-n+yo) = (@ -n+do)| < L(mlnllen + Dlly = ¢'llez - (3.1)
It then follows, see (3.1), that ||| < C,j=0,...,n—1, and

I — 'O < L(d+ 1)y — ¥/ len. = Colly — ' ll gz -
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Suppose we have proved the inequality |1 —/0=|| < C;_41 ||y — Y[l - Then we have

In0) =@ < LHAjn(jfl) +p0) — A;,n'(jfl) — 9|
< DIAGI) —UD) 4 LA, — AU £ L 50|
< LW yllen InY™Y = /9= + LWy — o/ lea 179D + Llly — ' llen,
< (LWw(n)Cj—1 + LWC + L)lly — o/l ez,

Cilly = 'llez»

where we have used that [yl < w(n), 17| < C, and the induction hypothesis. Thus,
the relation between C; and C;_; is

Co ZL(d—i- 1), Cj :LWw(n)Cj_1+LWC’+L, j=1...,n.

If we denote by A := LWw(n) > 2 and B := LWC + L = L(WC + 1), we have that

C; = ACj 1+B=...=ACy+ (A1 4. +1)B
) ~ Al 1 ~
< (A+... 4 1)L(max{WC,d} +1) = TL(maX{WC’, d} +1)

< 247 L(max{WC,d} +1) = C'[LWw(n)), C':=2L(max{WC,d}+1).

Finally, since [|®,(y) — Po(y/)|lc(a) = [In™ — 7', we have

126 (y) = 2o (y)llx < coll®a(y) = Po(y)llcw) < cCully =y llen, < C'ILWw)]" |y =y llen -

The next case follows the same idea with several slight modifications.

Case 2: DNN with activation function ¢ =ReLU.
Observe that for any m, vectors g, ¢, n € R” and numbers yg, g9 € R, where 4, yo and 7, 5o
are subsets of the coordinates of 7,7’ € R™, respectively, we have

(@ - n+yo)+| < (mllnllen + Dllyllez, < (mllnllen + Dw(n). (3.2)

Note that since [|y|[; < w(n), it follows from (3.2) that 17" @|| < dw(n) + w(n) (when
m =d and 7 = ), and ||[7’D)|| < Ww(n)||7YD|| +w(n), j =1,...,n (when m = W and
n =n'U=1). We want to point out that the last two inequalities hold even if we use o (t) =t
instead of o(t) = ReLU(t) for some of the coordinates in the definition (2.2) of 5. One can
show by induction that for j =1,...,n,

J
I/ DN < dWiw(n) ™ +wn) > [Wwn)] < dWiwn) ! + 2w(n)[Ww(n)?
i=0
= (d+2w(n)[Wuw(n),

since Ww(n) > 2 (note L = 1 in this case). The above inequality also holds for j = 0.
Clearly, we have

I =7 O < (@d+ Dy —¥ll;m. = Dolly — ' lles -

9
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Suppose we have proved that ||V~ —y/U=Y|| < D;_4|ly — Y'[l¢ - Then, similarly to Case
1 (since ReLU is a Lipschitz function with a Lipschitz constant L = 1), we obtain that

9 O < A0 — G4 [y — A+ 80 - 50|

< Wlyllea lIn9=" =GN+ Wiy = y/llea 199 VN + ly = ¥/ llen.
(Ww(n)Dj—1 + (d+2)[Ww(n)l + 1)y — o/ll

= Djlly —o/llez -

Thus, || — /D < Djlly — Y'llgn , where Dj = Ww(n)Dj_1 + (d+2)[Ww(n)J 4+ 1. Since
Do =d+1 and

Dy =Ww(n)Dy + (d+2)Ww(n) +1 < (d+2)2Ww(n) + 1),

IN A

we obtain by induction that
D, < (d+2) <n[Ww(n)]” + Z[Ww(n)]’) < (d+2)(n+2)[Ww(n)]",
i=0

where we have used that 2 < Ww(n). Finally, we have
190 (y) = 2o (8 le@) = 11" = 0" < Dally =4/ llz, < (d+2)(n+ 2)[Wwn)]"lly—y'lle -

In both Case 1 and Case 2, the Lipschitz constant L, is such that we can find constants
c1,co > 0 with the property 201"(1“%2“’(”)) < L, < 2en(tlogw(n) anq the proof is
completed. O

Remark 4 Note that one can follow the same arguments as in Case 2 and prove Theorem
3 when every coordinate of &, see (2.2), is chosen to be either o(t) = ReLU(t) or o(t) =t,
and this choice can change from layer to layer.

3.2 Shallow neural networks

In this section, we consider SNNs and prove that they are also Lipschitz mappings. The
following theorem holds.

Theorem 5 Let X be a Banach space such that C([0,1]%) C X is continuously embedded in
X. Then the mapping Vo : (B, (w(W)),[|-[l,iw) — X, defined in (2.3), is an Ly -Lipschitz
mapping, that is

19 (y) = Yoyl x < coll¥o(y) = ¥oy)llow) < Lwly —v'llw,  v:9" € By (w(W)),

with constant Ly = CWw(W), where C = C(d,o0,cp), w(W) > 1, and o is either the
ReLU function or a bounded Lipschitz function.

Proof: We follow the proof of Theorem 3. In Case 1 we have
Ly = coC1 = co(LPWw(W)(d+1)+LWCHL) < CWw(W), C = co(L*(d+1)+LC + L),
and in Case 2 we have
Ly = coD1=co((2d +3)Ww(W) + 1) < CWw(W), C=co(2d+4),
provided w(W) > 1. O

10
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4. Bounds for Lipschitz widths and the limitations of NN approximation

In this section, we obtain estimates from below for Lipschitz widths with large Lipschitz
constants and apply them in the case of deep and shallow NNs.

4.1 Bounds from below for Lipschitz widths

We start our investigation with the observation, that the Lipschitz width d})(K)x, v > 0,
is bounded from below by the fixed width d?"*17(K, Z,) x with respect to any chosen in
advance norm || - ||z, on R™ by paying the price of the slightly bigger Lipschitz constant
(2n 4+ 1)y. Note that d,(K)x is defined as infimum over all norms in R™, and thus the
lemma below provides a way for calculating lower estimates for the Lipschitz width since
we can perform our computations using our favorable (easy to handle) norm Z,.

Lemma 6 For any compact subset K of X, any v >0, any n € N, and any norm || - ||z,
on R™ we have that
A VNK, Z,)x < d1(K)x.

Proof: We provide the proof in the Appendix. O

Remark 7 In the above inequality we may choose the Z, norm to be the £y norm, in which
case p < \/n, see (Albiac and Kalton, 2016, Theorem 13.1.5). Thus, for any compact subset
K of X, any v >0, and any n € N, we have that

A2V (1) ¢ < dOVIFDY(IC ) ¢ < d () .

We now proceed with the investigation of other bounds from below for the Lipschitz
widths by first recalling the following proposition, see (Petrova and Wojtaszczyk, 2023, Prop
3.8).

Proposition 8 Let K C X be a compact set and let €,(K)x > nn, n € N, where (n,)22,
is a sequences of real numbers decreasing to zero. If for some m € N and 6 > 0 we have
that d,(K)x < 8, then

nmlog2(375*1)<26‘ (4.1)

This proposition was used in Petrova and Wojtaszczyk (2023) to prove bounds from below
for the Lipschitz widths d)"(K)x of the compact set K in the cases 7, = 29, @(n) =
const, see (Petrova and Wojtaszczyk, 2023, Theorem 3.9) and ¢(n) = ¢n, see (Petrova and
Wojtaszczyk, 2023, Theorem 6.3), provided we have information about the entropy numbers
of IC. The next theorem is a generalization of Theorem 6.3 from Petrova and Wojtaszczyk
(2023) for the case of a general function ¢.

Theorem 9 For any compact set K C X, we consider the Lipschitz width d)*(K)x with

Lipschitz constant ~, = 29 where p(n) > clogyn for some fixed constant ¢ > 0. Then
the following holds:

(0] nﬁ
) a0x 2 P82 N & @ (K)x 2 logs(ne(m)Plne(n)] . neN,

" (4.2)

11
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where o > 0, § € R.

(i) en(K)x 2 flogan]™, neN= d"(K)x 2 [logy(np(n))]™, neN,
(4.3)

where o > 0.

Proof: We provide the proof in the Appendix. O

4.2 Bounds from below for DNN approximation

In this section we consider Banach spaces X such that C([0,1]%) is continuously embedded
in X. Let us denote by

E(f,Y00(w(n))x = flx, E(f,Zno(w(n)))x:= inf [f=P(y)x, neN,
yeB]_(w(n))

the error of approximation of a function f by the outputs ®,(y) € £, »(w(n)) of the DNN
with parameters y, for which [|y[l;z < w(n), LWw(n) > 2, measured in || - [[x. We then
denote by

E(K, Yo (w(n)))x := sup E(f,nq(w(n)))x, n =0,

the error for the class K. It follows from Lemma 2 and Theorem 3 that
B, S g (w(m)x > d7 ()x,  with 5, = 20000 — 90 50 (4.4)

The latter estimate shows that bounds from below for the error E(K, X, ,(w(n)))x can
be obtained by using bounds from below for d)"(K)x, and thus provides a way to study
the theoretical limitations of DNNs with ReLU or bounded Lipschitz activation functions
and w(n) bounds for their parameters. We next apply the results obtained in §4.1 to the
special case of DNNs.

Remark 10 It follows from (4.4), Lemma 6 with ~y,, = 2711082 w(1) " 4nd the monotonicity
with respect to v of the fized Lipschitz width that for any compact subset K of a Banach
space X,

E(K, Sno(w(n)x = & (K)x = dO (K, Z)x = 2072 (1 7,) %,
where || - ||z, is any norm on R™.

The following Table 1 shows the relation (for sufficiently large n) between the bound w(n)
and the parameter v, = 29(") of the Lipschitz width d;"(K)x from (4.4), where @(n) =
en(1 + logy w(n)).

The next corollary follows from (4.4) and Theorem 9 when ¢(n) = cn(1 + logy w(n)),
c>0.

Corollary 11 Let ¥, ,(w(n)) be the set of outputs of a DNN with depth n, fixed width
W, bounded L-Lipschitz or ReLU activation function o, and weights and biases bounded
by w(n), where LWw(n) > 2 (L =1 when 0 =ReLU). Then, the error of approzimation

12
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[ o e =l gem) | =20 |
C>1 dn, >0 A A>1
cn®, C,6>0 dnlogsn, ¢ >0 gcnlogan /5 ()
c2 . C,e,v>0 dnvtl, ¢ >0 2" S0

Table 1: Relation between w(n), ¢(n) and vs,.

E(K,Znq(w(n)))x of a compact subset K of a Banach space X by the outputs X, ,(w(n))
satisfies the following estimates from below, provided we know the following information
about the entropy numbers €,(K)x of K:

(logy n)” [logy 1 + logy (1 + logy w(n))]”
n(K)x 22" neN = EK S, q(w(n))x = —2 n2(1 +210g2w(n2))]a

a ,nEN,
n
en(K)x 2 [logon| ™, neN = E(K, X, ,(w(n)))x 2 [logy ntlogy(1+logy w(n))] ™%, n € N.
In particular, if w(n) = Cnd, with § > 0, we have:
en(K)x = [logan)’n®, ne N = E(K,%,,(Cn’))x = [logyn]® *n~2% n €N,
en(K)x = [logan] ™, n €N = E(K,S,,(Cn°))x > [logyn] ™, n €N,
and when w(n) = C2°"", with C,c > 0, v > 0, we have:
en(K)x = [logan)’n™ neN = E(K,%,,(C2"))x > [logyn]’n= 3 neN,
en(K)x 2 [logan] ™, n € N = E(K,%,,(C2™))x = [logyn]™*, n € N.

4.3 Bounds from below for shallow neural network approximation

In this section, we consider Banach spaces X such that C([0,1]¢) is continuously embedded
in X. Let us denote by

E(f,EBwo(wW)))x = flx, W =01,

E(f,Ewe(w(W)))x == inf  |f=¥s(y)llx, W=>2,
yeBY (w(W))

the error of approximation of a function f by the outputs ¥, (y) € Sy, (w(W)) of the SNN
with width W, parameters y for which [|y[[,% < w(W), w(W) > 1, measured in the norm
of the Banach space X, and by

E(K, Ew,qe(w(W)))x = ?22 E(f,Zwe(w(W)))x, W >0,

the error for the class K. Note that the sets Zy,(w(W)) are nested, namely
Ewe(w(W)) C Ew1,0(w(W)),

13
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and therefore E(f,Ewi1,0(w(W)))x < E(f,Ewe(w(W)))x.
It follows from Lemma 2 and Theorem 5 that

E(K, Zwe(wW)))x > diW (K)x, with Ay = 2¢0ee2WHosawW)) —. 9p(W) = (4 5)

and thus estimates from below for the error E(K, Zw,,(w(WW)))x can be obtained by using
bounds from below for dj}¥ (K)x. We next apply the results obtained in §4.1 to the special
case of SNNs.

Remark 12 It follows from (4.5), Lemma 6 with vy = 2¢0cg2 WHloga wW)) © 44 the mono-
tonicity with respect to v of the fived Lipschitz width that for any compact subset K of a
Banach space X,

E(K. Ewo(w(W)))x = dif¥ (KK)x = d®VHDIW (K, Zy)x > a2 (10, Zyw) x,
where c1 > 0 is a fized constant and || - ||z, is any norm on RV.

As in the case of DNNs, we create a table showing the relation (for sufficiently large W)
between the bound w(W) and the parameter vy = 29(W) of the Lipschitz width i (K)x
from (4.5), where (W) = ¢(logy W + logy w(W)).

[ w(W) [ (W) = e(log, W + logy w(W)) [ w =270 |
CW67 07 0>0 c 10g2 W, >0 26’ log, W
c2W” . Coe,v >0 WY, >0 2°WY >0

Table 2: Relation between w(W), o(W) and ~y, SNNs

The next corollary follows from (4.5) and Theorem 9 when ¢(W') = c(logy W + logy w(W)),
c>0.

Corollary 13 Let Sy, (w(W)) be the set of outputs of a SNN with width W, bounded
L-Lipschitz or ReLU activation function o, and w(W) > 1 bound on its parameters. Then
the error of approzimation E(KC, Zw . (w(W)))x of a compact subset K of a Banach space X
by Ew,o(w(W)) satisfies the following bounds from below, given the behavior of its entropy
numbers ey (K)x, W € N:

> (IOgQ W)IB

log, W + log,, (log, W + log, w(W))]?
ew (K)x > s >[ 82 g2 (logy g w(W))]

~ [W(logy W + logg w(W))]« ’

= E(K,Zwqs(w(W)))x

ew (K)x 2 [loga W™ = E(K,ZEwq(w(W)))x 2 [W(logy, W + log, w(W))] ™%, W € N.
In particular, if w(W) = CW?9, with § >0, we have:
ew (K)x = [loga WPW ™ = E(K,Zw,,(CW%)x = [logy W]P~2W =% W € N,
ew (K)x = [logy W™ = E(K,Ew,(CW%)x = [logy W]~®, W € N,
and when w(W) = C2W" | with C > 1, ¢ > 0, v > 0, we have:
ew(K)x = [logy WPW ™ = E(K,Zw(C2V")x = [logy W)W+ 17 ¢ N,
ew (K)x = [loge W™ = E(K,Ew,(C2"")x > [log, W™, W € N.

14



LIMITATIONS ON APPROXIMATION BY DEEP AND SHALLOW NEURAL NETWORKS

Remark 14 Let Q be the unit Euclidean ball in R® and let us denote by
Pl = {ReLU(w -z +b) : we 891 b e e, e CRY C La(Q),
§41 = fw e BT fJuly = 1},

and consider the closure of the convex, symmetric hull of P{, that is

n

K= {chhj, hj € Pf, Z |aj| < 1}.

J=1 J=1

We also denote by Ew (K)r,q) the error Ew (K)r,q) = E(K,EwRreLu(C))x of approz-
imation of the class KK by the outputs ZwrerLu(C) of a SNN with width W, bounded by
C parameters, and a ReLU activation function, measured in the X = La(Q2) norm. Then,
Corollary 2 from Siegel and Xu (2022) applied in the case k = 1 states that for any 6 > %—i—;’—d
we have

sup WJEW(IC)LQ(Q) = o0.

w>1
In this particular case, we can apply our theory since we know the entropy numbers of the
class K. Indeed, it follows from Theorem 9 in Siegel and Xu (2022) that for d > 2,

1_3

EW(IC)LQ(Q) > W™ 2724,

It follows then from Corollary 13 with 5 =0 and o = % + 2% that
1

Ew(K)py) = [Wlogy W] 2724,

and therefore we arrive at the same conclusion.

5. Bounds for the entropy numbers via Lipschitz widths and the error of
neural network approximation

So far, we have been investigating the behavior of the Lipschitz widths given the behav-
ior of the entropy numbers of a class . We can ask the inverse question, namely, what
does the asymptotic behavior of the Lipschitz widths tell us about the entropy numbers of
K? Any results in this direction could be viewed as inverse theorems, and in particular,
as generalized inverse theorems for NNA. Historically, inverse theorems have been used in
approximation theory to characterize approximation spaces (and describe them as certain
interpolation spaces), see (DeVore and Lorentz, 1993, Theorem 5.1, Chapter 7) and (De-
Vore, 1998, Theorem 1). Thus, providing certain inverse theorems for DNNA and SNNA
could possibly pave the way to a complete characterization of the spaces of functions that
are well approximated via these NNs.

5.1 Upper bounds for entropy numbers via Lipschitz widths

We start with a lemma that is an extension of Lemma 3.7 from Petrova and Wojtaszczyk
(2023).

15
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Lemma 15 If K C X is a compact set, v, = 29", and &) (K)x < €/2, then we have the
following bound for the entropy number

e (K)x <€, where 1> [n(e(n)+logy(6/€))].

In particular:
(i) Let d)"(K)x = 0 for some n € N. Then for any k € N such that k > ¢(n), we have

ene(K)x <6-2°M7F —6.4,27F, (5.1)
(ii) Let y, = 27" &2n" for some p > 0 and q € R.
e If for some a >0, B € R, we have 0 < &) (K)x < [logyn]®n=2, n € N, then
— whenp>0and g €R, orp=0 and g > 1, we have
en(K)x < n=/(FP)log, n]lﬂ%, n € N;
— when p=0 and q < 1, we have
en(K)x <n flogyn]®t?, neN;
o If for some ¢ > 0, we have 0 < d)"(K)x <27, n € N, then
— when0<p<landqgeR, orp=1 andq <0, we have
en(K)x S27V", neN,
— whenp>1andgqeR orp=1, ¢ >0, we have
en(K)x < g—c1nt/ D) log, n]—q/<p+1>, —

Proof: We provide the proof in the Appendix. O

Remark 16 It follows from (4.4) that in Lemma 15 we can take e = 6E(K, X, ,(w(n)))x
or € = 6E (K, Ewo(w(W)))x if both quantities are positive and obtain that

&r(K)x < 6B(K, Sng(w(n)))x, 7= [en’(1+logyw(n)) —logy(E(K, By o(w(n)))x))],
or € (K)x <6E(K,ZEwq(w(W)))x for values of r that satisfy the inequality
r = [eW (logy W+ logy w(W)) —logy(E(K, Ew,e (w(W)))x)) 1.

The case E(K, %, s(w(n)))x = 0 or E(K,Ew,,(w(W)))x = 0 is the same as when the
Lipschitz width dy" (KC)x = 0, provided C(]0,1]%) is continuously embedded in X .

16



LIMITATIONS ON APPROXIMATION BY DEEP AND SHALLOW NEURAL NETWORKS

5.2 Upper bounds for entropy numbers via DNN approximation rates.

Let us now consider a compact set X C X, where C([0,1]%) is continuously embedded in
X. The next corollary is a direct consequence of Lemma 15.

Corollary 17 Let ¥, ,(w(n)) be the set of outputs of @ DNN with depth n, fixed width W,
ReLU or bounded L-Lipschitz activation function o and a bound w on its parameters, where
LWw(n) > 2. The following holds:

(i) Let E(K, Y0 (w(n)))x < [logyn]’n=%, n € N for some a > 0 and 8 € R.

o When w(n) =Cn’, C >0, 6 >0, we have
en(K)x Sn2[logyn)®t2, neN. (5.2)
o When w(n) = C2, C,c >0, v >0, we have
en(K)x <n 72 [logyn)®, neN. (5.3)
(ii) Let E(K, X, o(w(n)))x <27, neN for some ¢ > 0.
o When w(n) = Cnf, with C,5 > 0, we have

en(K)x S 27aVr/Vioean e N, (5.4)

e When w(n) = C2, C,c >0, v >0, we have

en(K)x <270/ e N (5.5)

Proof: The proof follows directly from Lemma 15 and inequality (4.4). Note that in
Lemma 15 we require that d* (K)x > 0. However, it could happen that for some n we have
d3*(K)x = 0. Then, we proceed as follows:

e When w(n) = Cn’, we have that, see Table 1, ¢(n) = ¢'nlogy n, and therefore we can
use (5.1) for k = 2¢'nlogy n to derive that €ypp2 160, n(K)x < 6- 2-¢nlogan For any m
large enough, we can find n = n(m), such that

2¢n?logyn < m < 2¢(n + 1)?logy(n + 1) < e1n?logy n,

and therefore
Em(’C)X < €902 log, n(IC)X <6-27° nlogz ™,

Note that for these n = n(m)

dm < vm

—dnlogyn < ———

) n ~
cn v/logan
—nlogyn < —v/my/logy m,

em(]C)X <6- 276\/ﬁa/log2m7
which agrees with (5.2) and (5.4).

logyn < loggm =

and thus
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e When w(n) = C2°", we have that, see Table 1, p(n) = ¢n’*!, and therefore we can
use (5.1) for k = 2¢/n"*!, to obtain that

Eoumr2a(K)x <6-27C"" = ¢ (K)x <C .27V,
For any m large enough, we can find n = n(m), such that
22 <m <2 (n+ 1) < e’ =m0 <

and therefore

N v+1
Em(lC)X < €90/ pr+2 (]C)X <6- 9—¢ nv+1 5 2—cmm,

which agrees with (5.3) and (5.5).

5.3 Upper bounds for entropy numbers via SNN approximation rates

In this section, we study classes K for which E(IC,Zw,(w(W)))x < &w for general se-
quences (&) with non-negative terms and X is a Banach space such that C([0,1]%) C
X is continuously embedded in X. Since Sy, (w(W)) C Ewq1(w(W)), we require
(&w) to be non-increasing sequence with V&gnoo &w = 0. We consider the sequences &y =

Cllogy W]PW = and &y = C27°W | and SNNs with ReLU or bounded Lipschitz activation
function and bounds on the NN parameters w(W) = CW?, § > 0 and w(W) = C2V",
v > 0. Clearly when § = 0 we have w(W) = C. It follows from Table 2 that we have

4 (K)x < éw, qw=2"="§>0,
de(IC)X < &w, ”)/WZQC/WV7

and we can apply Lemma 15 with p = 0, ¢ = 1 (when w(W) = CW?), and p = v, ¢ = 0
(when w(W) = C2¢""). More precisely, we have the following corollary.

Corollary 18 Let K C X be a compact subset of a Banach space X, where X is such that
C([0,11%) C X is continuously embedded in X. Let Zy ,(w(W)) be the set of outputs of a
SNN with ReLU or bounded Lipschitz activation function o and a bound w(W) > 1 on its
weights. Then the following holds:

(i) Let E(K,Ewq(w(W)))x < [logy WIPW =2, W € N, for some a > 0 and 3 € R.

o When w(W)=CW?, C>0,6>0, we have
ew (K)x < W %log, WPt W eN. (5.6)
o When w(W)=C2"", C,c>0, v >0, we have
ew (K)x < W v [log, W]°, W eN. (5.7)
(ii) Let E(K,Zwo(w(W)))x <27V, W €N, for some ¢ > 0.

18



LIMITATIONS ON APPROXIMATION BY DEEP AND SHALLOW NEURAL NETWORKS

o When w(W) = CW?, with C >0, § >0, we have
aw(K)x <279YW W eN. (5.8)
o When w(W) =C2W" C,c,v >0, we have
ew(K)x < 27w e N (5.9)

Proof: The statement follows from Lemma 15 and (4.5). Lemma 15 requires dj}’ (K)x > 0.
If for some W we have d}}} (K)x = 0, we proceed as follows:

e When w(W) = CW?, we have that, see Table 2, (W) = ¢/ log, W, and therefore we
can use (5.1) for k = W + ¢’ logy W to derive that

EW (W logy W) (K)x <6 2.
For any m large enough, we can find W = W (m), such that
W2 < W(W +loga W) <m < (W + 1)(W + 1+ ¢ logy(W + 1)) < ; W2,
and therefore
em(K)x < eww e oy w)(K)x <6277 <6275V, (5.10)
which agrees with (5.6) and (5.8).

e When w(W) = C2"" we have o(W) = ¢W" and we can use (5.1) for values
k=cdWY+ WVt = WY (¢ + W), to obtain that

o (K)x <6277
For any m large enough, we can find W = W(m), such that
WY < WY +W)<m< (W41 +W+1) < e, WP,
and therefore
em(K)x < oo (K)x <627 W < omom,
which agrees with (5.7) and (5.9).
The proof is completed. H

Remark 19 Similar statement as Corollary 18 was proven in Theorem 10 from Siegel and
Xu (2022) in the case oy = CW ™% for classes

K={f=) cihj: hj €D, |a;| <1},
j=1

Jj=1

which are the closure of the convex, symmetric hull of dictionaries I satisfying specific
properties and for SNNs with certain activation functions.
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5.4 Approximation classes for DNNs

Recall that if f € X and A is a subset of the Banach space X, the distance between f and
A is defined as dist(f, A)x :=infgsea || f — g||x. Clearly, we have that

E(f, Zn.o(w(n)))x = dist(f, &, (B (w(n)))x,

where the sets (I)U(BZO (w(n))) C X are compact with respect to the uniform norm C(£2),
see Theorem 3.
Let & := (£,)72; be a sequence of non-negative numbers such that inf &, = 0 (in par-
n

ticular, we can have lim, o & = 0). We denote by N¢ ,(w) the set of functions that
are approximated by functions from 3, ,(w(n)) with accuracy &, for every n > 0. More
precisely,

Neo(w) :={f € X: E(f,En0(w(n))x < &, Yn >0},

which can be written equivalently as
Neo(w) = (Y Val§), Val€) = 1{f € X : dist(f, (B, (w(n))x < &}
n=0

Then, if X is such that C () is continuously embedded in X, we can apply Lemma 30 (see
the Appendix) to obtain that Mg ,(w) is a (possibly empty) compact subset of X. In what
follows, we show that there are choices of sequences £ and DNNs with bounds w on their
parameters for which the compact sets Ng ,(w) # 0.

Remark 20 According to Remark 4, the set X} ,(w(n)) of outputs of a DNN where at
each layer one uses = (00,0,...,0,00) with oo(t) = t, and 0 =ReLU, see (2.1), satisfy
Theorem 3. Therefore, all theory developed so far holds for X7 ,(w(n)).

Let us now consider the case when Q = [0,1] and 0 =ReLU. If we denote by H the hat
function H(t) = 2(t—0); —4(t—3)+ and by H°® this function composed with itself k times,
then, for properly selected w(n), we have the inclusion {tb, == S_}_, cx H*} C 25 o (w(n)),
see Figure 5.1.

Figure 5.1: Computational graph for 1,

Recall that the set T defined as
T := {f f = ZCkHOkv Z’Ck“ < OO},
k=1 k=1
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is called the Takagi class, see Allaart and Kawamurau (2011). Clearly
Ri={fr=> NFH* |N>1}CT,
k=1

and it is a well known fact that the Takagi function T = fo and that t(1 —t) = f4(t), see
Allaart and Kawamurau (2011). The elements of R can be approzimated with exponential
accuracy by outputs of 3, ,(w(n)) with w(n) = C. Therefore, in this case the set Nga(w),
with € = (C27")%%, is non-empty, and for every n = (n,)°%, with the property that
inf,, ny, =0 and C27" <, for alln >0, we have ) # Nga(w) C Ny (w).

Now, let us return to the relation between the error E(Ng,(w), Xy s(w(n)))x and
the Lipschitz width. It follows from the definition of N¢,(w) that for every n > 0,
EWNe o(w),Ens(w(n)))x < &, and therefore (4.4) gives that

d;yzn (-N‘E,a (w))X <&, with ~,= 26ﬂ(1+10g2 w(n)) (5.11)

One can now apply Lemma 15 and derive estimates for the entropy numbers of the compact
set Me o(w). Such estimates can be viewed as inverse theorems for DNN approximation.

To simplify the presentation, let us consider the special sequences &, = Cl[log, n]ﬁn*a
and &, = C27°", and DNNs with depth n, fixed width W, ReLU or bounded Lipschitz
activation function and bounds on the NN parameters w(n) = Cn®, § > 0 and w(n) =
C2°"", v > 0, see Table 1. Note that the case v = 0 covers the case w(n) = C. We apply
Corollary 17 to the class K = N¢ »(w) and obtain the following result.

Corollary 21 The entropy numbers of the compact set N¢ »(w) that consists of all functions
approzimated in the norm of X with accuracy &, by the outputs of a DNN with depth n,
fized width W, ReLU or bounded L-Lipschitz activation function and bounds on the NN
parameters w such that LWw(n) > 2 satisfy the following inequalities for the listed special
choices of w and sequences (§):

e IfC,c,a,0 >0, v >0, and B € R, we have

en(Neo(Cn))x S n % llogy )8, neN, where €= (&)= (Cllogyn)’n2),

en(./\/'g,g(CQC"V))X < nfv%?[logQ n]ﬁ, neN, where &= (&,) = (C[logy n]ﬁn_o‘).
o IfC.c,a,6 >0, v >0, and B € R, we have

en(/\/gyo(Cn‘s))X < g ewn/Vlogn e N where € = (&) = (C27),

en(Neo(C27))x 27" neN, where &= (&)= (C27").

21



GUERGANA PETROVA AND PRZEMYSEAW WOJTASZCZYK

Remark 22 The above estimates hold also for the sets Mg (w) = {\f : [ € Ne¢o(w)}
with A > 1, where the constants involved depend on \. Indeed, the fact that f € V,(&)
implies the inequality

dist(Af, Do (Bi, (Aw(n))))x < Aén,

since A®, (B} (w(n))) C ®5(B}_(Aw(n))). Then, according to (4.4) and the monotonicity
of Lipschitz widths, we have

d%ﬁ()\f\fgg(’w))x < Ap,  with ) := 26)n(1Hlogzw(n)) - gen(l+log, (Aw(n))

and we can apply Lemma 15 or Corollary 17.

5.5 Approximation classes for SNNs

We consider Banach spaces X such that C([0,1]¢) C X is continuously embedded in X. We
denote by A¢ »(w) C X the approximation class

A o(w) :={f € X E(f,Zws(w(W)))x < &w, VW > 0},

or equivalently written as
Ago(w) = () Vw(€), V(€)== {f € X : dist(f, Uo(B}L (w(W)))x < &w}.
W=0

As in the case of DNNs, A¢ ,(w) is a compact subset of X, see Lemma 30. Its Lipschitz
widths, see (4.5), satisfy the inequalities

AW (Aeo(w))x < &w, with Ay = 2600 WHloga wW) = g7 ¢ |y, (5.12)
We next apply Corollary 18 in the case K = A¢ ,(w) and derive the following statement.

Corollary 23 The entropy numbers of the approzimation class Ag¢ »(w) that consists of all
functions approximated in the norm of X with accuracy &w, W € N, by the outputs of a
SNN with width W, ReLU or bounded Lipschitz activation function and bounds on the NN
parameters w(W) = CW?, § > 0 or w(W) = C2°W", C,c > 0, v > 0, satisfy the following
inequalities:

e IfC,C",a,v>0,0>0, 8RR, we have

ew (Ae o (CW))x S W [log, W™, W €N,  where
= (bw) = (C'llogy WIPW ™), (5.13)

= logo WP, W € N,  where
£ = (&w) = (C'llog, W)PW™"). (5.14)

ew (Ag,o (C2V"))x S W™

e IfC,C',c,v>0,d>0, we have
ew(Aeo(CW)x S27YW W eN, where ¢ = (&) = (C'27W),

ew (A (C2W ) x <270V e N where € = (&w) = (C'27W).
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6. Further study of Lipschitz widths with large Lipschitz constants

So far, we have used Lipschitz widths as a tool to obtain estimates from below for the
error of approximation of a compact set K via deep and shallow NNs. However, Lipschitz
widths are a subject of interest on their own. We have studied in Petrova and Wojtaszczyk
(2023) Lipschitz widths with Lipschitz constants v = const and v = v, = A", A > 1.
In this section, we will complete this study by including Lipschitz widths with constants
Y = 290" We start with the following theorem, which is an application of Theorem 3.3
from Petrova and Wojtaszczyk (2023).

Theorem 24 Let K C X be a compact subset of a Banach space X, n € N, and d;)* (K) x be
the Lipschitz width for K with Lipschitz constant v, = 2°™ | where p(n) = 00 as n — oo.
Then, we have

d?f‘"’ (K)x <e 2(n)q (K)x, where n > ng(K). (6.1)
2

n|

In particular,
(1) enlK)x S llogan)’n™* neN = dp*(K)x < [logy(ne(n)))’[ng(n)]*, n €N, (6.2)
where a > 0, B € R;

(il) € (K)x S[logan] ™, neN, a>0 = dI"(K)x < [logg(np(n))]”%, neN; (6.3)

(i) e(K)x <27 neN,0<a<1= dK)x <27 neN. (6.4)

Proof: Indeed, it follows from (Petrova and Wojtaszczyk, 2023, Theorem 3.3) that for any
compact subset K C X of a Banach space X and any n € N we have that

d2E) (1) < gn(K)x, k=1,2,.... (6.5)
We choose k = k(n) to be such that
2Frad(K) < 2°0 < 2FF1rad(K) < 28+,
where rad(K) < 271, then k > ¢(n) — £ > [@] for n > ng, ng = no(K) big enough. Then
di"(K)x < dikrad(lc) (K)x < en(K)x < Gn[@ﬁK)X’ for n > ne(K),

and therefore (6.1) holds. Estimates (6.2), (6.3) and (6.4) follow from (6.1). Note that ng
depends only on rad(K) and on how fast ¢(n) grows to infinity. O

Theorem 24 and Theorem 9 can be combined in the next corollary which can be viewed
as a generalization of Corollary 6.4 from Petrova and Wojtaszczyk (2023). The latter covers

the particular case p(n) = cn.
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Corollary 25 Let K C X be a compact set of a Banach space X and the function ¢ : N — R
be such that p(n) > clogyn for some fized constant ¢ > 0. Let d)*(K)x be the Lipschitz
width of K with Lipschitz constant ~, = 29" . Then the following holds:

en(K)x < [logy n]ﬂn_o‘, neN = d"(K)x < [logQ(nw(n))]ﬁ[ngp(n)]_a, n €N,

en(K)x < [logan] ™ *n e N = d"(K)x < [logg(np(n))]”%, n e N,
where o > 0, f € R".

It follows from Theorem 3.1 from Petrova and Wojtaszczyk (2023) that when ~ is inde-
pendent on n, i.e v = const (this case is excluded in Corollary 25 because of the condition
¢(n) > clogyn), we do not have matching lower and upper bounds for d;,(K)x in the case

when ¢,(K)x = [logy n)?n~%, namely we have

[logsy n}ﬁn_o‘,, n €N,
logy n]’~%n~%, n e N.

en(K)x < [logy n]ﬁn_a, neN,a>0,eR = d)(K)x <
en(K)x 2 [logan)Pn ™ neN a>0,3eR = dl(K)x >

It is still an open question whether the upper bound for d;,(K)x in this case can be im-
proved to d(K)x < [logyn]?~*n~%. The following example, constructed in Petrova and
Wojtaszczyk (2023), is in support of this conjecture. The compact subset (o) C cg of the
Banach space cg of all sequences that converge to 0, equipped with the £, norm, defined
as

K(0) := {oje;}32, U{0}, ;= (logy(j + 1)),
where (e;)72; are the standard basis in co has entropy numbers €,(K(0))c, =< n~1 and
Lipschitz width d})(K(0))e, < n 1 [logy(n +1)]7L, v = const.

Corollary 26 It follows from Lemma 6 and Corollary 25 that if a compact subset I C X

of a Banach space X has entropy numbers €,(K)x = [logyn]’n= or €,(K)x = [logyn] ™2,

then for any c1,¢ > 0 and a,a; > 0, we have
d?fn (IC)X - dQCln(IC’ EZO)X7 dianloggn(IC)X - d2alnlog2n(’C7 KZO)X7
where the constants in < depend on ¢ and c1, or a and a1, respectively.

Proof: We consider the case when 7, = 27" (the case y, = 29719827 is similar). We take
any ¢; > 0 and fix ¢ < ¢q. Then, for n big enough we have c¢in > en + logy(2n + 1) and it
follows from the monotonicity of the fixed Lipschitz widths and Lemma 6 that

di " (K)x < d (K 00)x < d® T 05 ) x < " (K)x
On the other hand, d2™ (K)x =< d*"" (K)x = a2 (K)x, see Corollary 25, and therefore
a2, ) x = d27 (K) x = d2 (K)x.
The proof is completed. O]

We can further refine Theorem 24 in some cases and the following lemma holds.
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Lemma 27 Let v, = 22" with ¢ : [1,00) = R an increasing non-negative function such
that o(n) — oo asn — oo and dy* (K)x > co2~¢™ for some co > 0. Then, forn sufficiently
large, we have that

d'San (K)x < €an @1 (K)x <3d)"(K)x. (6.6)

[
In particular, if &y (K)x =< [logy(ne(n))]Pne(n)] =%, and

e if the function ¢ is such that there is a constant ¢y > 1 for which sup plen)
neN go(n)
then
em(K)x = [logomPm™, meN.
p(cn)

o if for every ¢ > 1, sup = 00, then the lower and upper bound in (6.6) are
neN ap(n)

asymptotically different in the sense that

[#’(8")} “ [logQ %0(871)] =8 . B>0,

d%n(,C)X S @(n) 90(”)
g (K)x ™~
" p(8n) 1%

Proof: Following the proof of Lemma 15 and using the fact that dj" (K)x > ¢o2~%(), we
obtain for the choice ¢ = 3d;"(K)x > 0 that the entropy numbers ¢,.(K)x < 3d)"(K)x,
with

r = [n(p(n) +logy2ld)" (K)x]™1)] < [n(20(n) + )] < [4np(n)], (6.7)

provided n is sufficiently large, and thus

€[4np(n)] (IC)X < 3d%n (IC)X

On the other hand, Theorem 24, gives that
dgfl" (K)x < ngw(gn)] (K)x.

We derive (6.6) from the monotonicity of the entropy numbers, the latter two inequal-
ities and the fact that ¢, as an increasing non-negative function, satisfies the condition
sn[ €57 > [4np(n)].

Now, let d)"(K)x = [logy(ng(n))]?[ng(n)]~®. If there is a constant ¢; > 1 for which

the quantity sup elan) < 00, then Lemma 31 (see the Appendix) gives that sup eleon)
neN (p(n) neN QO(TL)

is finite for all ¢g > 1 and the conclusion follows from Lemma 32 (see the Appendix) with

¢ =8 and a; = (K)x. If for all ¢y > 1 we have sup #lcon)
neN QO(n)
Lemma 32 to complete the proof. ]

= 00, then we apply again
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Remark 28 All functions ¢ from Table 1 or Table 2 satisfy the condition sup plen) < 0

neN So(n)
for all ¢; > 1, and therefore it follows from Lemma 27 that for v, = 27 with ¢ being any
of these functions,

A (K)x = [logy(ne(n)]P[ne(n)] ®, neN,a>0, 8eR = (K)x = [logyn]’n™® neN.

Observe that Lemma 27 does not cover the case when ~,, = const, that is, ¢(n) = const,
because the Lipschitz width d,(K)x — 0 as n — oo, and therefore would not satisfy the
condition d}(K)x > ¢02 9" = C. We discuss this case separately in the lemma that
follows.

Lemma 29 Let K C X be a compact set, v = const, (§,) be a sequence of positive numbers
such that & — 0 as n — oo, and d)(K)x > &,. Then we have that for some positive
constants c, cy,

A () x < €0ron, ety (K)x < 37 (K)x. (6.8)

In particular, if &, = 27", we have d5*%" (K)x < €2(K)x < 3d3(K)x, and when &, = n™®
we have d%mw (K)x < €c[nlogyn) (K)x < Bd;yl(K)X'

Proof: Again, it follows from the proof of Lemma 15 that for ¢ = 3d},(K)x > 3, > 0 the
entropy numbers €,(K)x < 3d})(K)x, with

r = [n(logy v + logy (2[d) (K)x] ™)1 < e[nlogy(€,1)1,
if n is large enough, and therefore
6c[n log(ggl)] (IC)X < SdZ(IC)X (69)

We take k,, to be the smallest integer such that c[nlog(&,1)] < nk,. From (Petrova and
Wojtaszczyk, 2023, Th. 3.3), (6.9), and the monotonicity of entropy numbers and Lipschitz
widths we get

de& () x < d2 "™ (K) x < e, (K)x < €y 105, 61y () x < 3d3(K)x,
where we have used in the first inequality the definition of k,,, namely that
clnlog(&")] > nlkn — 1).

The proof is completed. U]

7. Conclusion

In this paper, we further develop the theory of Lipschitz widths for a compact set K in
a Banach space X to include Lipschitz mappings with large Lipschitz constants. The
theory is then applied to NNs to obtain Carl’s type inequalities for deep and shallow neural
network approximation, where the error is measured in the Banach space norm || - || x and
the requirement for X is that C(]0,1]?) C X is continuously embedded in X. In fact,
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this method can be used to obtain Carl’s type inequalities for any feed-forward NN with
predetermined relation between the width W and depth n of this network.

Our analysis is executed by utilizing the growth of the ¢2) norm of the parameters of
the NN, namely |y[[¢m < w(m) (with m = 72 or m = W) for a given function w. Note
that all results for NN approximation utilize the behavior of the Lipschitz width dp* (K)x,
which is defined as the infimum of the fixed Lipschitz width d¥™(KC,Y,,) over all possible
norms Y, in R™. Therefore, all results will hold no matter what norm we choose to bound
the NN parameters, i.e. all statements will hold if instead of ||y|[;m < w(m), we choose
lylly,, < w(m), where Y,, is our favorite norm.

Our estimates can be applied to any novel or classical classes of functions as long as we
know estimates on their entropy numbers.
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Appendix

In this section we provide the proofs of some of the theorems and lemmas we use in the
paper.

Proof of Lemma 2: We fix a norm | - ||y, on R™ and take any r > 0 and map
Ly, : (By,(r),|l - lly;,) = X with Lipschitz constant y/r. We consider the onto r-Lipschitz
map 7 : By, (1) — By, (r), defined as n(y) = ry. Clearly, £, on: (By,(1),] - |ly,) = X is
~-Lipschitz. Therefore we have

(K, Yo)x <sup inf |f—=Lyon(y)l|x=sup inf ||f—Lu(y)|x,
fek y€By, (1) fek YEBy, (r)

which gives

dK,Y,)x < inf inf L, : 1
( )x < Loty sup yegin(r)llf (y)llx (-1)

where the infimum is taken over r > 0 and all v/r-Lipschitz maps L,, : (By, (r),|‘]lv,,) = X.
Observe that we can argue in the another direction too. For fixed § > 0, we take a
v-Lipschitz mapping L] : (By, (1), - |ly,) — X such that

sup inf ||f—LL(y)|lx < d(K,Y,)x +6.
fek y€By, (1)

We fix r > 0, define the 1/r-Lipschitz mapping n from By, (r) onto By, (1) as n(y) = y/r
and consider the v/r-Lipschitz mapping £, o n : (By,(r),] - |lv,)—=X. Since £, on is a
«/r-Lipschitz mapping and we have

inf su inf —L, < su inf —L] o = su inf -L ,
Ln.r>0 fellé YEBy, (r) 7 W)llx < felré yEBy, (r) 11 Wl fe]rc) yEBy,, (1) If Wl

which gives that

(2SR it I~ Ln@)lx < 7K Ya)x

Since J is arbitrary, the above inequality and (.1) prove the lemma. ]
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Proof of Lemma 6: It is known, see (Tomczak-Jaegermann, 1989, Prop. 37.1), that
for any two n-dimensional Banach spaces Y7 and Y3 there exists a constant p < n, p = p(n),
and an onto linear map T : Y] — Y3 such that ||T]| - |[T7!| = p. By suitable rescaling we
can assume that ||| =1 and |77} = p.

Let (R™, .||y, ) be the space determined from the norm || - ||y, in Theorem 1. From the
above we infer that there exists a linear map 1" with the properties

T: R Nz) = ®"y.), ITI=1 [T7" =p.
We now define the mapping

_ lylz.
1Tyl

o(y) :=t(y)Ty, where t(y):

Since [[¢(y)ly, = llyllz,, we conclude that ¢ : (Bz, (1), |[-[|z,) = (By, (1), [ly,). Moreover,
¢ is an onto mapping since for every 3’ € By, (1), there is

/
YlYn
Y= ||TH_1!/’yHZT Yy € By, (1), suchthat o¢(y) =1y

Note that t(y) < p since [lyl|z, = |77 (Ty)lz, <17~ ITyly, = plITylly,, and

yllz, _ zllz.
ITzlly, T[]y,

yllz Iyl z
t(y) —t(z)] < - -
ITylly, Ty,

1yl z.,
1Tyl|y, [ T2y,
t(y)

1 p+1
1Tz =y, + 77—z = vllz, < 55—z = yllz..-
1Tz, 1Tz, 1Ty,

1
TNy, = ITyllvnl + o 2l 2, = Nz,
1Ty,

Therefore, for every y,z € By, (1), using the above two inequalities, we obtain that

[6(y) — ¢(2)]ly, LTy = 2)llvn + [t(y) = LTy,

<
< plly=zlz, +(p+Dly = 2llz, = 2o+ Dlly = 2l 2.,

which shows that ¢ is a (2p + 1)-Lipschitz mapping.
Now, if £, : (By,(1),] - [ly,) — X is any 7-Lipschitz mapping, then the composition
Lpo¢:(Bgz, (1),|-|lz) = X is a (2p 4+ 1)7-Lipschitz mapping for which

dPPON(K, Z,)x <sup  inf  ||f = Lood(y)lx =sup inf [If — La(y)]x.
fek v€Bz,(1) fek y€By, (1)

Next, we take the infimum over ®,, and obtain

d(2p+1)7(K:’ Zn)X < d’y(IC,yn)X = d’Y(IC)Xa

n

which completes the proof since p < n and the Lipschitz width is monotone with respect to
the Lipschitz constant. O
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Proof of Theorem 9: We prove the theorem by contradiction and start with (i). If
(4.2) does not hold for some constant C, then there exists a strictly increasing sequence of
natural numbers (n)?2,, such that

o™ (K) x [nip(ng)]

P = -0 as k— oo.
; [logs (nkp(ny))]?

To simplify the notation, we denote Py := nip(ng) and we then write

_ prllogy P’ 2py[logy )P

Yn
dn,f (K)x = Po < Po =0, k=1,2,....
We also denote Qy, := logs(3vn, (5,;1) and apply Proposition 8 with 7, = ¢1(log, n)Pn=% and
6 = 0j to obtain
B
o i [logy P
c1 [logy (nkQr)]” mi Q< 4k[g72ak]
[Pr]
We rewrite the latter inequality as
P! [10g2(nka)r < 4 [ Q. r (.2)
¥ logy Py, ~a ()

In what follows, we denote by C a generic constant whose value may change every time.
Observe that

Qr = c+p(ng) +logy(p, ') + alogy Py — Blogy(log, Py)
= o(ng) + logQ(pgl) + logy P < @(ng) + logz(plzl) + logy ny.

Since for all k’s we have logy nx < cp(ng), then
Cip(ng) < Qr < Clp(nk) +loga(pi 1)), (-:3)

and therefore

[ Qs r‘ <C [gp(nk) + 108;2(171:1) <C [1 +10g2(p;1)]a‘ (4)

o(nk) o(nk)

We now consider the following cases.
Case 1: 5> 0. It follows from (.3) that

logy (nkQk) S Clog2 P, _c
logo P~ logy Py ’

which combined with (.2) and (.4) gives

10g2(nka)} 7 [ Qr
logy P o(ng

4

-1
Py Scl[

)] < C'[1+1logy(ppM)]”,
which contradicts the fact that pgl — 00.
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Case 2: < 0. It follows from (.3) that

logy(nkQk) _
logy P, — logy Py

logy (ni(p(nx) + loga (p, 1)) (5)
and we consider two cases.
Case 2.1: If for infinitely many k’s we have log,(p; ') < ¢(ng), then for those k’s (.5)

becomes
loga(mQu) _ loma(m(2e(m) _ .
logo P, — logy Py -

and (.2) gives

-1 < 4 [logQ(nka))

P cr logy Py,

-B
o ] [1+logy ()] < O [1+loga(p )],

which contradicts the fact that pgl — Q.
Case 2.2: If for infinitely many k’s we have logy(p, ') > ¢(ny) > clogy ny, then (.5)
becomes

logy (1 Qk)
logy Py,

IN

C'logy(ny logy(py, 1)) = C(logy ny + logy(logy (py 1))
< C(logz(pgl) + 10g2(10g2(p;;1)))§ ClogQ(plzl),

and leads to

-8
pt s [ PEORI n ig) < € ot )] 7 1+ o)

C1

which contradicts the fact that plzl — Q.

To prove (ii), we repeat the argument for (i), namely, we assume that (ii) does not hold,
and therefore, there exists a strictly increasing sequence of natural numbers (ny)° , such
that

€L = d%Z(’C)X[Dk]a —0 as k — oo,

where Dy, := logy(nkp(nk)). We write
duy (K)x = ex[Di] ™ < 2ex[Dp] ™ =1 0y, k=1,2,..., (.6)

and use Proposition 8 with 7, = ¢ (logy n)~* to derive ¢; [logy(nx Q)] < 4e, D, *, where
as in (1) we have the notation Qj, := logy (37,0 *). We rewrite this inequality as

el < 4 [logz(nka)r_
C1 Dk

(-7)
Since logy ni < cp(ng), we have

Qr = logy(1.5) + p(ng) + logy(er ) + alogy Dy
Cle(nk) + logy(er ') + logy (logy i, + logy (p(ng)))]

<
< Clp(ng) +logy(er ) + loga(w(ne) + loga(w(na)))] < Clio(ni) +logs(er )],
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and (.7) becomes

logy (ny,(¢(ng) + logy (e 1))
2 B 2k . (.8)

1
e, <C

Case 1: If for infinitely many values of k we have logy(e; ') < ¢(ng), then e, * < C, which
contradicts with the fact that elzl — 00 as k — 00.

Case 2: If for infinitely many values of k we have logy(e, ') > ¢(ny) > clogy ny, then for
those k’s we get Dy, > C, so (.8) becomes

-1

€ C [logy (ni((ni) +logs(er1)))]” = O [logy 1 + logy (k) + logy(e;1))]”

<
< C [logy(e; ") +logy(logy (e, )] < C [logy(ep )],
which also contradicts with the fact that e,;l — o0 as k — oo. The proof is completed. [

Proof of Lemma 15: It follows from Proposition 3.6 in Petrova and Wojtaszczyk (2023)
that if d)" (K)x < €/2, then

fynz%eNg/n(zc) = N/(K)<
€

Coem) 1"
62 ] <o

where N(K) is the € covering number of IC (the cardinality of the minimal e-covering of K)
and

r=r(n) = [n(p(n) + logy(6/€))]

is the smallest integer that this inequality holds. We rewrite the above as €,.(K)x < e.
If d)*(K)x = 0, then for any k € N such that k > ¢(n), we take ¢ = 6 - 2¢(") =% and
obtain r = nk and
Enk(IC)X <6- 2e(m)—k — 6 - ’yn27k.

This is an optimal estimate since for the ball K, := {y € R" : [yllex < v} of radius ,
in R™, we have that d;)"(K,,)x = 0 since for the ~,-Lipschitz mapping ®(y) = v,y we have
Kn = ®(Bgg(1)). On the other hand, it is a well known fact that for any integer s we have,
see Carl and Stephani (1990),

7n2_8/n < ES(ICTL)X < 4’7712_5/”-

Now we continue with the other cases of the behavior of the Lipschitz width d,"(K)x
under the assumption that y,, = 2¢7°l1°827% " the case when e = 3d;" (K) x with &} (K)x >
0, we obtain that €,.(K)x < 3d)"(K)x, where

r(n) = [n(p(n) +logy (2[dy" (K)x] ™)1 < [n(2¢p(n) — logy(d) (K) x))]- (:9)
In the case when 0 < d)" (K)x < [logy n]®n=, it follows from (.9) that
r(n) < [nPT logy n]? + nalogy n — nflogy(logy n)] < [nP 1 [logy n)? 4 nlogy n

provided n is sufficiently large.
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Case 1: p>0and ¢ € R or p=0 and ¢ > 1. For this range of p and g we have

r(n) S n'*Pllogy n].
In this case, for each k € N large enough, we consider n = n(k), defined as
n = [k @+ [log, k]~ @+ < 251/ P+ [log, k]~7/ @+

and for k large enough we have

r(n) 10g2(k1/(p+1) log, k]*Q/(erl))]q

AN

[k1/<p+1> llog, k]—q/<p+1>}”“ [

q

—  kllog, k|9 1)~og, k — —L log, (log, k
[logy K] [(er) 08 p+10g2(0g2)

Note that

(p+ 1) logy k — ]% log, logsy k =< logs k, (.10)

and therefore
r(n) < k[logy k] [logy k]q =

Since €;(K)x is a monotone decreasing sequence, we have that

er(ny(K)x < 3d)"(K)x < [logyn]’n™

eenK)x <
< [logy (kY Pt D[log, k]~ P B[RV P+ 10g,, k] ~9/ P+

1 q B i
g losek — o logs(loga k)| kTP D log, k7Y

It follows from (.10) that
ok()x S [logy k] k0/ W) log, Kjo/@1) — =o/(r+) [1og, P55

Case 2: p=0 and ¢ < 1. For this range of p and g we have r(n) < nlogyn. In this
case, for each k € N large enough we consider n = n(k), given as

n = [k[logy k] '] < 2k[logy k]!,
and for k large enough we have
r(n) < kllogy k™" log, (k[logy k] ™') = kflogy k] ™" [log, k — logy (log, k)] -

Using the fact that log, k —log,(logy k) < logsy k, we conclude that r(n) < k, and as in Case
1, we have that

enK)x < m(K)x <3d)(K)x S [logyn)Pn=* < [logy(k[logy k] 7)])° [k[logy k] 1)~
= [logy k — logy(logy k)]ﬂ k™ [logy k]* < k™ *[log, k)7,

and the proof for this particular case is completed.
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Now, when 0 < d" (K)x < 27", it follows from (.9) that
r(n) < n(p(n) +n) S [0 logy n]? +n?].

Case 1: 0 <p<land geRor p=1and ¢ <0. For this range of p and ¢ we have
r(n) < n?. In this case, for each k € N large enough we consider n = n(k) given by
n = [Vk] < 2vk, and for k large enough we have r(n) < k and thus

earn)x < e (K)x < 3dp(K)x S 27" 27V,

Case 2: p>1land g€ Ror p=1 and ¢ > 0. In this case 7(n) < nP*![logyn]?, and
for each k € N large enough, we define n = n(k) via

n = [k (log, k]~ P+D] < 251/ P+ D [1og, k]~9/P+D),

and for k large enough, as before, we have

+1
r(n) < {kl/(zﬂrl)[logQk]—q/(p+1)]p log, (k' Pt log, k] =9/ (P+1))a

q

1 _logy(loga k)| < Kllogy k]~ [logy k)7 = k.

+1

= k[10g2 ]{}]_q |:(p + 1)—1 10g2 k— .
Therefore, we obtain
ean)x S dyr(K)x S 27 < 2 clklloga M/,

This completes the proof of the lemma. O
We now state and proof a lemma that we used in §5.4 and §5.5.

Lemma 30 Let >,, n € N, be compact subsets of a Banach space Y which is continuously
embedded in the Banach space X and let (§,)72, be a sequence of non-negative numbers such
that inf, & = 0 (in particular lim, 00 &, = 0). If Vi, :={f € X : dist(f, %) x < &},
then the set K := (.2, Vs, is compact in X.

Proof: Since each ¥, is a compact set, each V,, is a closed and bounded subset of X. This
implies that C is closed and bounded (possibly empty) subset of X. To prove that K is
compact, we argue via contradiction. Let us assume that there exists 6 > 0 and a sequence
of elements (f;)?2; C K such that |[f; — fi||x > 0 whenever j # j'. Let us fix n such
that &, < /3. Since (fj);";l C Vp, for j € N we have f; = v; + ¢, where v; € ¥, and
lgjllx < & Thus

lv; —vjllx = If5 = fir — a5 +apllx > If5 = firllx = llgillx — llagllx =6 — 2§ >6/3,

which means that §/3 < |lv; —vy|x < Cllv; —vj|ly, and thus X, is not compact. The
proof is completed. O

We next state a simple lemma that we use in the proof of Lemma 32.

Lemma 31 The following holds
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o The function fuo g : [1,00) — R, defined as fu 5(t) =t *[logyt]®, for a >0, B € R
is bounded, monotonically decreasing on [1,00) when B < 0 and on [2°/%,00) when

B =>0.

o If p:[l,00) = R is an increasing non-negative function then

dec1 > 1, such that sup plein) <oo & Ye>1,sup p(cn) <
neN (1) neN p(n)
Proof: The proof is simple calculus and we omit it. 0

Lemma 32 Let (a,) be a monotone non-increasing sequence and ¢ : [1,00) — R be an
increasing non-negative function such that p(n) — oo as n — oco. If there is a constant
¢ > 1 such that

_ logaenpen)))? _ logy(np(m))
An = [eng(en)]® S en[ge(en)] S o) B, (-11)

then

cn
o if the function ¢ is such that there is a constant ¢1 > 1 for which sup wlen)
neN So(n)

then ay, < (logym)?m=, m =1,2,....

cn

e if there is ¢ > 1 such that sup plen)
neN gp(n)

are asymptotically different in the sense that

= 00, then the lower and upper bound in (.11)

2] loea 56 RN}

|" s<o0

Proof: It follows from Lemma 31 that the quantity sup (’0(?7;) can be either finite for some
neN PN
¢1 > 1 (and therefore for all ¢ > 1) or infinite for every ¢; > 1. Let us first consider the
former case, which, according to the same lemma, gives that sup 80((671)) =p=p(c) < o0.
neN PN

We next bound the quantity f—: as

= ltasen] (5] —oms=e

since S, < p and

| g1 loms(enp(en) _ Toga(ep) +logs(np(n) _ . lomalep) _,

" logy(neg(n) T logy (ne(n)) ~ loggngp(n)

)
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for n large enough. Thus, (.11) becomes

A < Ay (.12)

n S GenfLp(en)] S

We now fix k and choose n = n(k) such that en[1p(cn)] < k < c(n+ 1)[3p(c(n + 1))].
Clearly, because of the monotonicity of (ax) and (.12), for such k we have

An+1 S ag S An (13)

Next, let us consider the ratio

An logsy (cnp(cn)) A 1\ ple(n+1) a:' .
i~ oo () e s

n
Note that AnAnH_1 < (1. Indeed, since

ple(n+1)) _ ¢@2en) _ p(2en) _ @(2en) p(2n)
plen) = plen) = p(n) ¢(2n) (n)

< p(c)p(2),

we have

and

| < pt = logaleln + Dele(n +1))) _ logy(2enp(c)p(2)(cn)

)

logy (cnp(cn)) ~ logy(en) + logy(p(cn))

1 +logy(cn) + logy(w(cn)) + logy(p(c)p(2)) logy(p(c)p(2))
)

<2

—_ 9

logy(cn) + logy p(cn) logy(cn) + logy p(cn)

for n large enough. Then, we can rewrite (.13) as

A, Sap S A, for cn[%cp(cnﬂ <k<ecn+1) [%cp(c(n +1))].

For any k in this interval we have that
1
nip(en) <k < cfn +1) (Qso(c(n 1)+ 1) < e(n+g(e(n + 1))

for n = n(k) big enough. Therefore, it follows from Lemma 31 that

fa,5<2k) < faﬂ<cn90(cn)) =Ap Sap S An S Ang1= faﬁ(c(n + Dp(c(n+1))) < fa,ﬁ(k)7

which implies that a; =< k~*[log, k]ﬂ with constants depending on p, « and £5.

Finally, in the case when there is a ¢ > 1 such that sup plen)
neN @(n)

= oo (and therefore this
holds for every ¢ > 1), we have that

v o] ] 2 (] a0
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When 5 > 0 we write ¢(cn) = k(n)p(n) and have

— = n)|¢ logQ(ngO(n))
= O g, e+ Togak(m) + logamp ()

We consider n large enough so that np(n) > c.
Case 1: If k(n) > np(n) we have that

By (k) k(n)o
4, ~ loga(nem) G NP = Togy (k(n))P

for n large enough.
Case 2: If k(n) < np(n) we obtain that

6
> [k(n)]*377 2 [k(n)),

B, o logy (np(n))
A, k() 210g2(n2<p(n))+10ggc

which concludes the proof of the lemma. We do not know whether in the case when

p(cn)

sup ) = 00, the discrepancy of the behavior of % for positive and negative (’s is
neN PN "
supported by examples or is due to our approach. ]
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