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Abstract

We provide an a priori analysis of a certain class of numerical methods, commonly referred to as
collocation methods, for solving elliptic boundary value problems. They begin with information in the
form of point values of the right side f of such equations and point values of the boundary function g
and utilize only this information to numerically approximate the solution u of the Partial Differential
Equation (PDE). For such a method to provide an approximation to u with guaranteed error bounds,
additional assumptions on f and g, called model class assumptions, are needed. We determine the best
error (in the energy norm) of approximating u, in terms of the number of point samples m, under all
Besov class model assumptions for the right hand side f and boundary g.

We then turn to the study of numerical procedures and asks whether a proposed numerical procedure
(nearly) achieves the optimal recovery error. We analyze numerical methods which generate the numerical
approximation to u by minimizing a specified data driven loss function over a set ¥ which is either a finite
dimensional linear space, or more generally, a finite dimensional manifold. We show that the success of
such a procedure depends critically on choosing a correct data driven loss function that is consistent with
the PDE and provides sharp error control. Based on this analysis a loss function £* is proposed.

We also address the recent methods of Physics Informed Neural Networks (PINNs). Minimization of
the new loss £* over neural network spaces 3 is referred to as consistent PINNs (CPINNs). We prove
that CPINNs provides an optimal recovery of the solution u, provided that the optimization problem can
be numerically executed and ¥ has sufficient approximation capabilities. Finally, numerical examples
illustrating the benefits of the CPINNs are given.

1 Introduction

This paper is concerned with numerical methods for solving elliptic partial differential equations (PDEs).
Our primary goal is to provide a rigorous analysis of rates of convergence for collocation methods, including
PINNs (Physics Informed Neural Networks), for solving such differential equations.

Let Q be a bounded domain in the Euclidean space R%, d > 2, and € be its closure in R?. Consider the
elliptic Dirichlet problem
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flx), xeQ,
u(z) = g(z), ze€oQ, (1.1)

where 09 is the boundary of Q. In order to prove the existence and uniqueness of a solution to (LII), one
needs to impose conditions on f,g,a, and . A standard set of assumptions that guarantee the existence
and uniqueness of a solution () is the following:

A1l: Q is a Lipschitz (graph) domain, i.e., Q is an open connected set in R? with a Lipschitz boundary in
the sense described in [57];

A2: fe H1(Q);
A3: g € H/?(09);
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A4: the diffusion coefficient a satisfies the coercivity condition
0<r<a(x)<M, xeQ, (1.2)

for some constants r, M > 0. Here the spaces H*(£2), s € R, are the Sobolev spaces of order s in Ly ().
Under the assumptions A1-A4, the Lax-Milgram theorem (see e.g. [25]) implies that (1)) has a unique
solution u € H'(Q) which satisfies

Al fllz-1) + gl e} < llullmw < CUflla-1@) + lgllm2eo ) (1.3)
where the constants ¢, C' depend on €2, r and M [ Therefore, if we consider the theoretical loss function
Lr(v) = |If +Avlg-1) + 19 = vllz/200); (1.4)

then minimizing this loss over the whole of H'(Q) has u as its unique solution.

In order to make our presentation as clear as possible, we want to avoid the technicalities of handling
general domains and general diffusion coefficients a. Accordingly, we restrict our presentation to the case
Q = (0,1)? and @ = 1. This will allow us to concentrate on the novelties of PINNs and alternative collocation
methods. The treatment of more general settings for the diffusion ¢ and domains €2 is left to future works.
We also want to point out that assumptions A2-A3 could be replaced with other smoothness assumptions
on f and g, respectively, which will result in a theory similar to the one described in this paper.

1.1 Numerical methods for solving (L))

We are interested in numerical methods for solving (ILT). The most prominent of these are the Finite Element
Methods (FEMs) and the adaptive variations of these (AFEMs). Over the last decades, a rigorous theory
has been developed for FEMs and AFEMs which guarantees, a priori, the convergence of these numerical
methods and even provides bounds on their rate of convergence under additional assumptions on f and g.
These additional assumptions stipulate extra smoothness of f and g than those assumed in A2-A3.

A numerical method assumes that f, g, and 2 are known and suggests a procedure for solving (L.1]) based
on that information. The numerical procedure generates a function @ which is an approximation to u. The
efficiency of the numerical method is then evaluated in the following sense. One chooses a norm || - ||x in
which to measure performance and then seeks to quantify how fast the error ||u — 4|/ x between the true
solution u and the output @ of the numerical procedure tends to zero in terms of the complexity of the
numerical procedure. The classical norm || - || x used to measure error is the energy norm which corresponds
to choosing X = H'(Q). Other function norms sometimes used to measure error correspond to X = L,(Q),
1 < p < oo. We restrict our analysis of convergence and rates of convergence to the case X = H!(f2) in
going further.

An important question is how one can compare the performance of different numerical methods for
solving (LI in order to give a fair competition between all possible numerical methods. This is typically
done by assigning some form of complexity to the numerical method. In the case of FEMs and AFEMs,
this complexity can be measured in terms of the number n of machine operations used to compute u,, = @
and there are theorems that give a priori bounds for the error |[u — iy || g1(o) under additional assumptions
on the smoothness of f and g (see e.g. [5]). Some alternatives to measuring the complexity n in terms of
machine operations are the following. If the numerical approximation @ to u is an element from a linear
n-dimensional space V,,, then the associated complexity is typically assigned to be the dimension n. This
may not be directly converted to an appropriate number of machine operations because numerical stability
becomes an issue. If the approximation @ comes from a nonlinear manifold M, then one can use the
number of parameters n determining the manifold as a complexity measure. However, in the latter case,
one has to impose extra conditions on the manifold (or the numerical procedure) to prevent the use of space

IThroughout this paper, we use the notation ¢, C, c1,C1, etc, to denote constants. Unless they are absolute constants, we
indicate the quantities on which they depend when they occur. The value of these constants can change at each occurrence.
We also use the notation A < B to denote that c;A < B < ¢caA with ¢1,¢ca > 0.



filling manifolds and thus avoid unstable numerical methods, see [9]. In the absence of such restrictions,
the numerical method may require an inordinate amount of computational resources to achieve a desired
accuracy even in the case when the dimension n is small.

Another issue to consider is in what sense f, g, are known/given to us. One setting is to assume that
we can query (ask questions about) f, g, 2, and receive the answer to such queries. In this setting, one has to
decide which type of questions are allowed and whether these queries are answered free of charge or should
the cost of asking/answering such queries be included in the numerical cost of the algorithm. For example, in
FEMs, the data used are certain linear functionals (inner products with the basis functions of the Galerkin
space) which are then utilized in the FEM approximation.

In this paper, we are interested in collocation methods as described in the next section. Accordingly,
the linear functionals we consider are point evaluations of f and g at points from Q. In order for these to
make sense, we assume that f and g are continuous functions, i.e., f € C(Q), g € C(99). The accuracy of
how well @ approximates u will depend on two components. The first is the number m of point evaluations
and their positioning. The optimal accuracy that any numerical method can achieve from these m pieces of
information under the model class assumption on the function is called the optimal recovery rate. A central
question in this paper is to determine this optimal recovery rate under various model class assumptions,
provided the m data sites are optimally positioned. This is the subject of §3l

A second item in collocation methods is how one numerically uses the m pieces of information provided
to create a numerical approximation to u. If ¥,, is the underlying space used to create 4 then the accuracy of
the numerical recovery will depend on n and the choice of ¥£,,. In other words, @ can be viewed as @ = ty, .
If one fixes m, then one can study how fast the accuracy of approximation ||u — @y, m || tends to the optimal
recovery rate as n — oo. This issue is discussed in §8

Concerning the sense in which we know €2, one usually considers polyhedral domains whose vertices and
edges are given to us. As already noted, for simplicity, we assume that Q = (0,1)%. However, with some
additional technicality, we could equally well start with polyhedral domain. The standard way of handling
more general domains (2 is to first find a polyhedral domain Q that approximates €2, solve the corresponding
PDE on Q and then analyze the effect of the approximation of €2 by 0.

1.2 Collocation methods and PINNs

Recently, there has been significant interest in using neural networks (NNs) as a nonlinear manifold to
generate the approximation 4 to the solution w of (IIJ). Let X, denote the set of outputs of a neural
network with n parameters and fixed architecture. Once 3, is chosen, the numerical procedure queries
f and g and then uses this information to numerically construct a function @ € ¥, which serves as an
approximation to w in a specified norm || - ||x. The queries of f and g are taken as point evaluations at
specified points from €, thereby providing the values
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where x; € Q,i=1,...,m, and z; € 9, i = 1,...,mm, are the query sites. We refer to these points as data
sites and denote them by
X ={x1,...,xm}, Z:={2z1,...,%m}
The performance of such a numerical method will depend on the numbers m, 7, which we refer to as the
query budget, and also on the positioning of these points.
In PINNSs, the numerical procedure to find 4 is to search over X, and find a & € 3,, which ‘fits the data’.
The most frequently used procedure (there are many variants) is to take @ as one of the elements of the set

@ € argmin Ly(9), (1.6)
Sex,
where N B
m )\ m
£0(8) = = S IAS (i) + Fxo)]? + 2 D[S () — gla)] (1.7)
=1 i=1



with A being a tuning parameter. For simplicity, throughout the paper we will set A = 1 and consider the

loss

1/2 1/2
1

— > [8(z) - g(z0))? (1.8)

=1

ZASXl + f(x)]? +

in our analysis. Note that this is equivalent to the square root of the typical PINNs loss with A = 1. The
appropriateness of the loss £ and how m,m, A and the data sites (X, Z) should be chosen are major issues
and one of the focal points of this paper.

The PINNs numerical procedures fall into the broad class of collocation methods for solving PDEs, i.e.
numerical methods that use only values of f and g at specified data sites X and Z. Such methods were
studied in the last century (see e.g. [I [34 BI]) but became less popular with the advent of FEMs. The
novelty of PINNs is to use neural networks instead of polynomials or splines to build the approximation @
from the given data.

Some assumptions are necessary for collocation methods to make sense. Firstly, to ensure that point values
of f and ¢ make sense, we assume that f and g are continuous function on Q and 05, respectively. Secondly,
to have any hope of proving a priori guarantees on convergence or rates of convergence as m,m,n — 00, we
need at a minimum that f comes from a compact subset F of C(Q) and g comes from a compact subset G
of C(8€). This in turn guarantees that u is in a compact subset U of H'(Q).

1.3 Overview of this paper

The idea of using neural networks to solve PDEs goes back to the last century [20, [39], and has recently
become extremely popular with the introduction of physics-informed neural networks (PINNs) [50]. Despite
the increasing usage of PINNs for numerically solving a wide range of PDEs (see for example, [36] [6] [0} [6], [43]
and the references therein), a satisfactory analysis of the convergence and performance of these methods
has not been given. Some partial progress towards this goal has recently been made, see for instance
[24, [45] 53| (54 [65].

For example, in [53], convergence is proved in the C(Q)-norm for a modified physics-informed neural
network for elliptic PDEs under the assumption that the right hand side f and boundary data g are Holder
continuous. Under the additional assumption that the outputs of the neural network satisfy the boundary
conditions exactly, convergence is obtained in H*(£2). In this situation, the boundary values are not enforced
via the loss function and must instead be implemented through the neural network architecture. We remark
that although methods for exactly enforcing boundary conditions with neural networks have been proposed
n [39, [40L B], this approach appears unable to rigorously handle arbitrary boundary conditions on general
domains.

Further, in [54] and [65], an abstract framework for analyzing methods based upon residual minimization,
such as PINNGs;, is presented. This framework has been used in a variety of follow up works to analyze PINNs
(see [2 58] 22] for instance). However, the current analysis is, to the best of our knowledge, not able to obtain
convergence rates with respect to the number of collocation points when a fixed (as opposed to random) set
of collocation points are used.

An analysis taking into account the rate of convergence with respect to the number of collocation points
has been obtained in [45]. It applies to the heat equation (instead of elliptic PDEs) under the assumption
that the initial data lies in the Sobolev space H?(Q2) for sufficiently large s to ensure that point values are
well-defined.

However, so far, none of the existing literature treats the problem of obtaining convergence rates in terms
of both the number of collocation points and the network size for elliptic PDEs under general Besov regularity
assumptions on the right hand side f and boundary value g. A proper a priori analysis that addresses this
problem would answer the following questions:

Q1: Given the model class assumptions on f and g, which query sites should be used and how large would
we have to take m and 7 to be able to reach a target accuracy ¢ for the error ||u — @l g1(0)?



Q2: Given a budget of m queries and given model class assumption on f and g, what is the smallest error
that can be achieved in the recovery of u? This is called the optimal recovery accuracy.

Q3: If we use a NN space ¥, with n parameters to build the approximation @ to u, then how large do we
need to choose n to achieve near optimal accuracy?

Q4: If we use minimization of a data driven loss function to generate the numerical approximation u, then
what form should the loss function take so that small values of this loss function guaranees small values of
the solution approximation error, up to the optimal recovery rate ?

The goal of the present paper is to answer the above questions for all Besov space model classes and
thereby establish such an a priori analysis of collocation methods and in particular PINNs. In contrast to
previous works, we also consider the error in the H'(2)-norm, and treat the situation where the boundary
values are enforced through the loss function. As already noted, in order to simplify our presentation, we will
only consider the case of Laplace’s equation (ILI)) with @ = 1 on  and 2 = (0,1)¢. We leave the problem
of handling more general settings to future work. We remark that an analysis of other methodologies for
solving (LI using neural networks, such as the deep Ritz method [60] and finite neuron method [61], can
be found in [42] 411 56, [47] 23] 21].

As we have already mentioned, any a priori convergence analysis of collocation methods requires assump-
tions on the functions f and g in the form that f € F, g € G, where F and G are compact subsets of
the space of continuous functions on the domains € and 9%, respectively. Such compact sets are typically
described by smoothness conditions. In this paper, we measure smoothness by membership in Besov classes.
For this reason, we begin in §2] with the definition of Besov spaces and the properties we will need in the
sequel. That section will also discuss how well functions in Besov classes can be approximated (in various
norms) by piecewise polynomials. All of the results in that section are known and are therefore presented in
a summary form. However, for completeness of the paper, and for the specific presentation of these results,
we give proofs of the results we need in the appendix.

We use membership in Besov spaces B;(L,({2)) as the smoothness we impose on f and g. Once such
assumptions are placed on f and g, we answer questions Q1-Q2 in §3l Questions of this type are commonly
referred to as optimal recovery (OR) of a function u from data. Since our data is given by point samples, this
is also known as optimal sampling. Our general setting is not usually addressed in the OR literature because
our data is not point evaluations of the target function w, but rather of f and g. Nevertheless, we consider the
results of §3l to be for the most part known in the sense that we are simply piecing together various known
results and techniques such as those in [12] 13} 38| [49]. The paper [59], which studies optimal sampling
with respect the negative Sobolev norm H~!(Q) on Lipschitz domains 2, comes closest to presenting the
optimal recovery results in the form we need. However, note that the cases 0 < p,q < 1 for all d, or p =1,
0 < ¢ < 00, d =2 are not covered in [59]. Notably, we observe that the optimal sampling rates for Besov
spaces in H () coincide with the optimal sampling rates in a certain space L,(f2), determined by the
Sobolev embedding (see Theorem B] (iv)).

The results of §3] do not give a numerical method for finding @ from the given data that provides the
error bound ||u — || x < e. They simply establish the theoretical benchmark for the optimal accuracy of any
numerical procedure for the recovery of u based on the point samples of f and g. This theoretical analysis
does not involve NNs or any other proposed collocation method. NNs and PINNs only enter the picture
when one wants to transform the theoretical analysis into a numerical procedure that utilizes NNs to find
an approximant to w.

We next discuss in §4] the use of classical numerical methods such as Finite Element Methods (FEMs)
for optimal recovery. In §8l we turn to the question of using optimization to solve the PDE. We observe
that minimizing the theoretical loss L1 over a space X, will approximate well u, provided X,, has sufficient
approximation power. However, this is not a numerical algorithm per se because it does not provide a
numerical recipe for evaluating £7(S) when S € %,,.

The remainder of this paper discusses possible numerical methods to achieve the optimal recovery rate,
i.e., to solve the PDE to the highest accuracy possible given only the information (f,g) (see (LH)). An
important consequence of the analysis in §8is that the widely used loss function Ly (or £) may not be an



appropriate discretization of the theoretical loss L. We show that the correct loss function £* : H}(Q) — R
to use in collocation methods in our setting is
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where 7 is the smallest number (if this is possible) so that L. (€2) embeds in H (). For example, v = d2—_g2

in the case d > 3. The case d = 2 is more complicated and we will discuss it later in the paper.

The loss £* and its properties are given in §5] §6land §71 A large component of its development centers
on how to discretize L, (quasi-)norms and the H 1/2 norm. Our analysis on this subject may be useful in
the development of other methods for solving PDEs numerically.

The first term in the loss £* are shown to bound || f + Av||g-1(q) and the second and third terms are
shown to bound [|g — v|[ g1/2(5q)- These in turn give a bound for ||u — v|| g1 (o) via (L3). We go on to show
how near minimizers of the suggested loss L* give an a priori bound of the approximation error, provided
that the approximation method 3, has suitable approximation properties. The a priori guarantee provides a
near optimal recovery whenever Y,, provides sufficiently good approximation of the elements in the solution
model class U. Notice that this new loss function replaces the first discrete 5 term in (7)) by a discrete £,
loss for a proper choice of v and the second discrete ¢2 loss (used to match boundary values) by a weighted
{5 loss.

We next develop in §8l the properties needed of a set ¥, so that minimizing the loss L* over X,, results
in a near optimal recovery of u. It turns out that a certain restricted approximation property, guaranteed
to hold when ¥, is sufficiently good at approximating the elements of solution model class U, is sufficient.
In particular, we show that this is the case for suitable NN spaces ¥, provided n is large enough.

The remainder of this paper focuses on using minimization over neural network spaces as the numerical
method as is the case in PINNs. As noted above, the loss £* is the correct loss to use in such a minimization
since it is consistent with recovering v in the H'(2). When the loss £* is minimized over a neural network
space, we call the numerical procedure consistent PINNs (CPINNs).

The later sections of the paper analyze the theoretical gains in using CPINNs over PINNS. We give a
priori bounds on how well the solution CPINNs approximates v and, in particular, we provide a sufficient
condition on the size n of the neural network to guarantee optimal recovery. These bounds are established
under the assumption that the optimization problem is solved (or approximately solved) when optimizing
over the NN space ,. As we know, proving that a particular numerical method of optimization (such as
gradient decent) converges to a minimizer (or near minimizer) of the loss is a serious issue in optimization,
which we do not address here. However, we do prove that for any function v € H*(£), the quantity £*(v)
always provides an upper bound of the true error ||u — v|[g1(q) up to the optimal recovery rate for the
solution model class Y. This means that £*(v) can be used as an a posteriori error estimator for any
proposed numerical approximation v to u. This error estimate can be used to check whether the output of a
PINNS optimization achieves the desired accuracy €. In other words, although we do not guarantee a priori
that PINNs will achieve the accuracy ¢ (because of lack of performance analysis of optimization procedures
like gradient descent or stochastic gradient descent), we do give an a numerically implementable a posteriori
bound on performance which may serve to guarantee optimality.

In summary, a theorem which guarantees that PINNs provide an approximation to u in the || - || g1 (o)
norm with a prescribed accuracy e requires not only smoothness assumptions on f and ¢ as described above,
assumptions on the spacing and number of elements in the data sites X and Z, and assumptions on the
size of n, i.e., the complexity of 3, but also an efficient numerical method that properly chooses a good
approximation @ to w in the norm || - || g1 () through minimizing the loss £L* over X,,.
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2 Besov spaces

We start this section by recalling the definition of Besov spaces and their properties. We confine this paper
to the case of functions defined on the domain Q = (0,1)? d > 2. For the range s > 0, and 0 < p,q < oo,
the Besov space B (L,(f2)) is a space of functions with smoothness of order s > 0 in L,(£2). Here q is a
secondary index that gives a fine gradation of these spaces. The material in this section is taken for the most
part from the papers [18] [I6] [I7] and the reader will have to refer to those papers for some of the definitions
and proofs. Let us also mention that the univariate case is covered in the book [15].
If r is a positive integer and 0 < p < oo and f € L,(2), we define the modulus of smoothness w,(f,-),
of f by
wT(fv t)p = wr(fvtvg)p = ‘hl‘lgt||A£(f7.)||Lp(£2Th)7 t>0, (2'1)

where
T
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k=0

is the r-th difference of f for h € R% and Qp, = {x € Q : [x,x + h] € Q}. Here [x,x + h], x,h € R?,
denotes the line segment in R? between x and x + h, and |h| denotes the Euclidean norm of h. If s > 0 and
0 < p < oo, then B;(L,(€)) is defined as the set of all functions in L,(£2) for which

1 1/q
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where r can be taken as any integer strictly bigger than s. When ¢ = oo we replace the integral by a
supremum in the definition. This is a (quasi-)semi-norm and we obtain the (quasi-)norm for B} (L,(f2)) by
adding || f||z, (o) to it. An equivalent (quasi-)semi-norm is given by

oo

1/q
B3 (Ly(2) = [Z[Z“wr(f, 2’%]‘1] ; 0<g<oo, (2.4)
k=0

f

with equivalency constants independent of f. This is proved by discretizing the integral in (23] and using
the monotonicity of w, as a function of . When ¢ = oo, (2.4)) uses the {o, norm in place of the ¢, norm, i.e.,

f

B (Ly(@) < Sup 25w, (£,275),. (2.5)
k>0

While different choices of r result in different (quasi-)semi-norms, the corresponding Besov (quasi-)norms
are equivalent, provided r > s. To fix matters, we define the Besov norm with the value of r = r(s) as the
smallest integer strictly larger than max{s, 1}. It follows that r(s) is always larger than or equal to 2. This
choice is for notational convenience in the material that follows.

Let us make some remarks on these spaces. Consider the role of ¢ in this definition. If g2 < ¢, then
B; (Ly(Q2)) C B; (Lyp(R)), i.e., these spaces get smaller as g gets smaller. Thus, all B;(L,(€2)), ¢ > 0, are
contained in Bg, (L, (92)) once s and p are fixed. The effect of ¢ in the definition of the Besov spaces is subtle.



In this paper, the space B2 (L,(€2)) is especially important, and accordingly, we use the abbreviated
notation
By := B;(Q) := B3, (Ly(Q)) (2.6)

in going forward. It follows that a function f € B;(Q) if and only if
wr(f,t)p < Mt*, t>0, (2.7)

and the smallest M for which ([2.7)) is valid is the (quasi-)semi-norm [ f|ps. This space is commonly referred
to as (generalized) Holder smoothness of order s in L,. It is important to note that when s is a positive
integer, we take r > s in its definition. Therefore the Besov space B is not a Lipschitz space when s is a
positive integer. In view of (2.5]), we have that a function f is in B, if and only if

w'r(f727k)Lp(Q) < M/27ksa k= 0517"'7 (28)

and the smallest M’ for which this is true is an equivalent (quasi-)semi-norm.

2.1 The Sobolev spaces H*({)

Since the results of this paper heavily use the Sobolev spaces H*(2), we give here a short review of these
spaces and list some of their properties. The classical Sobolev spaces H*(2), s > 0, are the Besov spaces

H*(Q) = B3(L2()) C B3,(L2(2)) =: B3(9).

Two of the H*(2) spaces play an important role in what follows, namely H~(Q) and H'/2(0Q). Let us
recall the definition of H=1(2). The space H(Q) is the collection of functions in H!'(2) which vanish on
the boundary of Q, i.e., it is the closure of smooth functions in H!(£2) which are identically zero on 9§2. The
space H~1(Q) is by definition the dual space of Hg(£2) and is equipped with the norm

||f||H*1(Q) = sup <fvv>H*1><H§' (2.9)

=1
”U”Hé(g)

There are two equivalent ways to describe the space H'/2(9€) appearing in A3. The first is as the Besov
space B;/ ? (L2(09)). Here, one needs the concept of Besov spaces on manifolds. In our case, the boundary of
Q is quite simple since it is the union of the faces of Q. This definition gives the norm in H'/2(9%2) through
the modulus of smoothness. Using the averaged modulus of smoothness, see the Appendix, one finds that
the semi-norm of g € H'/2(9Q), is

l9(2) — g(z)]”
|g|§11/2(89) :_//wdzdz’, (2.10)

[219%5/9)

which is commonly referred to as the intrinsic semi-norm on this space. We obtain the norm on this space
by adding ||g|z,(a0) to this semi-norm.

The second way to describe H'/ 2(09Q) and its norm is through the trace operator Tr = Trpq. Recall
that if ¢ is a continuous function on € then the trace Tr(g) is simply the restriction of g to Q. While the
trace operator has an extension to certain functions that are not continuous, in our applications that appear
later the function g will always be continuous. Using the trace operator one defines H/2(9Q) as the trace
of functions in H*()) and its trace norm is

19l rr1/2(00) = nf{[[v] a1 @) : Tr(v) = g}- (2.11)

It is well known that the trace norm and the intrinsic norms for H'/2() are equivalent for Lipschitz domains
and in particular for our case of Q = (0,1)? (see [27]). We use both of these norms in what follows while
always making clear which norm is being employed.



2.2 Piecewise polynomial approximation and interpolation

Recall that one can characterize membership in Besov spaces by piecewise polynomial approximation. We
describe and prove such characterizations in the appendix. An important additional fact is that the piecewise
polynomials in such characterizations can be described by interpolation. This allows us to generate near best
piecewise polynomial approximations to f and g by using only the data (f;), respectively (g;).

Let us begin with the cube Q = (0,1)¢ and discuss polynomial interpolation on Q which we will later
rescale to any dyadic cube. We fix r € N, r > 1 and let

. J1 Jd . _ d
<;_{Q_rmv_0,ﬁemme u}cmu,

be the tensor product grid of r¢ equally spaced points in 2 . Consider the simplicial (Kuhn-Tucker) decom-
position of £ into simplices T,
a=T.

Given any one of these simplices T, the number n, of grid points in this simplex T is the same as the
dimension of P, := 73,?, where P¢ denotes the linear space of algebraic polynomials of order r (total degree
r — 1), namely,

d
Pl .= Z akx®, ax € Ry, where xX:= :1711Cl . x];d, k:=(ki,....ka), k; >0, Jk;:= ij.
k|1 <r j

Let us consider the standard closed simplex
To:={x=(21,...,2q) ER: z 4+ ... +aqg<1, z; >0, i=1,...,d}.

It is well known that polynomial interpolation using elements of P, at the grid points in G, NTy is well posed
(see e.g. Section 4 in [5I] or Chapter 2 in [7]. Let ¢; := ¢;r1,, j = 1,...,n,, be the Lagrange polynomial
basis for P, corresponding to the points in G, N Ty. Then, the operator

Ln(f) = >, f(x)é, (2.12)

x;€G,-NTy

is a bounded projector from C(Q) onto P,, i.e.,

L7 (Do) < Arllfllomy), where Ay := HZ|¢J,T0 Xl zm) (2.13)

is the Lebesgue constant which depends only on r, d, and Tj.

Now, fix k£ > 0 and consider the dyadic cubes I € Dy. If we rescale to any such dyadic cube I and any
simplex 7" in the simplicial decomposition of I and denote by ¢; r the rescaled polynomial ¢; r := ¢; 1, 0 F'p
where Fr : Tg — T is an affine map from the reference simplex T to T, we obtain the projector Ly onto
P, which satisfies

ILr(Dlleay < Ar(DIflleey,  where  Ar( —IIZI%T Xeag), TCIeDy k20 (2.14)

Notice that A, = A(T). Moreover, the interpolating polynomial Lz (f) provides a good approximation to f
on T'. For example, for any polynomial P € P,., we have

If = Le(Dlea) < If = Plea) + I1L0(f = Plllegy < A+ Ad)lf = Plem- (2.15)



Let us denote by S} (f) the piecewise polynomial interpolant

Si(f) = Sia(f) = Y Le(f)xr, (2.16)

TeTk

where Ty, is the collection of all simplicies arising from the (Kuhn-Tucker) decomposition of the dyadic cubes
in Dk () and 7 is the characteristic function of T'. The function S} (f) is continuous on Q since the number
points from G,. that are on a shared face of any two simplicies from 7j is the same as the dimension of the
polynomial space P41 .

The following theorem (proved in the appendix) describes the appproximation accuracy of Sj.

Theorem 2.1. Let s > 0, 0 < p < oo, be fized with s > d/p. Let r = r(s) be the smallest integer strictly
larger than max(s, 1) and let Sy be the interpolation operator 2I6). Then, for any f € By (2) = B3, (Lp(52))
and any T > p, we have

If = SE(Dllz. @ < CIf ke—d{ptd/T), (2.17)

with C' independent of f and k.

By()2~

We will also need similar results where the approximation takes place in the H'(Q) = B3 (L2(f2)) norm.

Theorem 2.2. Let d > 2. If f € B;(L,(Q2)) with s > d/p and 0 < p < 2 and Si(f) is as defined in [2.10),
then

1f = SNl < CIf

There are many results concerning the embeddings of Besov spaces into other Besov spaces or L,, spaces.
We are particularly interested in those when a Besov space is embedded into C(2). For this, we can use the
following theorem proved in the appendix

By (L, (a2 TP >0, (2.18)

Theorem 2.3. For every f € B;(Q), s > d/p, 0 <p < oo, there is a continuous function fsuch that f = f
a.e. In fact, fe Lip o, with o := s — d/p, i.e.,

wr(ft) e < Clflpyot™™?,  t>0. (2.19)

3 Optimal recovery

In this section, we study the question of whether the information (f,g) at the fixed data sites X :=
{x1,...,%m} and Z := {z1,...,25} is sufficient to determine u to a prescribed accuracy € in the H'(Q)
norm. Questions of this type are well studied and referred to as optimal recovery (OR). The answer to our
specific question depends on the numbers m, 7, the positions of the points in X and Z, and the assumptions
we make on f and g. As we have mentioned, we assume that f and g are continuous so that point evaluation
makes sense. It follows that the unknown function u is continuous as well. If we wish to ensure an error
bound on how well we can recover u in the H'(Q) norm, then the conditions we impose on f and g also
have to guarantee that u lies in a compact subset of H'(£2). We require that f, g are in certain Besov spaces
that compactly embed into the appropriate space of continuous functions, i.e., f lies in a Besov space that
compactly embeds into C(€2) and g is in a Besov space that compactly embeds into C'(992).

Before presenting the results on optimal recovery of this section, let us remark that the results given
below are (in essence) all known. For example, the optimal recovery rates for the Besov model classes of
this section have all been given in the papers [12] [13], [59] save for one small discrepancy on optimal recovery
in H=(Q) (explained below) and for the fact that they do not directly consider recovery on manifolds
like 02. The main distinction between the results in [59] and ours given below is in how the optimal
recovery is obtained/proven.The optimal recovery method in [59] uses linear combinations of certain ‘bump
functions’, whereas we use continuous piecewise polynomial Lagrange interpolation. One can argue that the
fact that optimal recovery can be obtained by interpolation is also known since it is a prominent method
of approximation in Finite Element Methods. However, the latter community usually considers Sobolev

10



classes, rather than the more general Besov classes, and also typically restricts p > 1. In summary, we could
not find a direct reference which proves the results given below based on continuous piecewise polynomial
interpolation. In any case, those not familiar with optimal recovery may find the results below useful and
the OR community can just do a very light reading of this section. The results stated in this section are all
proved in detail in the appendix.

We assume that f, g belong to the unit ball of a smoothness space that compactly embeds into the space
of continuous functions on the relevant domain. The function f is defined on the domain Q C R? with
continuous extension on Q. The classical assumptions on function smoothness for a domain € is membership
in a Besov space. Accordingly, we shall assume that

feF:=UB), B=DB(L,(2), 0<gqp<oo, s>dp, (3.1)

where U(B) is the unit ball of B and the restriction on s ensures that F compactly embeds into the space of
continuous functions C(9).

The function g is defined on the manifold 02. There are two ways to describe smoothness conditions on
such functions g. The first is through the trace operator T'r := Traq. The second is to place smoothness
conditions directly on g as a function from C(92). The latter is usually referred to as an intrinsic definition.
We choose in this paper to define the set G via the trace operator. Namely, we define the model class G via
the trace of functions from the unit ball of a Besov class B (L5(Q2)) with 5 > d/p, to ensure continuity. We
also place the restrictions 0 < p,§ < 2 in order to simplify the presentation that follows. In other words, our
model class assumptions on the boundary function g take the form

g€ G:=Tr(U(B)), where B:= BJ(L;(), with 5§>d/p, 0<p,g<2. (3.2)

Then G is a compact subset of Hl/z(aﬂ). Note that in general the parameters s, p, ¢ used in defining F are
different from 3,7, used in defining G. These assumptions imply that the function u we want to numerically
approximate is an element of the set

U:={ueCQ): usatisfies (LI)) with f € F, g € G}. (3.3)
Given data f := (f1,..., fi), the totality of information we have about f is that it belongs to the set

Fdata ::‘Fdata(f) = {fe]:: ﬁ:fu Z:Lvﬁl}

Similarly, if the data g := (g1, ..., ¢m) is coming from a g € G, then, what we know about g is that in lies
in the set

gdata = gdata(g) = {56 g : gl = Gi, 1= 15 s am}' (34)

Notice that the g; = u(z;), i = 1,...,m. Finally, the totality of information we have about the sought after
u is that it is in the set

Udata = Udata(u) =1U €U —AU(X;) = fi, i=1,...,m, u(z;)=g;, i=1,...,m}.
or equivalently
Udata := Udata(u) = {1 : 0 is a solution to (LI) with f € Fata, 9 € Gdata}-

We are interested in knowing to what extent the information that u € Uqgat, identifies w.

There is a simple theoretical answer to such questions. Given a compact set K of a Banach space X, we
let B(K) := B(K)x denote a ball with the smallest radius in X which contains K, called a Chebyshev ball
of K in X. If we wish to provide an element from X that simultaneously approximates all elements in K
(in the norm of X), then the center of this ball is the best we can do and its radius

R(K)X = rad(B(K))X (35)
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is the optimal error we can obtain. It is called the error of optimal recovery of K.

If Ugata is & compact subset of X, let B = B(Ujata)x be a Chebyshev ball of this set. Since all we know
about u is that it is in Ugata, any element from B(Ugata) x will give a near best approximation to w in || - || x.-
The radius of B

R(Z’{data(u))X = rad(B(udata(u)))X (36)

is then the optimal recovery error. We are interested in bounds for R(Ugata)x, where || - || x is the norm in
which we wish to measure accuracy. We introduce similar notation for the recovery of f and g.

The recovery rate (3.6 will not only depend on the data sites X', and Z, but also on the values (f,g)
assigned at these data sites. In order to obtain uniform estimates, we fix the data sites (X, Z) and introduce

R*(U,X,2)x = sup R(Ugata(uw)) x> (3.7)
ue

where the data values come from any u € Y. This is measuring the worst possible performance over the class
U and is called the uniform optimal recovery rate at the fixed data sites (X, Z). If we prescribe a budget
for the number m = |X| + | Z] of data sites, we can ask for the optimal error we can achieve under such a
budget restriction. Accordingly, we define

R U)x = _ inf R*U,X,Z)x, m>2.
XCQ,ZCOQ,|X|+|Z|=m
Similarly,
R*(]:,X)X = supR(]—'data(f))X and R;k-ﬁ(f)x = _1nf R*(]:,X)X, ﬁlZl,
fer ' XCO,|X|=m
where the latter is the minimum error we can achieve over all the possible choices of X = {x1,...,x7}. We

can similarly ask the question of how well can we can recover g from the data g, and therefore how well we
can recover u? Each of these questions has an associated uniform optimal recovery error which is dependent
on which norm || - ||x we use to measure the error of recovery.

3.1 Optimal recovery of f

Let F := U(B) where B = B;(L,(Q2)) with 0 < ¢,p < oo and s > %. We define the tensor product grid Gy ,
of Q =0,1)¢ for r > 2,
Grr ={x1,...,xm} CQ, m=(r2"9, (3.8)

with spacing h = 27%(r — 1)~! (the role of 7 will be made clear below) and prove that, see Theorem 3.1}
R*(F,Grr)x Sm™ %,
Moreover, we show that for any choice of data cites X C Q with |X| = m, we have
RY(F,X)x 2 m™"x,
and therefore R (F)x < m~*X. The proof of this theorem is presented in the Appendix.

Theorem 3.1. Let Q = (0,1)* and F := U(B), where B is the Besov space Bg(Ly(2)) with s > d/p, and
0 <p,q < oo. Then the following holds for the optimal recovery rate R% (F)x in the norm of X :
(i) If X = C(Q), then

RE(F)x <m™ %9, m>1, where a¢:=

; (3.9)

ISV
N =

with constants of equivalence independent of m.
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(i) If X = L-(2), 7 > 0, then

~ ~ 1 1
RL(F)x xm™ %", m>1, where a«;:= 5 [— - —} , (3.10)
d p T,
with constants of equivalence independent of m.
(iii) If X = HY(Q), 0 < p < 2, then
~ ~ -1 1 1
RL(F)x xm~ %", m>1, where ap:= i 7 [— - 5} ) (3.11)
p

with constants of equivalence independent of m.
(iv) If X = H 1(), then

e ifd>3 and0<p<oo,ord=2 and1 < p < oo, we have

R5(F)x <m™ % m>1 where a_j:= 2 - E - %L and % = % + é, (3.12)
with constants of equivalence independent of m.
o ifd=2and 0 <p <1, we have
R5(F)x < log(m)m™*, w(F)x Z2m™, m =1, (3.13)

with a—1 and ¢ as in (BI2).

Moreover, when m = (r2¥)?, the upper bounds in each of these estimates are obtained when we take the
data sites X = Gy, provided v > max(s,1). In this case, the approximant to f is given by the continuous
piecewise polynomial
Si(f)= D Lr(f)xr,
TETk

described in (ZI0), where Tr, = Tp(Q) = UT is the collection of all simplicies arising from the (Kuhn-
Tucker) conforming decomposition of the dyadic cubes in Dy (), the xT’s are the characteristic functions of
T, and the Ly (f)’s are the polynomials of order r (L1 (f) € PZ), gotten by interpolating f at the data points
TNGgy.

We remark that in the case d = 2 and 0 < p < 1, the logarithm appears because of the failure of the
Sobolev embedding to provide L;(2) C H~1(Q). However, it is actually true that the Hardy space H!(Q)
embeds into H~1(Q). This could potentially be used to improve our later analysis, but for the sake of
simplicity we do not pursue this here.

We make some further observations that will help explain the above theorem, especially what is happening
for recovery in H~'(Q). Notice that under the model class assumption f € F = U(B§(Ly(Q))) with s > d/p,
the OR for this class is the same whether we measure error in H () or in Ls(Q2) when d > 3 or d = 2,
1 < p < 0. We also have that

O(d)”f”Lo(Q)v d > 35
-1y < (3.14)
AN fly, d=2, T>1,

with C an absolute constant, as discussed in Lemma [I2.4] of the appendix . These two facts explain the form
of the loss function £* which we discuss in detail later.
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3.2 Optimal recovery of g

In this section, we study the optimal recovery rate of functions g € G in the norm of H 12(99Q). Let
Tr = Traq be the trace operator onto 9 and let B := B (L;(9)), where we fix 5,p,¢ and assume that

3 > d/P so that we are sure that the functions in B are continuous on 2. We consider the case 0 < p < 2,
which together with the restriction d > 2 implies that § — d(1/p — 1/2) > 1, and thus the unit ball of B
compactly embeds into H'(2). We define the model class

Gi={g: g=Tr(v): |loll5 <1}, (3.15)

and use the trace norm definition of || - || z1/2(50) throughout this section.
Recall the tensor product grid Gy, for Q = [0, 1]¢, see (3.8). We let

Grri={z;: i=1,....,m} = Gy, NN (3.16)

denote the set of those grid points of G, that are on the boundary 0€2. We will use the points Z = Gy
to recover g. Note that the number m of data sites in Gy, is

m = #(Gp) = 2d[r2F]?~1 < 2k(d-1), (3.17)

with constants of equivalency depending only on r and d.
Given g € G, we define the continuous piecewise polynomial

Si(g) = Zg(za@, (3.18)

where each 51 is the trace of the Lagrange element ¢; centered at z; € Gk,r. Note that if v € B is any
function whose trace on 012 is g, and S} (v) is its continuous piecewise polynomial Lagrange interpolant at
the grid points G, see ([2.10), then we have

Tr(Sk(v) = Sk(g).

This follows from the fact that each Lagrange interpolant ¢; centered at x; € Gy, , \ék,r vanishes at the
faces of the simplex from the corresponding Kuhn-Tucker decomposition that contains x;. We also want to
point out that Si(g) does not depend on v.

The proof of the following result is provided in the appendix.

Theorem 3.2. Let B = B3(Ly(Q)) with 5 > d/p, 0 <p <2,0<q< o0, and let G = {Tr(v) : [[v]z < 1}.
Then the optimal recovery rates of the model classe G in H'/2(0Q) is

Re(@) o <m 7, m>1, where p:= 1 g1 [5 ~ 3 (3.19)

with constants of equivalency independent of m. o
Moreover, whenm = #(Gl,r), the upper bound in (3.19) is achieved when we take the data sites Z = G,
provided r > max(s, 1) and the approzimant to g is given by the function Si(g).

To understand the exponent £ in (BI9) better, let v be a function in U(B}(Lp(2))) whose trace is g.
Note that 8 can be rewritten as

where the numerator is the excess regularity of v in H'(£2) and thereby corresponds to the excess regularity
of g in HY/?(982), and the denominator is d — 1 since 9 has dimension d — 1.
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3.3 Optimal recovery of u

We turn now to determining the optimal H!(£2) recovery rate for the functions u in the model class U from
data
—Aulx;)=fi, x€X,i=1,....m; wu(z)=g;, 2z €Z i=1,...m, (3.20)

under a given budget m = m +7m of data observations. Recall that F := U(B}(L,(f2))), where s > d/p and
0<q,p<oo,G:=Tr{U(B(Ly(R2))), where 5> d/p and 0 < P < 2, and

U:={ueC) : usatisfies (LT)) with f € F,g € G}.
The following theorem gives the optimal recovery rate for U.

Theorem 3.3. Let Q = (0,1)? and let F, G, U be as above. Then the following holds for the optimal
recovery rate Ry, (U) g () :

o ifd>3, ord=2 andp > 1, we have

R (U) iy =< m~™m@B) o > 2, (3.21)

o ifd=2and0<p<1, we have
m~ @8 < R (U) gy S log(m)ym™* +m ™8, m>2, (3.22)
where o := a_1 is given by BI2), B is given by BI9), and all constants of equivalence are independent of
m.

Proof. Let us fix the data cites X, Z with |[X| = m, |Z| = m, m = m + m, and let uj,us € Ugata with
corresponding f1, fo € Faata and g1, g2 € Gdata. It follows from (L3) that

lur = wall ) < |1 f1 = fellz-1() + 91 — g2llgr/2(0)-

It follows that
R*(Z/{, X, Z)HI(Q) = R*(JT, X)H—I(Q) + R*(g, Z)Hl/Q(Q)- (3.23)

Clearly, if m = m =< m/2 and using the rates from Theorem B.I] and Theorem B.2] we have that

m_a—i—m_ﬂ 'S,rn—min(()t”@)7 dZ?)7 OI’d:2,p> 17
Ry, U)o S
log(m)m=® +m™=8, d=2,0<p=<l.

On the other hand, using the same theorems and (8:23), we obtain

momnef) < inf (mT+m?) < inf  (RE(F) a1 + Ra(G) e @)

m=m-+m m=m-+m
< inf  R*(F,X)g- R*(G,Z
Sim ( Y1) + R(G, Z2) gz
< inf R'(U,X,Z =R; U ,
~ m:\?ma ( )Hl(Q) ( )Hl(Q)
and the proof is completed. o
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3.4 Final observations on optimal recovery

This section gave the optimal recovery rates for the model classes F,G,U from m,mm, m, data observations,
respectively. While we began by considering general model class assumptions F and G for f and g to be the
unit balls of Besov spaces B;(Lp), we found that the optimal recovery rate is the same for many of these
model classes. This means that some of the model classes are superflous in that they are contained in a
larger model class with the same recovery rate. It makes sense only to use these largest model classes in
going forward.

Consider, for example, the model classes F = U(B) with B = B;(L,()) for f. We found that in the
case d >3 and 0 < p < oo, or d =2 and 1 < p < oo, the optimal recovery rate of F in H () is the same

2d

as its optimal recovery rate in Ls(Q) with § = 713+ Moreover, the model class F has an optimal recovery

rate m~*/ in H~1(Q) if and only if it is contained in U(B (L,(f2))) and, in addition, F embeds into C(£2).
Largest Model Classes for f:
Inthecase d >3, 0<p<oocord=2,1<p< oo the class
d
F:=U(B), B=Bi(Ly,Q)), withp>4dands> - (3.24)
p
has the optimal recovery rate
R (F) -1y <m™*/% m=>1, (3.25)

and any Besov model class that gives the optimal recovery rate O(m_s/ ) is contained in one of these model
classes. In each of these cases, the number s represents the smoothness of f € F in Ls(€2). These largest
model classes are pictured in Figure 311

In the case d = 2, 0 < p < 1, the largest class

F:=UB), B=B(L(Q), with s> 2, (3.26)

has recovery rate
m—/? SRy(Fluo S0+ log(m))m_s/27 m > 1. (3.27)

Largest Model Classes for g: We have considered the model classes G = Tr(B3,(Lz(2)) with 0 < p <2
and 5 > max{%, 1}. Thus, all of the model classes which give a given rate O(m~“) will all be contained in
one model class

G:=Tr(UB)), B=DB:(L2(Q)), with3s>d/2. (3.28)
This class has optimal recovery rate in H'/2(9Q)
R} (G) iz gany =< m~C7D/E@=D 0y > 1, (3.29)

Moreover, any Besov model class that gives this recovery rate is contained in one of these largest model
classes. For each of these largest model classes 5 — 1 is the excess smoothness of v in H'(Q) and also the
excess smoothness of g = Tr(v) in H/?(Q).

Remark 3.4. Because of the above remarks, in going further, we always take F as in B24) and G as in

(.23).

Model Classes for u: If we use one of the model classes from ([B.24]) for F and one of the model classes
from ([B28)) for G, we obtain a model class U for u. The optimal recovery rate for this model class is

R:n(u)Hl(Q) -m" min{s/d,(§—l)/(d—l)}, m > 27

which could be obtained by assigning m =< m/2 points in Q and m =< m/2 points on the boundary 9.
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Figure 3.1: The spaces BZ (L,(2)) are represented by the point (1/p,s) in the first quadrant. The arrows
indicate embedding with a slope of d for the oblique lines. In particular, the spaces above the line s = d/p
embed into C(Q). (Left) The largest model classes for f are the unit balls of spaces just above the thick
and dashed segment or on the on the thick vertical half-line (excluding the point (1/4,d/d)). (Right) The
largest model classes for g are the traces of the unit balls of spaces on the thick vertical half-line (excluding
the point (1/2,d/2)).

4 Numerical algorithms based on linear approximation

The above analysis of optimal recovery tells us to what extent the information (f,g) determines u. That
is, the optimal recovery analysis tells us that if two functions w,w from our model class U satisfy the same
data, then they are close in the H'(Q) norm, that is

lu =l o) S ByU) 51 ()

However, it does not give a numerical algorithm that takes the data and creates an approximation @ to u
with accuracy of the optimal recovery rate. In this section, we discuss two numerical methods which would
accomplish the latter task. The methods discussed in this section are not in the form of PINNs. The latter
will be discussed in §9

We assume in this section that the data sites form a tensor product grid G of 2. We know such data sites
G provide a near optimal recovery. We have shown that if we use the data f at G, then we can numerically
construct a piecewise polynomial interpolant f to f at the data sites which is a near optimal (in terms of
the budget m) approximation to f in the H~1(2) norm. Similarly, we can numerically construct a g from
the data g which is a near optimal recovery of g in the H'/?(9€) norm.

We define @ as the solution to (II]) with right hand side fand boundary value g. We know that @ is a
near optimal recovery of u in the H'(€) norm. Then, in view of (I.3), we have

lu =l o) S ByU) 51 () (4.1)

Note that the constructions of f and g are numerical and we can control their complexity. In order to do
that for @, we use an existing numerical method for solving (LI)). This will, of course, incur a numerical
error depending on the algorithm we choose. We mention two natural possibilities.

4.1 Using FEMs or AFEMs

Let u,, be the approximation to @ obtained from the Galerkin projection onto a standard finite element space
V., of dimension n. That is, @, is the Galerkin solution to (II]) with right side f and boundary value g.
Then, we have

H’U, — ﬂn||H1(Q) S R:ﬁn(u)Hl(Q) + En(u)Hl(Q)a (42)
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where
En(u)Hl (Q) = dlSt(u, Vn)Hl (Q), n 2 1 (43)

The term ¢,, will tend to zero as n — oo and we would obtain the optimal recovery error on the right side of
([&2) if n is chosen suitably large. The actual decay rate of €,, depends on the regularity of the model class
U in H'(Q2). Therefore, the issue becomes what do our model class assumptions f € F, g € G, say about the
regularity of u in the H'(2) norm. If we use linear spaces such as standard finite element spaces, then we
would want to know the regularity of u in the scale of H*(Q) spaces, t > 1. There are several theorems that
obtain such regularity results (see e.g. [111 [35, 6] and the references therein) and thereby obtain concrete
bounds on the decay rate e,. We do not elaborate on this further but refer the interested reader to the
papers cited above. R

If we use nonlinear numerical methods such as AFEMs from for solving (1) with right side f, and
boundary value g, then the decay rate for €, (i) can be improved (see [5] for a summary of such results).

4.2 Reduced models

If one is faced with solving several PDEs with the same data sites (X, Z) but with different data (f,g), one
can build a numerical algorithm as follows. Suppose that X = Gy, |Gr.r| = m = [r2¥]9, see (B.8) and
Z =Gy, |Grr| =m = 2d[r2¥F]?71, see B16) Q with spacing h = r~127*.

We know that the simplicial interpolation operator S defined in (2I6) provides a near optimal recovery
for F. Namely,

If = Si(lla—r@ S BR(Fla-q, m=[r2"" (4.4)

We write -
Si(f) = f(xi)éi, (4.5)

=1

where the ¢; are the local Lagrange functions with ¢;(x;) = 1 and ¢;(x;) = 0 when j # i, supported on
the simplex containing the point x;. Let ¢} be the solution to ([Il) with right side ¢; and zero boundary
conditions.

Similarly, the interpolant S (g) to g € G used for optimal recovery, see (3.18), can be written as

Sk(g) = Zg(zi)wi, m = 2d[r2¥]?1. (4.6)

=1

Let 97 be the solution to (II)) with g = v; and zero right side.
Given any data (f, g), the function

= fxi)ei + Zg(zim: (4.7)

is a near optimal recovery of the solution u to (1)) with right side f and boundary values g. Note that @ is
the solution to (II)) with right side S (f) and boundary value Si(g).

__ Given a budget m, one computes offline to a sufficiently high accuracy suitable approximations (EZ and
¥; in H'(2) to the ¢} and 1}, respectively. Then the function

m

U= Zf(xi)(gi + g(z) (4.8)

i=1

is a near optimal recovery for the solution u to (LIl with f € F, g € G, where f|, =f and g|; = g.
Note also that the near optimality can be guaranteed for all model class assumptions provided s and s
are all less than a fixed number sg.
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5 Numerical methods based on optimization

Another approach to finding a near optimal approximation to u from the given data is through optimization,
such as the one used in PINNS. To analyze this approach, we begin this section by first considering a
theoretical optimization algorithm which we shall later turn into a numerical procedure. We begin by
introducing the functional L1 : H'(Q) — R, defined as

Lr(v) == | f +Av|[g-1) + |lv— gHH1/2(8Q)7 (5.1)

for fixed f € F € H™'(Q) and g € G € H'/2(99Q). Clearly, the unique solution v € H'(Q) to (LI) with
right side f and boundary condition g is the unique minimizer of this functional since Lr(u) = 0. In other
words, we have
u = argmin Lr(v). (5.2)
veH(Q)

Note also that because of ([I.3), we have for every v € H' ()

v = vl @) < If +Avllz-1) + 119 = vllg/200) = L1(v), (5.3)

with absolute constants in the equivalence. In other words, the loss L7 (v) for any v tells us how close v is
to the true solution wu.

The minimization in (5.2)) is over all v € H'(2). To make this minimization more amenable to numerical
implementation, we take this minimization over a set ¥ = X,,, where X is either a linear space of dimension
n or a nonlinear manifold of order n (i.e., depending on n parameters), and study any function

Sy € {arsgenginET(S)}. (5.4)

We want to understand how close such an Sy, is to u with error measured in the norm of H'(Q2). Therefore,
we need to require that ¥ C H(Q).

Let us fix our model class U as given in [B3). If we want Sy, to be a good approximation to u, then we
need ¥ to be good at approximating the elements of U. We define the error

EU,Y) = sup dnf fJo = S]m@)-

If we return to our specific u € U determined by f and g, then for any Sy from (B4 and any S € %, we
have from (53) that
lu = Ssllp@) S Lr(S2) S Lr(S) S llu—Sllu (@), (5.5)

where the last inequality is a consequence of the left inequality in (IL3]). Since (B3] holds for all S € X, we
have that
lu = Ssllm@ S iof [lu=Slme S EU ). (5.6)

The discussion that we have just given shows that if we solve the continuous minimization problem (5.2)
over ¥ instead of all of H(f2), then the solution will get as close to u as the efficiency of ¥ in approximating
U, ie., E(U,X). This error can be made as small as we wish by taking finer spaces for ¥, i.e., letting
n increase. The error we incur is then proportional to the error in E(U,¥) which tell us that the best
candidates for ¥ are those that approximate our model class U well.

Several issues arise that prevent the direct implementation of the above loss in our setting. The first of
these is that we do not know neither f nor g. We only know these functions through the given data. The
remedy for this is to introduce a surrogate for the H~1(Q) and H'/?(9Q) norms that use only the data
information (f,g) we have about f and g. The next section addresses this issue.
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6 Discretizing norms

The optimization procedure of the previous section is not a numerical algorithm since it does not incorporate
numerical methods for estimating the norms appearing in the loss L7, namely [ - | z-1(q) and || - [| g1/2(90)-
In this section, we address this issue by introducing discrete norms which involve only the values of functions
at the data sites. Replacing the norms in £ by these discrete norms leads to a loss which can be numerically
computed. The equivalence between the norms in L7 and their discrete counterparts holds (modulo cor-
responding optimal recovery rates) for functions whose Laplacians are uniformly bounded in B and whose
traces are uniformly bounded in B.

6.1 A discrete L, norm

In this section, we study the discretization of the L, norm for any 1 < 7 < co. Let F = U(B;(L,(9))),
s > d/p, be a model class assumption on f. We consider the uniform grid Gy, C €, see [B3.8)), consisting of

m points, m = |G| = [r2%]? k > 0 and 7 > max{s, 1}. For any continuous function f and any 1 < 7 < oo,
we define
1/7
* 1 - T
£z, = EZ | £ (x;)] ., where x; € Gg,. (6.1)
i=1

When 7 = 0o we make the usual modification to define the || f||7_ norm.
The following lemma shows that the discrete L, norm is close to the true L, norm for functions in the
model class F.

Lemma 6.1. Let B = B;(L,(Q)), Q = (0,1)4, be a Besov space with s > d/p. If f € B, then for any
1 <7 <00, we have

Il S WAz, + 1 fllsm™, and (fIL, S [l + 1Flsm™",

with o, = 5 — (% — %) . Recall that m™~ is the uniform rate of optimal recovery of the model class F in
+

L. (). The constant in < depends only on r and d.

Proof. We prove the lemma for 1 < 7 < co. A simple modification of the proof handles the case 7 = 0.
We use the simplicial interpolation operator Sj given in 2.16). Let Ty := 7(Q2) be the set of simplices that
make up the simplicial decomposition of the cubes in Dy (). Then, from (2.I6) we have

155 (f ||L () Z Lz (f ||L (6.2)

TeTk

where L7 (f) is the polynomial in P¢ that interpolates the data {f(x;) : x; € T}. By equivalence of norms
on P4, we know that

1 . 1/7
1o (P)lweny = [ — 22 1G] (6.3)
X GT
with constants of equivalency depending only on d,r. Summing over T' € Ty, the quantities in ([6.3]) gives

m 1/7
ISE oo = [= S 1G] = 171 (6.4
=1

For f € B = Bj(L,(9), the piecewise polynomial interpolant Sj(f) provides a near optimal recovery of
f from the data f, that is

1f = Sk(Allz. < Cllfllsm™. (6.5)

It follows then from (6.4) that
Az ) = ISi (D] < Clflsm™, (6.6)
and the proof is completed. O
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6.2 Discrete H'/2(0Q) norms

In this section, we introduce discrete H'/ 2(09Q) norms and discuss their accuracy in computing the true
H'/2(09) norm for functions g in our model class G. The discrete norm we introduce will only uses the
values of ¢ at the data sites and can therefore be computed from the given data. We fix any k£ > 1 and let
Z =G, = {z;}7L) = G, N 0K, see (B10), be the grid points on the boundary 0f2. The number of grid
points in Z is m = 2d[r2*]4"L.

We fix a model class G = Tr(U(B)) of the form ([B.28)). The optimal recovery rate for this class is
s—1
d—1
This also serves to fix r which we recall is the smallest integer satisfying r > max(5,1). For any continuous
function g which is the trace of a v € B, we use the trace norm

R:n(g)Hl/2(BQ) = m757 m > 15 B = (67)

= = inf ||v|l&. 6.8
lollzvqs) =, inf_ ol (63)

Recall that the intrinsic semi-norm for H/2(99) is given by

x) — 2
915172 (00) = / |g(|>z_§,(|3,)| dxdy. (6.9)
0% 09
We obtain the intrinsic H/2(9) norm by adding ||g||z,(00) to this semi-norm. It is known that this
definition is equivalent to the trace norm definition (6.8 for this domain 2 (see [27]). We shall use (6.9)
through out this section.
Let S, be as defined in (3.I8). We have proven in Theorem B.2] that

lg = Sk(@)la1/200) < C||9HTT(E)m757 (6.10)

with C independent of 7 and g. This gives the comparison
gl z1/200) = ISk@ 17200y < 19 = Sk(@)lm1/2(00) < OHQHTT(E)”_T*[}-

We concentrate therefore on finding a discrete H'/2(99) norm for the functions Si(g), ¢ € G. Note that
Sk(g) is completely determined by the values of g at the data sites G .

Given k > 0, let Ty, := Tr(092) denote the collection of all d— 1 dimensional simplicies given by the Kuhn-
Tucker partition of the dyadic cubes I € Dy (99Q) of the boundary 9. For each dyadic cube I € Dy (99),
there are (d — 1)! simplices contained in I

Let us further introduce the finite dimensional linear space V" (7) of functions that are continuous on
9Q and piecewise polynomial (subordinate to 7z) of order r on 9. The linear operator Sy is a projector
onto V" (T).

If g is in C'(09), we define

1/2

. |1 |g(z:) — g(z;)?
19151172 (00) = %;: PR (6.11)

and prove that the the two semi-norms | - |*Hl/2( ) and | - |12 (5 are equivalent on V" (7).

a9
We begin with the following lemma.

Lemma 6.2. For each pair T,T" € Ty, and each S € V" (T), we have

1/2
1/2
| 1S(z:) — () JRLCELCIF
— LI LA, LA = —  ~ ~ dzd 6.12
D D AL PR I (6:12)
_i# xT'
z, €T, ZjGT

where the constants in < depend only on r and d.
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Proof. We fix d, r, and a pair T,T7" € Ty := Tr(0Q). Let us first consider the case when k < 4. Let
N(S) := Nr.r/(S) denote the expression in ([GI2) involving the sum, and A”’(S) the expression involving
the integral. Both are semi-norms on the finite dimensional linear space X = X (T,T") of functions from
V"(Tx) restricted to TUT’. A function S € X satisfies A'(S) = 0 if and only if S is constant on T, T" and,
additionally, S is constant on T'UT” when T and T” touch. A similar statement holds for the semi-norm N”.
It follows that for any pair T, T, we have

cN'(S) < N'(S) < CN(S), S e X(T,T), (6.13)

where the constants ¢, C' depend on T, T’, r and d, but are independent of S. Since there are only a finite
number (depending on d) of pairs of simplicies in T (99), k < 4, there are constants ¢1, C; which depend
only on r,d for which (613) is valid for all pairs of simplices from 75 (012), k < 4. Then (G.I3]) holds for all
such pairs with ¢ = ¢, C = (7, and we have completed the proof in this case.

We now consider the case k > 4. Given a pair T,T’, we let ¢(T,T’) be the largest number such that the
lower inequality in (GI3]) holds uniformly for all S € X (7,7"). Similarly C(T,T") is the smallest constant
so that the upper inequality of (6.13) holds uniformly on X (7,7T”). The above argument using equivalence
of semi-norms shows that there always exist positive constants ¢(T,T"), C(T,T"). We are left to show that
there are constants 0 < ¢* < C* < 00, depending only on d and r, for which ¢(T,T") > ¢* and C(T,T") < C*
holds for all pairs T,T" such that T, 7’ € T and k > 4.

We consider two cases.

Case 1: TNT' # 0.

In this case there is a pair Ty, Tj € 71, and a linear mapping consisting of a translation and a dilation
with factor 27%*% that rigidly transforms Ty, T to the pair T,7’. If we use this linear transformation to
change variables in ([G.2]) we obtain the validity of (6.2)) for this case with the same constants ¢y, C;.

Case 2: TNT' = (). First note that from the Ly discretization of the previous section, we have that there
are constants ca, Cy depending only on r, d such that for each S € V" (7;(99))

o [ 1t swpanas] "< [ s - s6P] sl [ 15t - stapas as]

TXT' 272 €2 TXT’
zcT, z €T
(6.14)
Now, on T x T’, the expressions |z — z'| that appear in (612]) are all comparable with absolute constants.
Therefore, we obtain ([G.12]) holds in this case as well with constants depending only on r,d. o

We can now prove that the discrete semi-norm and the true semi-norm of functions in G are comparable.

Theorem 6.3. For any g € G = Tr(U(B)), where B = BS_ (L2(Q)) with 5 > d/2, and any m > 1, we have

|91 m17200) S 19512 00) + HQ”TT(E)mfﬁa and  |gl12(90) S 19|12 00) + HQ||TT(E)m7ﬁ7 (6.15)
with 1
8= 8—1 (6.16)

and constants in < depending only on r,d. Note that the optimal recovery rate of G in the H'/?(0Q) is m .
Proof. For any S € V"(T), we have

1/2

S(z
|S|H1/2(8£Z)_ Z //| I|d | dz dZ

TT'E€Tiip 7
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and

1/2
1/2
. 1 [S(z) - S(z) 1 [S(z) - S(z)
1S[1/2(00) = Z — — = Z Z S, 4
< m |z — 2| < m |z — /|
z#2z' €Gy, T, 7' €Tk z#z €Gy,
z€T, z’ €T’

Here, in the second expression, we only have equivalence since a given data site may be used for more than
one simplex. Note, however that the constant in the second equivalence depends only on d and 7.

In view of Lemma [6.2] we know that there exist constants 0 < ¢ < C' < oo that depend only on d and r
such that for each S € V"(7}), we have

clSlrz0) < 1S1E2e0) < ClS|H1/2(00)- (6.17)

In particular this holds for S = S(g) whenever g € G. If we combine [EI7) with (G.I0) and observe that
|9|;{1/2(8Q) = |Sk(9)|;{1/2(852) we obtain the theorem. O

In order to define a discrete norm for H'/2(99), we will also need a discrete L2(9<2) norm for the functions
in our model class G. Using the same ™ data sites Z := Gy, we define

1/2

* 1 = al
917, 00) = - Z l9(z5)[? , 9€9, 1z €Giy. (6.18)
j=1

Arguing as we have done in §6.11 we have for oo = 55_1{2 > B and any g € Tr(B)

lglzaon) < Nalliaony + 9l and llgli,on S 9l iaen) + 9l @m . (6.19)

We now define for any continuous function g the discrete H/2(9€) norm
HQHZH/?(@Q) = HQH*IKQ(BQ) + |9|;{1/2(agz)' (6.20)

Theorem 6.4. For any g € G = Tr(U(B)), where B = B3_(L2(2) with 5 > d/2, and any ™ > 1, we have

N9l 172 00) S 1191 2000) + H9||TT(E)W_67 and  ||gllzr/200) < 19lm1200) + 1973 ™ 7 (6.21)

where 8 is given in (616), and the constants in < depend only on r and d.

Proof. The theorem follows from the comparisons (G.15), (G19), and the fact that o > 3. O

7 A discrete loss function with error control

In this section, we introduce a discrete loss function £* which is a surrogate for the theoretical loss function
Ly of (B.I). The advantage of £* is that it can be computed directly from the data (f,g). Let k,r be fixed
and let X = G, C Q and Z = G}, be the data sites of 9€2. Note that k could be different from k. This

fixes m = #(Gr,,) and m := #(Gy, ) for the remainder of this section.

Remark 7.1. In this and the following two sections, the results and the proofs of the results are simplest
in the case d > 3. When d = 2, the results and proofs are clouded by the appearance of log factors. For
this reason, we state the results in correct form (including the log factors) for all cases d > 2 but give the
exposition and proofs only for d > 3. The proofs for the case d =2 are given in the Appendiz, {127
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Let || - |7, be the discrete norm, see (€.3), introduced in §G.1] for the following choices of

2d
a+2° dZ 37

")/ =
1+ log(m)] =, d=2,

and let || - [|%,,,, be the discrete norm, see (6.I1)), for H'/?(9S2) introduced in §6.2 Given the data vectors
for (f,g), we introduce the discrete loss function

Hf + AUHZW(Q) + Hg - ’UHEl/z(aQ)u d > 37
L*(v) = (7.1)
1+ log(m)][1f + Avl g +1lg = vl 2y d=2

which is defined whenever v and Awv are continuous on 2. Notice that to compute £*(v) we use only the
values of v at the data sites.

We want to show that making £*(v) small guarantees that v is a good approximation to u in the H!(£2)
norm. As in [4], such a result requires model class assumptions on f and g. Keeping in mind the remarks of
§3.40 we make the model class assumptions F = U(B) of 3.24) and G = Tr(U(B)) of [3:28).

Recall that, in the case d > 3 and all 0 < p < oo, or d = 2 and 1 < p < oo, for a model class F
of the form (3.24), the uniform optimal recovery rate for F in H~*(Q) is < m~*%/? m > 1 where s is
the excess regularity of F in Ls(€2). For a model class G of the form (328)), its uniform optimal recovery
rate in H'/2(0Q) is < m~~D/d=1) where 5 — 1 is the excess regularity in H/2(99). These model class
assumptions on f, g imply that the solution w to (LI)) is in a model class & which has a uniform optimal
recovery rate max{m~a,m~ =D/~ We introduce the following notation for a function v

[0ler = max{|| Av[|s, [ Tr(v)ll 7, }- (7.2)
The following theorem bounds the error ||u—v|| g1 (q) in terms of the discrete loss £*(v), provided Av € B
and v € B.

Theorem 7.2. Let u be the solution to (LT) with f € F = U(B) of B24) and g € G = Tr(U(B)) of B2T).
Given the data (f,g) of f and g at grid data sites (G, Gy, ,.) with |Gy .| = m and |G}, .| =T, consider the
functional L*, defined in (T1). If v is any continuous function in H(SY), then

lu =l ) S L7() + [1+ [|vled] Ree (2, m), (7.3)
with the constants in < independent of u,v, m and m, where

s—1

{max{ﬁl_i,m_ =1} d>3,

Ru(ﬁl,m) =

max{log(m)m~—3,m "V}, d=2.
Proof. We only prove this for d > 3. From (3], we have

lu=vlme < If+Avg-1@) +Ilg—Tr)llmrzee SIf+ Av|L @ + 19 = Tr@)| g2 60

* * ~_ s (G=1)
S I+ A0l o)+ g = Trllips | + [IF + Avllsm=# + llg = Tr(w) |, @m T |,

3

where in the second inequality we used the continuous embedding of L. () into H~!(f2) and in the third
inequality we used the comparisons between continuous and discrete norms (see Lemma and Theorem
6.3). Finally, if we use the facts that |||z < 1 and [|g| 7.5 < 1, we complete the proof of the theorem. [

Let us make some remarks on this theorem.
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Remark 7.3. If we knew in advance the smoothness class of f, or at least the value of p, and if this value
were 1 < p < 00, then in the case d = 2 we could modify appropriately the the loss L* so that it is independent
of m. This choice would lead to the actual optimal recovery rates max{m~—%, m~ "V} for this class (i.e the
logarithm will not be present), see the Appendiz, §12.7

Remark 7.4. It is natural that ||v||ye enters into the error bounds since we need some control on v away from
the data. However, this means that when we try to obtain a good approximation to u (in HY(Q)), through
optimization, then the norm || - ||y will have to enter the picture [§)].

Remark 7.5. This error estimator can be used to monitor the error in any optimization scheme that attempts
to minimize the loss L*(v). For example, suppose that ¥ = %, is a linear space of dimension n or a nonlinear
manifold determined by n parameters such that each S € ¥ is continuous and has a continuous Laplacian
AS. If at any stage of the optimization procedure we have an S € X, then we can use [3)) to bound the
error of ||u — S| g1(q). Of course, a good estimate requires a bound for [|S||y.

Remark 7.6. Note that for fized values of m and m, the losses L and L* are equivalent up to a constant
depending upon the parameters m and m. This means that if the original loss L is driven to 0, i.e. we are
perfectly interpolating the data, then both losses give the same error control. However, in the situation where
the data is not interpolated, the new loss L* gives control on the error according to Theorem [7.3, while the
original PINNs loss L does not.

In view of the above remarks, we see that the effectiveness of using ¥,, together with the discrete loss £*
to provide an approximation to u is not simply governed by the error E(U, ¥, )q1 (o) of approximating the
class U by %, in the H'(§) but rather by a form of restricted approximation which involves || - ||z, [4].

8 A numerical optimal recovery algorithm

Let U be the model class (33) determined by the model classes F and G, where F is a maximal model class
B24), B26) and G is a maximal model class (B:228). To build a numerical algorithm for the recovery of
U € Ugata, we want to minimize the discrete loss L£* over a suitable set ¥,,. Let M > 1 and let uw be such
that

u € {argmin L*(v)}. (8.1)

llolleesM

Clearly, u is a solution to this problem since |luljyy < 1 and £*(u) = 0. Thus, £*(@) = 0 and it follows from

[@3) that

Hu — ﬂ||H1(gz) S MRz,[(ﬁ’L, m), m > 1. (82)

with the implied constant depending only on r and d. In other words, u provides a near optimal recovery
when d > 3 and a near optimal recovery up to a logm factor when d = 2. Of course, the minimization
problem (BI) is taken over too large of a set to be numerically viable and so we would like to utilize
minimization over a smaller set.

Let ¥, C H*(2) be an approximating set. Here, the primary examples for X,, are linear spaces of finite
dimension n or a nonlinear manifolds depending on n parameters such as NNs. For M > 1 (typically taken
as some fixed number not dependent on n) we define the set

SoM):={SeX,: |SluM}CX,, (8.3)

and consider the solution « of the minimization problem
S € {argmin £*(S)}. (8.4)

Sex, (M)

We assume for the moment that d > 3 and show that S is a near optimal recovery of u from the given data
provided the set ¥, (M) is sufficiently good at approximating the elements of our model class Y. Later, we
explain the changes needed for the case d = 2.
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In order to present our results, we denote by

infses, ) ([Av = AS|| L @) + 1T7(v = )| 12000 d=>3,
E(,2,(M)) = (8.5)
infses, (any ((14log(m))[|[Av — AS||L @) + ITr(v = )l mir200) d=2.

the error of simultaneously approximating v and Av. We remark that in the case d = 2 and 1 < p < oo, then
this analysis can be modified to remove the logarithm. Then, for the model class U of H'(£2), we denote by

EU,E, (M) := SEBE(U, (M),

the error of restricted approximation of the class U by elements from %,,(M).
We have the following theorem.

Theorem 8.1. Let X, be a set in H(Q) and let 3,,(M) be defined by ®3)for a fized value M > 1. If S is
any function from 84) then

[ — 8] 1) S MRy(m,m) + E(u, S, (M)), (8.6)

with the constant in < depending only on r,d. Moreover, if the approximation set X,(M) is such that
EU,2,(M)) < CRy(m,m) for some C depending only on r,d, then S provides a uniform near optimal
recovery (up to a logarithmic factor in the case d = 2) for the model class U.

Proof. We only prove this in the case d > 3. In the case d = 2 the same modifications can be made as before.
We use ([Z.3) for S to obtain

lw = S 1) S L5(S) + (1 + M)Ry (i, m). (8.7)

For all S € ¥,,(M), Lemma [6.1] and Theorem [6.4] give the bound

-~

L£5(8) < £5(5) S [[Au— AS|L, @) + | Tr(u = ) g1/2(50) + CMRy(m,m),
with the constant in < depending only on r,d. Taking an infimum over all S € X, gives
L£(S) S E(u, Sn(M)) + MRy (i, 7). (8.8)

When this is inserted in (87 we obtain the theorem. O

9 CPINNs

The previous section has shown that any minimizer of the loss £* over %, (M) provides a near optimal
recovery of u provided X, (M) is sufficiently good at approximating the elements of the model class /. In
this section, we specialize these results to the case where ¥ := X, is a space generated by neural networks
with n parameters and a prescribed architecture. As a primary example, we can take the activation function
o to be ReLU” with & > 3. This guarantees that the elements in 3,, have continuous Laplacians, i.e., AS is
continuous whenever S € ¥,,. This also guarantees that £*(.5) is well defined for each S € ¥,,. Regarding
the architecture of the network, we consider the case of deep networks which is the space usually utilized in
PINNs. A similar discussion applies to shallow networks.

Consistent PINNs (CPINNS): We call any algorithm which minimizes the loss L* over a neural network
space 3, consistent PINNs and denote it by the acronym CPINNs. The discussion in Remark[7.0] has
given the advantages of using CPINNSs over standard PINNs with the loss L. Here, we do not necessarily
require the minimization take place over the constrained space 3, (M), unless explicitly stated since the latter
invokes numerical difficulties in implementation.
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We do not address the question of designing an optimization algorithm that is guaranteed to come close
to minimizing the loss £* over X, or X,(M). We know that the lack of such theoretical guarantees is a
bottleneck in rigorously proving convergence results. We analyze the performance of any minimizer or near
minimizer of the loss without addressing how such a minimizer is found.

Let @, denote any minimizer of ([84]). Theorem B1] guarantees that @, is a near optimal recovery of u
provided that for the model class U, we can make E(U,%,,(M)) small by taking n large. Thus, the question
is whether X,, has favorable restricted approximation properties. There is a large literature of approximation
theoretic results concerning how efficiently deep neural networks can approximate various classes of functions
(see [19] and the references therein). Let us briefly discuss the specific case of approximating functions from
Besov spaces using deep ReLU neural networks. When error is measured in the Lp,-norm, optimal rates
have been obtained [55 [64] [52]. There has also been recent work on the problem when error is measured in
another Besov space, although in this case a smoother activation function must be taken [63] [62].

On the other hand, the question of restricted approximation that is used in the present paper has seem-
ingly not been studied. We conjecture that the techniques developed in [55] [64, 52] can be appropriately
modified to give the same rates for restricted approximation with a fixed suitably large value for M (inde-
pendent of n). Since the proofs are already quite difficult, we leave the proof of this conjecture to future
work.

10 Nwumerical Illustrations

In this section, we present some numerical experiments in support of the theoretical results of the previous
sections. The main take away from these theoretical results is that when using optimization of a prescribed
loss function over a set X, to numerically compute an approximation @ to the solution u of (I1]), then the loss
function £* given by (L9) as in CPINNS is the proper choice. The purpose of the numerical experiments of
this section is to analyze the effect of using £* rather than the standard loss £ when taking ¥,, as a neural
network space.

As a prelude to presenting our numerical experiments, we make some remarks on minimization of loss
functions over X, that are well known to practitioners. Since both losses are non convex when viewed as a
function of the parameters of the neural network space ¥, there is not a known mathematical procedure
which is proven to converge to a minimizer of the loss. Typical approaches used in practice, try various
initial guesses of the parameters and use variations of gradient descent with variable step sizes, i.e., learning
rates, in an attempt to find a minimizer of the loss. There is no a priori guarantee that any specific recipe
will work. In other words, one cannot blindly apply any prescribed procedure with an a priori guarantee of
success.

Another drawback of this approach to solving the PDE is that one cannot test its efficacy unless the true
solution is in some sense known so that one can measure performance a posteriori. One advantage of using
the loss £* in place of £ is that our theory provides an a posteriori bound of the error (see (T3])) that does
not require knowledge of the solution u. In other words, when using £*, one can guarantee an a posterior
bound of the error by computing £*(S), where S is the output of the numerical optimization procedure.
Indeed, one would compute ||S||ys and from (Z.3) we know

lu = Sllar @) S L7(S) + (1 + [1Sllee) Bey (2, ™). (10.1)

Here the second term is the recovery error. All quantities on the right side of (IO only involve S and so
one has a bound for the error without knowing .

Let us also note that in practice, for the PDE setting and in other learning scenarios, one does not try
to impose the model class restriction in the optimization routine since it is computationally too expensive.
We follow this paradigm in our numerical procedures.

Finally, we want to point out that the minimization of the new loss L£* differs from the standard loss £
in advocating the use of:

e adiscrete L. (€2) norm (we take v = 1.1 when d = 2) rather than a discrete Ly(2) for the PDE residual;
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e a discrete H'/2(9€2) norm rather than a discrete Ly(9S2) norm for the boundary condition residual.

Although it is not possible to completely separate the effect of these two modifications, we consider two
different test cases corresponding to a harmonic solution v with non-vanishing boundary conditions and a
singular solution with vanishing boundary conditions; see Sections In each case, we compare the results
of the minimization of the new loss function (referred as CPINNs) and the standard loss (referred as PINNS).

10.1 Practical Algorithm

We now describe the practical algorithm implemented for the minimization of the losses £* and £. We remark
that PINNs algorithms rely on the inherent assumption that the minimization processes are successful. As
noted above, there is no prescribed recipe for the initial choice of parameters, the activation functions, the
optimization algorithm and the hyperparameters that will guarantee convergence. Rather, one is left to
experimenting with different choices and employing different heuristics until satisfactory convergence of this
method is obtained.

There is no way to explore all of the possible minimization algorithms. Moreover, once a particular
numerical optimization procedure is chosen to implement, one is always subjected to the possibility that
some other choice would have been better and demonstrated different results. So,our numerical results must
be viewed from this perspective.

Our approach in this section is to find one procedure that works reasonably well in minimizing the loss
(3). We remark that in order to conform the common practice of minimizing the squared residual in
PINNs, we actually used a loss function obtained by squaring each of the terms in (L9) and (L8] in our
experiments, i.e. we minimize the losses (sq is shorthand for squared)

2/ -

m —)(z;) = [g — v](z;)|? U
£y o1+ o) | 4 |y 0 =2l S L S ) e
i=1 Z%];é:jl Jj=1
and _
[ ZAU x;) + f(x)]?| + % [v(z:) — g(2i)]
i=1 i=1

Here we take a uniform grid of collocation points and m is the total number of collocation points (where we
penalize the residual of the equation), while 77 is the number of collocation points which lie on the boundary
(where we penalize the residual of the boundary values).

We then apply the exact same procedure to minimize both the original PINNs loss £, and the CPINNs
loss L3,. We observe from the final loss values that our procedure obtains sufficient minimization of both
loss functions, so that our results enable us to compare the effect of using the two different loss functions
Lsq and L5,. These results demonstrate a significant improvement in accuracy when minimizing the loss £,
instead of Lg,.

Finally, we remark that the running time of the training the we have implemented is very high and is
not remotely competitive with traditional numerical methods for this problem. Improving the efficiency of
the training of PINNs on both Ly, and L3, is an important and active area of research (see for instance
[44, 14, [37) 48, [66]), and incorporating these recently developed techniques into our algorithm is an area of
future work.

In our experiments, we use a deep neural network with the following structure. We use a deep network
with L = 8 hidden layers of width W = 100. The first layer uses a tanh activation function, while the
remaining layers are residual layers [33] with the ReLU? activation function. The network is initialized as
follows:

e The parameters in the first layer are randomly initialized from a normal distribution with variance 1.
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e For the residual layers with ReLU? activation function, the parameters are randomly initialized from
a normal distribution with variance
2\"% 1

15 VIW

In analogy with Xavier and He initialization [206] [32], this ensures that the variance of the output of
each layer gets multiplied by a factor of (1 + 2/L) in each residual layer, which guarantees that the
expected magnitude of the neural network function at initialization is bounded.

e In the final layer the weights are initialized randomly from a normal distribution with variance 1/vW,
which ensures that the network output has the same variance as the output of the final hidden layer.

We train the networks with gradient descent with an initial step size of 1072 decreasing by a factor of
2 every 4000 steps and momentum 0.9 for a total of 40,000 steps. We also rescale the velocities (i.e.
weighted averages of the previous gradients according to the momentum) in each layer to have the same
maximum as the parameters in that layer, we have found that this makes the training somewhat more stable
and improves the final loss values obtained. The full code and all experimental details can be found at
https://github.com/jwsiegel2510/consistent-PINNs.

We also note that although the H'/2(9€) norm is nonlocal, the implementation of the discrete H'/2(9)-
norm present in £, can easily be vectorized and is fairly efficient in our practical implementation. Of course,
the computation and optimization of the discrete H'/ 2(0Q)-norm scales quadratically with the number of
collocation points on the boundary, while the norm used in the standard loss L, scales only linearly. In our
examples, the number of collocation points in the interior scales quadratically with the number of points on
the boundary, so that using the discrete H'/ 2(09Q)-norm on the boundary is comparably expensive to the
penalty on the interior. In addition, the evaluation of the neural network at the collocation points typically
dominates the calculation, rather than the calculation of the norms or their gradients from these values.
However, when using a large number of collocation points on the boundary optimizing the new loss function
L, may be less efficient than optimizing the original Ly, loss. This can potentially be mitigated by using a
truncated version of the discrete H'/2(9Q)-norm, but we leave this to future work.

10.2 Results

In our first experiment, we solve the Poisson equation
—Au= fin Q, u= g on 01, (10.2)
where f and ¢ are chosen so that the exact solution is given by
u(z,y) = e* cos(my), (z,y) € Q= (0,1)%

For this solution u, we have f = 0 and the boundary values g are non-zero. The results of this experiment
with different numbers of collocation points m can be found in Table [I1
In our second experiment, we solve the Poisson equation (I0.2)) where f and g are chosen so that the
exact solution is given by
9/4
u(e,y) = 1000(1 - 2)y(1 — ) (@ = 05) + (y = 05))"", (@) € (0,1
This solution is chosen such that it is not smooth (although its second derivatives are still continuous) to
test the ability of the algorithm to handle lower regularity. The results of this experiment can be found in

Table
We remark that the H' relative errors in both experiments are reported with respect to the discrete

H(Q)-norm
2 2
[Vl 720y = \/(|U||22(Q)) + (H|VU|H22(Q))
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https://github.com/jwsiegel2510/consistent-PINNs

PO CPINNs CPINNs PINNs PINNs
H' Rel error | Loss L%, || H' Rel error | Loss Ly,
25 | 16 2.02% 24-107° 1.77% 9-10°°
100 | 36 0.15% 3-107° 0.39% 51076
225 | 56 0.06% 2-107° 0.55% 1.9-107°
400 | 76 0.07% 6-107° 0.58% 2.5-107°
625 | 96 0.11% 1.1-1075 0.48% 2-107°
900 | 116 0.07% 5-1076 0.34% 1.3-107°

Table 1: Results of the numerical experiments for the harmonic solution u. We see that the CPINNs loss
function £, results in about 3 — 5 times lower error compared with the original PINNs loss L.

using 500 points in each direction.

From these results, we see that using the new loss function £, consistently gives errors that are about
3 — 10 times smaller compared with the original PINNs loss. From the final loss values achieved, we conclude
that this is not due to the training algorithm performing better on the new loss, but is rather due to the
fact that L% gives a better control on the solution error than £,,. We remark that by weighting the terms
in L4, differently (i.e. by choosing different values of A in (7)), one may be able to improve the results for
the original PINNs loss, as we have not rigorously tested this. However, our method does not require such
tuning as all terms in £, should naturally carry the same weight.

We also remark that in our first experiments, the solution is very smooth. This has the consequence that
the optimization error is the dominant source of error once m > 100, i.e. in this regime the sampling error is
already significantly smaller than the optimization error. This is why the error does not continue to decrease
as the number of collocation points is increased beyond this point. By using a more effective optimization
method which drives the loss £, this balance can be shifted and lower error can be obtained. On the other
hand, in our second experiment, the solution u is not particularly smooth. In this case, the sampling error is
dominant all the way up to m = 900 collocation points and we see the error of our method decrease all the
way down to this point. This is due to the fact that the optimal sampling rate decreases much more slowly
because of the non-smoothness of w.

Y g CPINNs CPINNs CPINNs CPINNs

H' Rel error | Loss L}, || H' Rel error | Loss Ly
25 | 16 52.4% 1.4-1071 46.7% 2.6-1073
100 | 36 22.3% 1.4-1073 28.0% 6.6-1073
225 | 56 9.6% 4.2-1073 26.7% 1.6-1072
400 | 76 7.2% 5.9-1073 19.2% 7.7-1073
625 | 96 5.5% 6.8-103 25.4% 2.3-1072
900 | 116 3.9% 3.5-1073 23.6% 2.8-1072

Table 2: Results of the numerical experiments for the non-smooth solution u. We see that the CPINNs loss
function £, results in about 5 — 10 times lower error compared with the original PINNs loss L.

11 Concluding Remarks

We have investigated collocation methods for solving elliptic PDEs of the form (). A collocation method
seeks to generate an approximation to the true solution u of (1)) from point value information of the right
side f and the boundary value g. Under model class assumptions of the form f € F and g € G which
are both unit balls of Besov spaces, we showed that there is an optimal error (called the error of optimal
recovery) in recovering u in the H'(2) norm. We determined this optimal recovery error for the various
model classes.
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We then turned to the study of theoretical and numerical algorithms which would yield an optimal
recovery. The most prominent of these methods is to minimize a certain loss function £ that measures how
well we have fit the data observations. We have shown that the typical loss function used in practice (based
on least squares minimization) is not the correct loss and have proposed the correct loss function £* defined
in (). We then showed that any minimizer of the correct loss L* over a suitable set X,,(M) yields a near
optimal recovery of wu.

We have then gone on to show that a modfication of PINNs which we call Consistent PINNs (CPINNs)
leads to a provable near optimal recovery algorithm. The modifications needed are to use the loss £* in
place of the loss £ usually used in PINNs. Secondly, the minimization needs to be taken over the constrained
set ¥,,(M) rather than all of ¥,,. Finally, we provide numerical experiments which demonstrate that the
CPINNS loss function significantly outperforms the original PINNs loss function on elliptic PDEs.

We now wish to make some further comments that one can view as serious caveats to the above theory.
The first and most serious objection to the above development is that we do not provide a numerical algorithm
for finding a minimizer or near minimizer of the loss £* over X,,(M). This is the same objection that can
be made for almost all learning problems and certainly for PINNs. The usual numerical method used to try
and solve the minimization problem in PINNs, as well as other learning problems, is to use gradient descent
or some modification of gradient descent, to solve the minimization of the loss. Unfortunately, there is no
proof of convergence or accuracy when applying gradient descent to non-convex losses such as £ or £*. This
has not impeded the use of gradient descent in practice with much empirical success. We have utilized such
techniques as well in our numerical examples.

We do not want to enter into a discussion of the art of using gradient descent in optimization. However,
we want to address two issues that arise relevant to this paper. The first of these is the fact that we must
optimize the loss over ¥, (M) rather than ¥, itself to gain the proof of optimality. This is a serious numerical
burden. We have ignored this issue in our numerical experiments much like one ignores the lack of a provable
gradient descent algorithm. One could implement the restricted approximation term by adding a penalty
to the loss L* to guarantee that at each step of the optimization one remains in the constrained set X, (M)
(see []) but this does not ease the computational burden and one is still faced with a lack of convergence of
the numerical optimization.

Finally, let us point out another issue which is understood by practitioners but not usually pointed
out in the theory. Neural network spaces are a very unstable manifold. By this we mean that changing
parameters very slightly can have a huge effect on the output of the neural network. That is, the mapping
from parameters to output in neural networks is very unstable. This instability appears more in deep
networks than in shallow networks. Avoiding this lack of stability is an art in practice that manifests itself
in judiciously choosing the starting parameters and the learning rates (step size in gradient descent). The
theoretical aspects of this lack of stability, and how to avoid the instability theoretically, is addressed in a
series of recent papers [8, 29] 28] [30]. There remains a serious gap between theoretical algorithms for learning
and their numerical implementation.

12 Appendix

In this appendix, we provide proof of the results stated in sections §2 and §3

12.1 Local approximation by polynomials

There are many important results on the approximation of functions in Besov classes. We will use approxi-
mation by piecewise polynomials. We begin by describing local polynomial approximation.

For any integer r > 1, we let P¢ := P, denote the linear space of algebraic polynomials of order r (total
degree r — 1), namely,

d

k k

P = Z ax®, ax € Ry, where xX:= ' ayt, k= (k.. ka), kj >0, |k|p= ij.
[k[1<r Jj=1
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Note that w,.(P,t), =0, >0, for all P € P,.. If I is any cube in R? and f € L,(I), 0 < p < oo, we denote
by
Eo(f.Dp = Juf If = Ple,o, (12.1)

the error of approximation of f on I in the || - ||z, ;) norm by the elements of P.. A well known result in
approximation theory, commonly referred to as Whitney’s theorem, says that for any f € L,(I) with I a
cube with sidelength ¢;, we have

cEr(f, Dp < wr(f5r) L, 1) < CE(f, Dy, (12.2)

with the constants ¢, C' depending only on r,d and also p if p is close to 0. Whitney’s theorem usually only
refers to the lower inequality in (I2:2). However, the upper inequality follows trivially since

wr(flr)p,y = wr(f = Polr)p, ) < Clf = Pllz, s

holds for any polynomial P € P,.
It is useful to use the following modified form of Whitney’s theorem. For any cube I C R%, any 0 < p < oo,
and f € L,(I), we define

ﬁr(f, t)zzp(l) = t_d / / |A71;(f, X)|p dx dh, (123)
he[—t,t]d Irn

where I := {x: [x,x+ rh] C I'}. This is called the averaged modulus of smoothness of f. It is known that
wy is equivalent to w, (see §2 of [1§]),

cw, (f,t) ) S welfit)r, ) < Cwr(f, )L, ), 0<t<1, (12.4)

where again the constants ¢,C depend only on r and p and can be taken absolute when r is fixed and
0 < po < p < oo with pg fixed. Thus, Whitney’s theorem holds with w, replaced by w,

cE(f, D)p < We(fil1) 1,1y < CER(f, D). (12.5)

Before proceeding further, let us remark on why we introduce the averaged modulus of smoothness w,.
The advantage of w, over w, is that w? it is set subadditive. We shall use this in the following form. Let
2 = (0,1)% and let Z be a collection of subcubes of © which form a partition of Q. Then, from the definition
of w,. we have

Yoan(fit) oy S@f )] >0 (12.6)
Iez
This same subadditivity holds when Z is replaced by a set T of simplices which form a partition of (2.
If I C Q is a cube, we say that P; € P, is a near best L,(I) approximation to f with constant A > 1 if

IS = Prll, ) < AE(f, 1)y (12.7)

It is shown in Lemma 3.2 of [I6] that if P; € P, is near best in L,(I) with constant A, then it is also near
best in Lz(I) whenever p > p, i.e.,
If = Pillyry) < CAE(f, D)p, (12.8)

with the constant C' depending only on r,d and p. This constant does not depend on I or p.
Another important remark is that any near best approximation P; with constant A is near best on any
larger cube J which contains I in the sense that

Hf_PIHLp(J) < CXEL(f, J);Dv (12'9)

where now C' depends additionally on |J|/|I], see Lemma 3.3 in [I6]. Note that even though Lemma 3.2
and Lemma 3.3 in [16] are stated for polynomials of coordinate degree < r, they also hold for polynomials
of total degree < r.

In summary, a near best L,(I) approximation is also near best on large cubes J containing I and larger
values p > p. We shall use these facts going forward.
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12.2 Polynomial norms and inequalities

We need good bounds on the constants that appear when comparing norms. For this, we recall the following
equivalences, see (3.2) of [18] or Lemma 3.1 and Lemma 3.2 in [17]. For any cube I in R? and any function
g € L,(I), we introduce the normalized L, norm

lglZ () == 117" lgll, - (12.10)

For any cube I € R? and any polynomial P € P,, and any 0 < p, ¢ < oo, we have

1PIF oy =< IPIF s (12.11)

with absolute constants of equivalency provided ¢, p > po with pg > 0 fixed.
One can also compare Besov norms of polynomials. For example, we will use the fact that if P € P, and
I is a cube in R%, then for every s > 0, we have

|P

By(L, (D) < CL|IPlL, ), (12.12)

with a constant independent of I. This is proved by dilation (see e.g. Corollary 5.2 of [16]).

12.3 Besov spaces and piecewise polynomial approximation

We now recall how membership in BZS,(Q) guarantees a rate of approximation by piecewise polynomials. In
actuality the membership of a function in a Besov space can be characterized by its rate of approximation
by piecewise polynomials. However, we only need the results that prove that a function in a Besov space
can be approximated by piecewise polynomials with a certain accuracy and therefore only concentrate on
proving results of this type.

For each k > 0, we define Dy, to be the partition of  into dyadic cubes I of side length 27%. Here we
take a dyadic cube I € Dy to be the tensor product of the dyadic intervals [(j — 1)27%,j27%), 1 < j < 2%,
We then define

Sk = Sk (T)

to be the space of all piecewise polynomials of order r that are subordinate to the partition Dy. In other
words, a function S € Sy if an only the restriction of S on each I € Dy, belongs to P,.
If I € Dy, let Pr € P, be the polynomial of best L,(I) approximation to f and let us define

Sk = Sk(f) == Y _ Prxs € Sk, (12.13)

I1€Dy,

where X is the characteristic function of /. Notice that S (z) is defined pointwise for each = € Q, We extend
Sk to all of Q by continuity.
The following lemma holds.

Lemma 12.1. Let 0 < p <00, s > 0, and let r > 2 be any fized integer strictly larger than s. If a function
feBy= B, (Ly(R2)), with 2 = (0, 1)4, then

dist(f, Sk(r)) L, @) < Clflps@27 ", k>0, (12.14)

with C depending only on p and s.
Proof. Consider Sy defined in (I2ZI3). From Whitney’s theorem, we have

1f = Prllz,y < Cwr(f,27") 1,y < Cwr(£,27") L), (12.15)

where w, is the averaged modulus of smoothness.
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If p < oo, we raise both sides of (IZ1H) to the power p and then sum over I € Dy, to obtain

||f - Sk”ip(g) S CP Z Uf\jl?“(fa 27]6)1[)‘?([) S CpujT(f72ik)Z[)‘p(Q) S Cp|f|p;(g)2ikspv (1216)
1€Dy,

where we used the subadditivity (I2.0]) and the fact that Dy, is a partition of Q. This proves (I2.14]) in the case
p < 0o. When p = oo, these inequalities follow directly from (I2.15) and the fact that || ||z ) <[ 2. ()
for each I C Q.

12.4 Piecewise polynomial approximation in L, ()
All constants C' appearing in this section depend at most on s and p and may change at each occurrence.

Theorem 12.2. Let Sy be defined as in (I2ZI3). If s > d/p and p < 7 < 00, then we have
|f = Skl < CIf

Proof. Let us fix any f € B, (Q2) and consider the corresponding Sy = Sk(f), see (IZI3)). It was proven in
Lemma [[2.] that

By (@2 FETHPTT) e B Q). (12.17)

If = Skllz, @ < C|f|B;(Q)27kS, k>0.
Let Ry := Sp and for each x € Q, we define
Ry (x) = Sk(x) — Sk-1(x), k=>1. (12.18)
The functions Ry, are defined for all x € Q and are in S, k > 0,
IRkl L) < CUS = Skllz,@ + I1f = Sk-1llL,@] < ClflBy@2™*, k>1, (12.19)

and of course ||Rol[z,(q) < C/f]lz,()- It follows that

f=> R (12.20)
k=0
with the series converging in L,(€2). We now consider the following cases for 7.
Case 1: 7 = co. On each dyadic cube I € Dy, we have
Ri(x) = Qr(x) := Pr(x) — Py(x), xel,
where I € Dy_; is the parent of I. From Whitney’s theorem and (I2.11)), we have for every I € Dy, k > 1,

IQillery < CUITPIQiL,m) < C2*P(|If = Prllp,y + IIf = Prllz, )
C2X/Pu, (f,27%) L 7. (12.21)

A

IN

This gives that for each x € Q, we have

|Ri(x)] < C2M/Pw, (f,27F) () < C|f|B;(Q)2_k(S_d/p)7 k>1. (12.22)

Thus the series ([Z20) converges in Lo (£2) and also pointwise to a limit function f and for each x € {2, we
have

1F(x) = Su)| < Y |R;(x)| < CIf

j>k

35(9)2—’“8—01/?), k> 0. (12.23)

Since the same bound holds for || f — Sk|[;__ ), we have f = f, a.e. on 1, and we have proven the theorem
in the case 7 = oo.
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In going further, we refer to f, which is defined pointwise on § as the representer of f. We shall see in
Theorem that f is continuous and in Lip a, o = s — d/p.
Case 2: 7 < oo. Similarly to (I2Z22])) and using the comparison of polynomial norms of (I2Z.I1]), we find that

/|Rk|T — Z /|Q1|T < CT2kd(T/p—1) Z ||QI||EP(1) < C‘r2kd(7’/p—1) Z ﬁr(f,2—k+1)2p(7)

Q IeDy I1€Dy, I€Dy
T/p T/p
< O okd(r/p-1) [Z @T(f72—k+1)zzp(7) < 9d7/pyTokd(r/p—1) Z ﬁr(f, 2—k+1)1£p(7)
I€Dy, I€Dy
< 2d‘r/pO‘r2kd(T/p—l),lT)r(f,2—7€+1)7L'/p(ﬂ),
where we used the subadditivity (IZ.6). In other words, for any 7 > p, we have
IRl L, ) < Cde(l/p_l/T)|f|B;(Q)2_kS, k>1. (12.24)

Since f — S = Zj>k R;, when 7 > 1, we can add these estimates to arrive at
—SkllL.() < GllL, ) < Bs(2 T 7,
If = Skll <> IR < C\f g2 Mo trra/m)
i>k
which is the desired inequality. When p < 7 < 1, we use (I2.24)) to obtain
1 =Skl ) < D IRIT o) < C7|f1Bs Y arIrlendprd/n) < CT|f|73;(sz)TkT(S_d/erd/T)a

Jj>k i>k

which completes the proof in this case. o

Remark 12.3. Theorem [[2.2] is valid for more general Sy € Sk, for example, for Sy = Zlebk Prxr, where
If = Prllz,y < C2HAP=UG (£,27%) (1, T € Di(9), (12.25)

where C' does not depend on I, see (IZ21]).

12.4.1 Proof of Theorem 2.3

For any f € B;(Q), consider the corresponding Sk (f), defined in (I2Z.I3) and the function f see (TZZ23).

As shown in Theorem 022 f = f a.e.. We want to observe that the function f is continuous on 2 and
moreover, [2.19) holds. Indeed, it is enough to consider 0 < ¢t < 1. Let x € © and |h| < ¢ be such that
[x,x 4+ rh] C Q. Let J be the smallest cube that contains [x,x + rh]. Then, we have £; < rt. We argue as
in the proof of (I222) and ([I2:23), replacing by J to show that there is a polynomial P; € P, such that

sup | f(x) — Ps(x)| < C|f
xeJ

s—d s—
Bs(n¥y P < Clf|Byot* "

It follows that _
|Am(f,x)] < C|f|Bg(Q)fs_d/p,

uniformly for x € . This proves that f is continuous and (ZI9) holds. O

12.5 Polynomial interpolation

In this section, we prove the results for piecewise polynomial approximation stated in §2
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12.5.1 Proof of Theorem [2.7]
In view of Theorem [[2.2] it is enough to show that for any fixed & > 0, we have

1Sk (f) = Sk (f)

with C here and for the remainder of the proof always denoting a constant not depending on f or k, but
depending on r and d. If I € Dy, we let Pr be the best L,(I) approximation to f by elements of P, and
similarly let Py be the best C'(I) approximation to f from P,.. Recall that by definition Sk (f) = > ;cp, Prxr-
It follows that if T' € T, and T C I, then we have

k(s—d/p-i—d/T)’ (1226)

By (@2

196 (f) = Sk(Nleweery S I Lr(f = P)llLwry S CIfF = Prlloo < CIf = Prllo.ay, (12.27)

and therefore
[1S5(f) = Sk(NllLwmy < CIf = Prllnon)- (12.28)

We know from Theorem 2.2 that || f — Prl[1_ (1) < C|f|B;(Q)2_k(S_d/p) for each I € Dy, and thus

1S6(f) = Si(P Lty < Clf B3 2~ 4P, (12.29)

which completes the proof of the theorem when when 7 = oo

To handle the case p < 7 < oo, we first give an improved bound for ||f — Pr||;_(r) when I € Dy. Let
x € I be any fixed point. For each index j > k, let J; € D; be the dyadic cube that contains x and
Qj:= Py, — Pys;, j >k, I = Jg. Then, arguing as in (I2.21]), we have

1£) = POl <D Qi Lwayan) S C Y1 Tial T PUQs 1,00y S C Y PYPIf = Pyl ). (12:30)

j>k j>k ji>k

Since || f = Py, ||, 1) < @r(f,277) 1, 1), this gives

If = Pillooy <CY_2P0,(f,.277) 1) (12.31)
ji>k

which is the improved bound we want.
‘We now consider two cases.

Case p < 1: From (IZ28) and (IZ31) we derive

15(f) = Si(lewwy < ClIf = Prlloomy < CZde/p@r(faTj)Lp(z)

Jizk
1/p
d~
< O 2w (f,270) Tl - (12.32)
>k
The set subadditivity (I2.6) of w, then gives
156 = SEDI @ < €275 ST ISu(h) = Sty < €275 32 37w, (£.279 )
IcDy, i>k I1€Dy,

< C27MY 24w, (f,279)] ) < Clf 0 27N " 2ddamiw < | £, S \27keP,
izk >k

This proves (I2Z226)) for the case 7 = p. For general 7 € (p, 00), we use (IZ29) and obtain

1S4(f) = SN < 1S6(f) = SE (NI PISk(f) = SE(NIP < Clf [0y 2 VP28 (f) = Si()IP. (12.33)
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We now integrate both sides of this inequality and find that

‘gg(Q)2—k(S—d/Z)+d/T)T. (1234)

151(f) = SN 0y < Clf |5y 2 VP P27kr < 0| f

as desired.

Case p > 1: From (231, we find for any 3 € (0,s — d/p) that

1f = Prllpaoy < CLY 277 Y0 Wm0, (1,279 Y 1737, (12.35)

Jizk Jj=k

where p’ is the conjugate index to p, i.e., 1/p+ 1/p’ = 1. Arguing as in [I2.33)), we arrive at

15k (f) = Sk (Nllz, < CIf

This proves (I2:26)) for 7 = p. In other words, we know (IZ26]) for 7 = p and 7 = co. We complete the proof
for general T € [p,00) as in (IZ34). This completes the proof of the theorem. O

B2 " (12.36)

12.5.2 Proof of Theorem

Since Bj(Lp(£2)) is embedded in B, () := B3, (L,(£2)), it is enough to prove the theorem when f € B;(Q),
i.e., when ¢ = oo. We know from Theorem 2.1] that

If = Sk(H)llza) < O|f|B;(Q)27k(Sfd/p+d/2), k> 0. (12.37)

We define
Ri(f) = Se(f) = Sea(f), k=1 (12.38)
It follows from ([I2.37) that

| RE(F)lLo) < C|f|Bg(sz)27k(57d/p+d/2), kE>1. (12.39)
Since on each simplex T € Ty, the function R} is a polynomial Q7 from P,., we have
% 9 k 1% Y )

1Qr | (r) < C2°NQ1ll Loy, T € Tr (12.40)

Since the function R} (f) is continuous on €2, we have (see Theorem 2.1.2 in [7])

IRE (D3 < C D IRy < C2%% Y IR0y = C22FIRR (I3, (0)-

TeTk TETk
This gives
IR: (Nl ) < C2NRi(F)llaiey < Clf g2 4P > 1 (12.41)
Writing,
f=SiH =D R;(f)
>k
and then applying H! norms gives the theorem because s — d/p + d/2 > 1. i

12.6 The proofs of the Theorems on optimal recovery

This subsection will be devoted to the proof of the theorems on optimal recovery stated in §3l
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12.6.1 The proof of Theorem [B.1]

It will be convenient to consider only the case d > 2 to avoid changes in notation. We leave the case d =1
to the reader. The proofs are divided into two parts: a proof of the upper bounds and then a proof of the
lower bounds.

Proof of the upper bounds in Theorem [B.T} A proof of (i) and (ii) can already be found in [49], but for
completeness, we give the following proof using the results of §1 Recall our notation B;(§2) := B3 (L,(2))
and the fact that all other Besov spaces B;(L,(f2)), with the same values for p and s, are contained in
B;(Q). Therefore, it is enough to prove the upper bounds when B = B;(€2). To prove these upper bounds,
we need to exhibit a set of m data sites at which we achieve the claimed bound. We take these data sites
as the tensor product grid points Gy, of Q where r > max(s,1). This will yield the upper bounds when
m = (2Fr)%. The upper bounds for the other values of m follow from the fact that R is monotonically
nonincreasing as m — oo

The cases (i) and (ii): Let T = Tr(2) be the simplicial partition of © into simplices T as in 125 We

have shown in that section, that from the data ( fz)fil we can create a continuous piecewise polynomial

S=5:h) =S Le(fr, (12.42)

TeTk

where Ly (f) is a polynomial of order r (Lr(f) € P,), gotten by interpolating f at the data points T'N Gy, .
We have shown (see (2.I7)) that if 7 > p then

If =Sz, @) = |f|B§(Q)2_kdaT = | flBs@ym™ .

This bound also holds for 7 < p since then B;(Q) is continuously embedded in B3 (). The function S only

depends on the data (fl)f;1 This shows that every function fe Fdata is within an L, () distance Cm ™"
of S and hence the proof of the upper bound in the cases (i) and (ii) follow.

The case (iii): This is similar to case (ii) except now we use Theorem [22]
The case (iv): We shall need the following lemma.

Lemma 12.4. Let Q = (0,1)%, d > 3, and let v = v(d) be defined as in B12). Then, the space L. () is
embedded into H=1(Q) and we have

Il < Clflle, @, F €Ly (), (12.43)

with C depending only on d. In the case d = 2, then for any v(2) =1 < 7 < o0, the space L.(Q) embeds
into H=1(Q) and we have the bound

1Al @) < C—5 Il T € Le(), (12.44)
where C' is an absolute constant.
Proof. Consider first the case d > 3, in which case y(d) > 1. Let 4’ be the dual index of v, that is, $ = % — é,
so that v/ < co. If v € U(HZ()) , then by the Sobolev embedding theorem we have
ol S ol S vl = IIVollew, v € Hg(Q), (12.45)

where the last inequality is Poincare’s inequality. From Hélder’s inequality, it follows that for any v € H} (£2)
and any f € L,(Q), we have

[ Fo <17l ol S 17z, ololm o (12.46)
Q
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This gives
1Pl = sup /fv<|\f||L @, Tel, @, (12.47)

veU(HE ()

which proves the lemma when d > 3.
When d = 2, the Sobolev embedding fails at the endpoint since 7' = co. However, for any 7 > 1 we have
that 7/ < oo, where 7’ is the dual index to 7. In this case we have a compact Sobolev embedding

[vllz, @ < Crllvlla @), (12.48)

where one can show that the constant C» = C7" = C7/(7—1) for an absolute constant C. For completeness,
we sketch this argument. Given a function f € H*(f2), we consider a multiscale decomposition of f

f= Z — fa-1) (12.49)

where f,, denotes a piecewise linear interpolation of f on a triangulation 7,, made of C22" triangles of diameter
27" (here we set f_; = 0). We use a standard polynomial interpolation bound and scaling argument,
combined with the fact that the linear polynomials are finite dimensional (essentially the Bramble-Hilbert
Lemma) to see that

o= FatlT oy = D lfa—Faall oy < C2"C2D 3" ifo = faall Ty

TE€Tn-1 Te€ETn-1
2n(t’'/2—1)g—7'n T/ Span
<C2 2 Z 11 e ()
TETn-1
Taking 7'-th roots, we then get using that the £,,-norm is bounded by the £3-norm since 7/ > 2 that
1/7’ 1/2

1o = fatlle oy £ C22 (ST Wl | <022 (ST 1l s

TETn-1 TETn-1

= 2727 || fllmn o).
where C is independent of 7/. Using the multiscale decomposition, this now implies that

c

Iz, @ < Clflla @ Z 27T = 152/~

n=0

£l ) < CTN flla )

for a constant C' independent of 7/. Utilizing (I2Z.48)), the same duality argument used for d > 3 now
completes the proof when d = 2. O

We can now prove the upper bound in the case (iv) when error is measured in H (). Let us consider
first the case where d > 3. Since the exponent «_; does not change over the p > +, it is enough to consider
the case when p < 5. Indeed, if p > v then U(B;(Ly(f2))) is contained in U(B3,(L~(2))) =: U(B5()).
Therefore the upper bound follows once we have established the case 7 = U(B;(L,(Q?))) with p < 7.
Similarly, when p <, then U(Bg(L,(2))) C U(B5,(Lp(£2)). Accordingly, in going further we only need to
consider the case when F = U(B3,(L,(Q)) =: U(B;(Q)) with p <.

Let f be any function in F := U (B2, (L,(R?)) with s > d and p < v. We know that f € C(Q2). Given the
data f, we define S as in (IZ42]). From (2I7), we have

If =Sz, @ =

Bg(l)z—kdafl. (12.50)
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We now use Lemma [12.4] to obtain

If = Sla—10 <C|f =SllL, @ < Cm *f

B(©@)- (12.51)

The function S only depends on the data. This shows that every element in Fgaea(f) is within an H~1(Q)
distance C'm~“-1 of S and hence proves that the Chebyshev radius of this set does not exceed Cm™%-1.
Since f was arbitrary we obtain the same bound for R*(F). This concludes the proof of the upper bound in
case (iv) when d > 3.

If d = 2, we must slightly modify the above argument. Suppose first that p > 1. In this case, we have

1F = Sz, = [flayn2 ", (12.52)

since the sampling numbers in L, and L; are the same in this case. Thus, Lemma [I2.4] implies that (setting
T =p)
If=Sla-—10 <Cullf =Sl < Cpm7a71|f|B;(Q)- (12.53)

On the other hand, if p < 1, we see that
I1f = SliL.@) =X |flByn2 F@=HH, (12.54)

Applying Lemma 2.4l we get that

C —Q — T
If = Sllz-10 < Cpllf = Sl < p— 1 YT|f B3(Q)- (12.55)

Since this is true for all 7 > 1 we finally optimize in 7, which gives

) ml—l/T
min
™0 7 —1

< Clog(m) (12.56)

by setting 7 = 1 + (log(m))~*. O

Proof of the lower bounds in Theorem [3.1] We shall now prove the lower bounds in Theorem 3.1l The
proofs of lower bounds all take the following form. Suppose that x;, ¢ = 1,...,m, are any m data sites. In
order to prove a lower bound for R*(F)x, we construct a function n in F so that

(@) n(x;) =0, i=1,...,m,
(b) lInllx = em™,

where « is the appropriate index for X. Since both 7 and the zero function satisfy zero data the bound (b)
gives the lower bound we want for R*(F)x.

We proceed to explain how to construct an appropriate function 7 for each of the choices of X. Let ¢ be
a smooth non-negative function on R? which vanishes outside € and additionally satisfies

H(pHLw(Rd) =1 and ¢(x)>1/2, x€Qo, (12.57)

where Qq := [1/4,3/4]%. Of course, there are many such functions ¢ but to be more specific, and for use
further, we assume ¢(x) = ¢(x1) - - - ¢(x4) where ¢ is a univariate function with these properties (for d = 1).
We choose ¢ with these properties which has the smallest norm

M;p.q = llell By (L, 2)- (12.58)

So, ¢ depends on s,p,q and M, 4 is a fixed constant since the parameters s, p, ¢ are fixed.
Now consider any cube I C £ and let £; be the smallest vertex of I and as usual ¢; is its side length. We
define the function

Sla

@r = @I,s,p,q(x) = 6;7 sp(fl_l((b - 61))7 VS Rd' (1259)
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This function vanishes outside I and on its boundary. Moreover, one easily checks that for all cubes I, we
have

H<PIHBS(LP(Q)) = Ms,p,q- (1260)

Here the norm is independent of I.

Because of the monotonicity of R, (F)x, it is enough to prove the lower bound when m
assume for m. Suppose that m sample points X,,, := {xX1,..., X} €  are given. Consider the regular tensor
product grid G422 with spacing 2= (k+2) " The number of cubes in this grid is equal to 4%m by construction
and thus at least (42 — 1)m cubes do not contain any sample points in its interior. Denote by Z := Z(X,,)
the set of cubes which do not contain any sample points, so that |Z| > (42 — 1)m = Cym and the volume of
each cube I € T is |I| > cqm™!. For any cube I € Z, we define

= 2kd a9 we now

nr=M"tor, M= M,,, (12.61)

It follows that each ny is in F. Also, each of the n; vanishes at each of the data sites. We shall use the n;
to prove the lower bounds of Theorem B.11

The lower bound in case (i): Let us fix s, p, ¢ and consider the functions n; defined by (IZ6I). We take
I as any fixed cube from Z and define 1 := n;. Then 7 vanishes at each of the data sites. Also, it follows
from the definition of n that with M = M, , ,, we have

-

S—Q _ —a
Il i@y = M rllia@) = M7y 7 2 em™ @70 = em™ec.

This gives that R*(F)c(n) > ecm™*¢ and thereby proves the lower bound in case (i).

The lower bound in case (ii): We consider separately the cases 7 < p and 7 > p. If 7 > p, then we take
1 = nr where I is any single fixed cube in Z. For M = M, ;, ;, we have from (IZ57) that

d d

1
D L

(s 1 _
>cm (G—5t+7) = cm

Qr
)

Il =M el @ > CM_VT

since 1/p —1/7 > 0. It follows that R*(F)r (o) > em™ " in the case 7 > p.
Next consider the case 7 < p < oo. Since U(B§(L(f2))) C U(B;(Ly(Q))), it is sufficient to prove the
lower bound in the case p = oo, i.e., when F = U(B}(L(f))) with 0 < ¢ < oo arbitrary but fixed. We

define
n=ry (12.62)
IeT

with # a fixed constant chosen so that 7 € U(B; (Lo (2))). Here, 1y is defined as in (IZ.6])) with p = co. We
next derive a lower bound for x. The terms 7; in (I2.62) each have L., norm bounded by M2~%¢ and they
have disjoint supports. Therefore, |11 @) < M27%. For each r > 1, these functions are in C" () with
C" () norms not exceeding M2~ %32 where M depends only on the choice of r. We take r := [s] + 1 and
find that the modulus of smoothness of 7 satisfies

wWr(7, )00 < MK27F min(1, 287¢7). (12.63)

Therefore, breaking the integral into the integral over [0,27%] and (27%,1] we find that
d " d / d
14 t t
[t we(n, t)oc)?— < KIMI2Ra(s=T) / t(T_S)q? + kIMI2™Has / 1 <RI, (12.64)
0

2—k

o _

with C a fixed constant. This shows that we can take x > ¢ where ¢ depends only on s. Since n > k2%
on a set of measure > 1/2, we have that |||, ) > 275 > em~%/® which finishes the proof of the lower
bound in case (ii).
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The lower bound in case (iii): By assumption we have p < 2. We take n = n; for any fixed I € Z. We
estimate

=

1 -1 5*1*%“1’% —(£- ,lJ’,l)
MMl @) = M~ i) = cM™ 4 Zem tddT e, (12.65)
which proves the lower bound in (iii) for R*(F) g1 (q)-.

The lower bound in case (iv): We consider first the case where p < «, where « is given by B12)). In
this case, we choose 1 = n; where [ is any cube in Z. The function 7 vanishes at all of the data sites. By
construction, we have that n € F and the lower bound

n(z) > em” itz eI, (12.66)

where Iy = [£7 — £1/4,&r + 1/4]¢ is the subcube corresponding to Qo in I (see (IZ.57)).
We want to bound the H () norm of 7 from below. For this, we choose a function v from the unit
ball of H}(€2) which vanishes outside of I and is large on Iy. Namely, we take

(@) = el E (7 (@ — £1)). (12.67)

where now c is chosen as a constant depending only on d so that HU||H5(Q) = 1. As in the case for n;, we
have

MW

v(x) > cf}f > cmféJr%, x € Iy. (12.68)
It follows that
s = [n@@rde = [a@oa)de > on™ 8 bn | (1269)
Q To
Since |Io| > em ™! the right side of (TZ.69) is
em”AtETITE = oAty

This proves that R*(F)g-1(q) > cm™ "' in the case p < v since 1/p—1/7 > 0.

We finally consider the case when p > ~. This is handled in a similar way to case (ii). Namely, we can
assume F = U(B;(Lo(f2))) where s,q are fixed. We take 7 as in (I2.62). We know this function is in F
and vanishes at all of the data sites. To provide a lower bound the H~!(Q) norm of 7,

v(x) = cp(x), (12.70)

where ¢ is a constant chosen so that [|v[|g1 ) = 1. By construction, we have v(z) > 0 for all z € Q and
v(x) > ¢ for x € Q. Let Zy be the set of I € T such that I C . Since 7 is also non-negative, we estimate

Iz () = /77($)v($)d:c > /n(x)v(:z:)d:z: > /n(a:)da: >k Z
&

/m > 2 ko 7Ry (1), (12.71)
Qo Qo I1€Zy T

because k > ¢ and n; > 27" on Iy. We need to estimate the cardinality of the set Zy. Observe that the
number of cubes I in the original grid which are contained in g is 27%(4%m) = 2%m. Since #(Z) > (4¢—1)m,
we see that

#(Tp) > 2%m —m = (2¢ — 1)m.

Since m = 2%?_ placing this lower bound of #(Zy) into (IZ.71]), we find that
Il 1) = em™ 4. (12.72)
This implies that R*(F)g-1(q) > cm™*~* in the case p >« since 1/p—1/v < 0 and therefore completes the

proof of the lower bound in (iv). This completes the proof of Theorem Bl O
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12.6.2 The proof of Theorem

We first prove (ii) which also gives the upper bound in I9). From the definition of the trace norm, we
have
lg = Sk(@)ller17200) < v = Sellmi(e) < Clr2"] 7 < Cm~7, (12.73)

where the next to last inequality uses the estimate (ZI8]) and also the fact that m =< 2k(d=1) " This proves
(ii).
It follows that
Ron(9) mr1/2(00) < Cm 7, (12.74)

for the values of m that equal 2d[(r — 1)2¥]¢~L. Since g € G was arbitrary, we obtain
R (G) e (any < Cm™7, (12.75)

for the above values of m. From the monotonicity of R}, we obtain (I2.70) for all m. Thus, we have proven

the upper bound in (319).
We next prove the lower inequalities in ([3.19). From the monotonicity of R;,(G)g1/2(sq), it is enough to

prove this lower bound for m = 2¥(=1) — 1 whenever k is any non-negative integer. The following reasoning
is the same as in the proof of the lower inequalities in Theorem [3.1]

Let Z := {z1,...,2m}, m = 2¥(¢=1) _ 1, be any proposed set of data sites on Q. Let F := {x € Q :
x-e1 =0, e; = (1,0,...,0) € R be the face of 9 corresponding to the points x € Q whose first coordinate
is equal to zero. Consider the set Dy (F) of (d — 1 dimensional) dyadic cubes of F. Since there are 2F(4—1)
cubes in Dy (F), it follows that there is a J € Dy (F) such that J contains none of the data sites from Z in
its interior. We will now construct an appropriate function 1 € G which vanishes at each of the data sites.

Let J be the d dimensional cube in Dy (Q) which has J as a face and let ¢ be the function defined in
(I2.59) with the parameters 5, d, p,q. We know that M ~'¢; € U(B5(L5(2)) when M := Ms ;4. If £} is the
center of .J, then the point &, — (27%71,0,...,0) is the center of .J.

We now define

v(x) = M Yp;(x—(277710,...,0)), z€Q, (12.76)

which is also a function in U(Bg(Lp(Q2)). Hence, the function
mn:i= T()Qv (1277)

is in our model class G and 7 vanishes at all of the data sites Z.
We now show that for the intrinsic H'/2(9Q) norm we have
1Ml 22060y = em ™7, (12.78)

with ¢ not depending on m. This will prove the lower bound we seek. First consider the function ¢ defined
in (I2Z57). Let e; = (1,0,...,0) € R Because of the tensor product structure of ¢ described after (IZ57),
the trace 1o of ¢ onto the hyperplane x - e; = 1/2 is the d — 1 version of ¢. We define

M = |770|H1/2(69) > 0. (1279)
By a change of variables and the fact that m = 25@=1 — 1 it follows that

nlpriz(oqy = MM 12 KE=d/PIgk/29=kd=1)/2 > oy =8 (12.80)

where ¢ > 0 does not depend on m. This proves the lower bound and completes the proof of the theorem. O
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12.6.3 Proof of Theorem [3.3]

We first prove the right inequality of [B.2I). Given m > 1, let X’ be a collection of m := [ | data sites in
() for optimal sampling of the functions in F. Similarly let Z be a collection of m := [ | data sites in 09
for optimal sampling of the functions in G. Given u € U let f = —Awu and g be the trace of u on 9. We
know that there is an f € H~1(Q) which is an optimal H () recovery of f using the point samples at X
That is, we have ||f— f||H71(Q) < Cm~® whenever f € F shares the same data as f. Similarly, let § be an
optimal H'/2(99) recovery of g using the data at Z. Then, we have ||g — Gl r1/2(00) < Cm~" whenever g

is a function in G which shares the same data as g. Now, define u as the solution to (1) with right side f
and boundary value g. Let @ be any function from I/ which shares the same data as . From (I3]), we have

[T — | 1 () < O~ min(@B),

where C' is independent of m and the data. Since this holds for all u € U, this proves the upper inequality
in (3.21)

To prove the lower inequality we consider two cases. First suppose that a < . Given any set X of m
data sites in Q at which we sample the f € F, we can find two functions fi, f» € F that have the same
values on X" and yet || f1 — fol|g-1(q) > cm™* where ¢ does not depend on m. For i = 1,2, we let u; satisfy
(1) with right side f; and with g; = 0. Then, (L3) says that

lur — ua g o) = em™® = em ™),

This proves the lower inequality in (321]) in this case. A similar argument applies when 5 < a. a

12.7 The proof of Theorem in the case d =2

In this section we provide the proof of Theorem in when d = 2. We discuss two cases.
Case 1: p=1
Let € > 0. According to Lemma [[2.4] Lemma [6.1] and Theorem [6.3] we have

lu=vllm@ S If+Avllg-1@) + llg = Tr@)l gz 00
S e+ ALy @) + 19 = Tr)l 2 a0
< e+ A, o)+ 9 = Tr) e
" [”f + Av||ge ! TV IFORTE 4+ g = Tr() |l g @m TV

Optimizing ¢ as in Lemma [[2.4] gives a choice of € = [log(m)] ™!, for which
e~ 1pl=1/ (49 < log (i)
and thus we have
lu—=vllm@ < logm)f+AvlL, (o +Ilg—Tr@)llgeq

15+ Sl log@)i® +lg = Tr(o)l, gy~
LX) + [1+ ||v]lee] R (e, m).

N+

Case 2: 1 <p<
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I+ Avllg-r @) + lg = Tr(0)l[ 517200
COIIf + AvllL, ) + g = Tr()ll /2 o0

S [CWIr+ Dol + g = Tr) s -

[COIIF + A0l + llg = Tr(w) |y )]

||U—U||H1(Q)

+
< [CNf +Belly, @) + g = Tr)liay| + 1+ ol Rua(i, 7).

Notice that in this case we could have chosen £* as in the case of d = 3 with v = p and obtained the optimal
recovery rate for this class. However, this choice would result in a loss functional depending on F.
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