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CONSTRUCTION OF BOUNDED SOLUTIONS OF divu = f IN CRITICAL SPACES
ALBERT COHEN, RONALD DEVORE, AND EITAN TADMOR

AssTrACT. We construct uniformly bounded solutions of the equation diva = f for arbitrary data f in
the critical spaces LY(Q), where Q is a domain of RY. This question was addressed by Bourgain &
Brezis, [BB2003], who proved that although the problem has a uniformly bounded solution, it is critical
in the sense that there exists no linear solution operator for general L?-data. We first discuss the validity
of this existence result under weaker conditions than f € L4(€), and then focus our work on constructive
processes for such uniformly bounded solutions. In the d = 2 case, we present a direct one-step explicit
construction, which generalizes for d > 2 to a (d — 1)-step construction based on induction. An explicit
construction is proposed for compactly supported data in L>®(Q) in the d = 2 case. We also present
constructive approaches based on optimization of a certain loss functional adapted to the problem. This
approach provides a two-step construction in the d = 2 case. This optimization is used as the building
block of a hierarchical multistep process introduced in [Tad2014] that converges to a solution in more
general situations.
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1. INTRODUCTION

Let Y denote a Banach space of functions defined on a d-dimensional domain Q c R¢, where
d > 2. We are concerned with the existence and construction of uniformly bounded solutions u to the
equation,

(1.1 diva = f,

whenever f € Y. Namely, we ask whether there exists a y > 0 such that for every f € Y there exists a
solution u = (uy,...,ug) € L=(Q) to (1.1) such that

(1.2) l[allze < ¥l Aly-

Here for a vector valued function v = (vy,...,v4) such that each v; belongs to a function space X, we
use the simpler notation v € X and ||v||x instead of X4, We say the space Y is admissible if for all
feY,(1.1) admits a solution such that (1.2) holds.

There exists of course infinitely many solutions to (1.1) since as soon as one exists, we can add to it
a null divergence function, for example a constant. The most natural candidate for a solution u when
given f is to solve Laplace’s equation with data f and then to take u as the gradient of the solution.
More precisely, we introduce

WD) = Ve = Ly xeR?,
i

where ¢ is the fundamental solution of the Laplacian on R?, and define the so-called Helmholtz
solution as

u(x) = Ure () = fg FOWx—y)dy = Fr (),

where f (x) = f(x) for x € Q and f (x) =0 when x ¢ Q. Note that uy,| depends linearly on f. When Q
is a bounded domain, it is readily seen that uyy is a uniformly bounded solution of (1.1) for f € L?(Q)
whenever p > d, and therefore the spaces Y = LP, p > d are all admissible.

The question of whether ¥ = L9 is admissible was addressed in the seminal work of Bourgain &
Brezis [BB2003]. Their work studies the particular case where Q = T is the d-dimensional torus,
which leads to assume in addition that de f =0. They proved that the problem (1.1) is critical in
the sense that it admits bounded solutions, but there is no linear solution operator from Y to L*. In
particular, one cannot invoke the Helmholtz solution. We say a space Y is critical if it is admissible
but there is no linear mapping taking f € Y into a solution u € L® of (1.2).

The main interest of the present paper is two-fold. We first ask which of the classical function
spaces Y are admissible. Secondly, we are interested in explicit constructions of solutions to the
Bourgain-Brezis problem. In particular, can we explicitly construct nonlinear mappings solving (1.2)
when Y is critical. In section 2 we discuss theoretical aspects of the problem. We recall certain known
results of Meyer which show that for Q = R?, the space G of all f that admit a solution u € L*® to
(1.2) is the dual space Wﬁoin which is defined as the closure of the smooth test functions for the total
variation. Therefore, any admissible space Y must be a subspace of G. In particular, ¥ is admissible
if and only if Wﬁolm embeds into Y*. In particular, we show that not only is L¢ admissible but also the

larger space weak-L¢, i.e. L»*(Q), is admissible, as well as even weaker Morrey spaces.

In section 3, we present explicit constructions of bounded solutions for certain critical admissible
spaces Y. We give a one step formula in the d = 2 case with L?-data, and we treat the case d > 2
with L-data by a (d — 1)-step construction based on induction. We end this section by a construction
for L>*-data in the case d = 2 assuming in addition compact support. The reader may find these
constructions interesting for their own sake. In section 4, we propose variational-based approaches
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for the constructions of bounded solutions. In the case d = 2, this approach delivers the solution in two
steps. More generally, we use this optimization as the building block of a hierarchical decomposition
that was used in [Tad2014] to construct solutions to the Bourgain-Brezis with L data by a limiting
process. We use this multi-step hierarchical approach to construct solutions for more general data.

2. THEORY
2.1. Existence of bounded solutions for L/-data. Let Q c R?. The space
G=GQ):={f=div(u) : ue L¥(Q)},

of distributions u whose divergence is uniformly bounded has been studied in various contexts, in
particular image processing and nonlinear PDE’s.

As noted in [Mey2002], for the case Q = R4, the space G(R?) is the dual of the homogeneous space
Wﬁ(’)in(Rd). The latter is defined as is the completion of the space of test functions DRY) for the total
variation, which defines a norm on this space.

Let us recall that the total variation of v € BV (L) is defined as

WVry = supfvdivw,
w Jo

where the supremum is taken over all w = (wy,...,wg) € D(Q) such that |[W||z~ = sup,.q [W(x)2 < 1.
An equivalent quantity is defined in terms of finite difference:

Wlry ~ suph™ sup v =v(- = li1q,):
h>0 [y|<h

where Qj, := {x € Q : dist(x,0Q) > h}. When Vv e L!, in particular when v € Wﬁ(’)in, one simply has
Vizy =Vl

Let us stress that Wﬁ(’)lm(Rd) is strictly smaller than BV(RY).

Therefore, every f in a function space Y of locally integrable functions defined on R¢ admits the
representation f = divu with a uniformly bounded u satisfying the bound (1.2) if and only if for any
test function g € D(RY) one has

@.1) | fR fe| < filviglr.

Note that this is equivalent to the condition that

(22) | fE 1 < IflyperE),

for all open sets E of finite perimeter. Indeed the above is obtained from (2.1) by taking g = ¢¢ * xE
where ¢, is a mollifier and letting € — 0. But from the coarea formula

+00
(2.3) lglTv = f per(Endr,  Ep:={x : g(x)>1},
see [EG1992], it also implies (2.1) for any g € D(RY). Note that here, the perimeter per(E) coincides
with the Hausdorff measure H¢!(9E) only for sufficiently nice sets (for example with Jordan do-
mains with rectifiable boundaries). More generally it should be be defined as |yg|7v or equivalently
as HY1(OE*) where OE* is the so-called reduced boundary as introduced by de Giorgi.
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Remark 2.1. The co-area formula also shows that (2.2) actually implies the validity of (2.1) for any
g € BV(R?). Therefore any f € G that is in addition locally integrable is also an element of the dual
of BV. We give further in Remark 2.6 an example of a distribution that belongs to G but are not in the
dual of BV.

For Y = L4RY), the validity of (2.1) is ensured by the Sobolev embedding of BV(R?) into L¥ (R?)
where cli + % = 1. Since for a general domain Q, we can trivially extend any f € L4(Q) by 0 to obtain

a function of L4(R%) with the same norm, this implies that ¥ = L4(Q) is admissible.
In [BB2003], the same result is given in the periodic context, where Q = T is the d-dimensional
torus. In this case, ¥ = L4(Q) is modified into

Y:Lg(Td):{feLd(Td):ff:o}
Q

As shown in Proposition 2 therein, there exists no linear solution operator f € Lg(Td) > u e L®(TY).

Indeed, restricting attention to the simpler case of the two-dimensional torus, if K : Lﬁ(Tz) — L®(T?)
would be such a linear solution operator so that div K =1 is the identity, then so is

K := fT_yKTydy,
yeT?2

which averages K over all 2D translations 7,. Now K is translation invariant and it has a symbol,
A@n) := (11 (n), 12(n)) such that K(e™*) = A(n)e™~. Sincg K is assumed to boundedly map L% to L™,
one should have (A(n)), ;2 € £2(Z*). However, since divK = divK =1, that is n- A(n) = 1, this implies
1
IA(n)], > T which is a contradiction to (A(n)),cz2 € £2(Z>).
n

The lack éf linearity is attributed to the general fact that the problem of solving Lu = f withue X
is critical if Ker(£) has no complement in X [BB2007, Aji2009]. This is the case of div in L*. One
of the main themes in [BB2003] is the existence of solution with further Wl’d-regularity, similar to
the Helmholtz solution uye) that cannot be ensured to be uniformly bounded since it depends linearly

on f.

2.2. Existence of solutions for L%* data. One first observation is that the Bourgain-Brezis problem
has also a positive answer for the larger Lorentz space ¥ = L»*(Q). Recall that a measurable function
fis in L4°(Q) if and only if [{x € Q: [f(x)| > t}] < C?t?, t > 0, and the smallest C for which this
holds is its L#*(Q) norm.

Theorem 2.2. There exists a constant y = yq such that for any f € L%>*(Q), there exists u € L*(Q)
satisfying

(2.4) diva=f, ullzs <YIflleeq)-

Proof. By definition of ¥ = L%(Q), one has for any f € ¥ and measurable E,

[= [ e vers o [ minELIAL, 0 < S el

Therefore (2.2) follows by application of the isoperimetric inequality with y; = %Kd where K is
the isoperimetry constant [Fed1969, 3.2.43]. O
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Remark 2.3. An equivalent proof consists in establishing that BV(R¢) has continuous embedding in
the dual Lorentz space Y* = L4 (RY), that is

(2.5) ”g”Ld’,l(Rd) < Balglrv.

This readily follows by using the expression of the L%!(R?) norm through the distribution function
) d-1
lgll v ey = d f xeQ : g > 1)l T dr,
0

see e.g. [BC2011], and invoking the co-area formula and isoperimetric inequality to bound this quan-
tity by the total variation of g.

Remark 2.4. The property assering that

f /1< CIEIT
E

holds for all measurable sets E is actually equivalent to the membership of f in L»*(Q). The smallest
C for which this is valid gives an equivalent norm for L%*. We shall use this norm in going forward
in this paper.

2.3. Beyond L%*®. What is the largest Banach space Y of Borel measures u which can be expressed
as divergences of uniformly bounded u? Placing ourselves in Q = R?, we know that such a Y should
be embedded in G(RY) the dual of W, (R9), that is, for all € Y and g € W, (R?) one has

(2.6) fd gdu < vylldullylglry.
R
Using the co-area formula, this is ensured in particular if

2.7 (Bl < llullyper(E)

for all sets E c R? of finite perimeter.
Let us introduce the linear space of measures S 4(R%) that satisfy the condition

(2.8) lul(B) < CR*!', R>0,
for all balls B or radius R, equipped with the norm
(2.9) lallga := supR'“|ul(B),

where the supremum is taken over all balls B. For a general domain Q, we define S4(Q) in a similar
manner, replacing B by BN, and observe that any measure in this space has its extension by 0
contained in S4(R?) with a smaller or equal norm.

In dimension d = 2, for positive measures, the condition u(B) < CR was introduced and studied by
Guy David for Dirac measures on a curve I'. He proved that this condition is equivalent to the Ahlfors
regularity of I' and to the boundedness of the Cauchy integral operator acting on L(T, 1).

A distinction should be made between S%(Q) and the Morrey space M4(Q) that consists of all
locally integrable f such that, for all ball B of radius R,

(2.10) f If| < CR,
BNQ



6 ALBERT COHEN, RONALD DEVORE, AND EITAN TADMOR

with norm defined in a similar manner. This space is included in § 4(Q) with equal norm when u is of
the form f dx, but the inclusion is strict: consider for example i to be the Dirac measure on a segment
of the plane in the case d = 2. In view of Remark 2.4, we have

L4° c M c s,
and these inclusions are strict. The following result that follows the arguments from [Mey2002] and

[PT2017], shows that the Bourgain-Brezis problem has also a positive answer for ¥ = M4(Q) and
Y =54Q).

Theorem 2.5. There exists a constant y = yq such that the following holds. For any f € M4(Q), there
exists u € L (Q) satisfying

(2.11) diva=f, |ullzs < Yllfllpza-

ForanyueS 4(Q), there exists u € L*(Q) satisfying

(2.12) diva=p, |l <7yllpllga.

Proof. Without loss of generality we work on Q = R?. As a first step, we use the boxing inequality
[PT2008, Theorem 2.11] that states that any open set E ¢ R¢ of finite perimeter can be covered by
balls B; of radius R; such that

d—1
(2.13) ZR]. < Cper(E),

J

where the constant C depends only on d. This shows that for any f € M4(R%), we have

fEIfldx < ClIf llpgaper(E).

which implies (2.2) and therefore proving (2.11).
Similarly, for any u € S%(R?), we have

W(E) < Cliullgaper(E).
For any test function g € D(RY), we write g = g, —g_ and

‘f gdﬂ‘<f g+d|u|+f g-dlul.
R4 R4 R4
For the first term, we have

f8+d|,u|=f Iﬂl(Ez)dt<Cll,ullsdf per(Ey)
Rd 0 0

where E; :={x : g(x) > t}. With a similar treatment of the second term and using the co-area formula,
we reach

| f gdu| < Cllulgalglrv
R4
which shows that u belongs to the space G(R?) and thereby proves (2.12). O

Remark 2.6. We stress that, in contrast to the functions of M4(R?), the measures of S 4(R%) belong to
G(R?) but not to the dual of BV(Rd). This is due to the fact that the trace of a BV functiononad—1
dimensional surface could be meaningless. For example if u is the Dirac measure on a segment of the
2d plane, we cannot apply it to the BV function g = yo where Q is a square that admits this segment
as one of its side.
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Remark 2.7. As pointed out in [Mey2002] in the case d = 2, a positive measure belongs to G(RY)
if and only if it belongs to S4(R?). Indeed, on the one hand the above result shows that S4(R9) is
contained in G(RY). On the other hand, if U 1s a positive measure that is contained in G(R?) then to
any ball B = B(x¢,R) we associate the Wb function

|x — xol
= 2-
g(x) = max {0, R }

Since u is positive and belongs to G(R?), and since g is positive and larger than 1 on B, we find that

ﬂ(3)<f8dﬂ Clglry.

On the other hand, it is easily checked that |g|7y < < C4R41 where Cy only depend of d, therefore
proving that u € S¥(RY).

3. EXPLICIT CONSTRUCTIONS OF BOUNDED SOLUTIONS

3.1. A one-step explicit construction for L>-data. What follows is probably the simplest and most
instructive construction of bounded solutions to the Bourgain-Brezis problem (1.1), at least in the
d =-case with Y = L>(Q). Again, without loss of generality we will work on Q = R?.

For any (x,y) € R2 and any fixed f € L*(R?), we define

G.1) V2(x) = f FyPdy,  H) = f G dx
and

__ VY ___HY
G2 N = geve PV T He vy
We then consider the splitting f = f; + f> where
(3.3) Si(x,y) :=a(x,y) f(x,y), and fo(x,y) :=B(x,y)f(x,y),
and we define

X "y
(3.4) () = f fils)ds and ua(ny) = f fole.di

Therefore u = (u1,uy) satisfies divu = fi + f> = f and it remains to check that u is uniformly bounded.
Let us bound |u1(x,y)| for any arbitrary but fixed (x,y) € R2. If H (v) = 0, then obviously ui(x,y) =0
for all x so we assume H(y) # 0. Then, for any x we have

iy < f fils.y)lds < f £Gs ,y>|HL@;ds

00 1/2 1/2
H(y)‘l( f If(s,y)lzds) ( f V(S)zds)

00 1/2
( f V<s>2ds) = 1£ll 2@2)-

(0]

N

In a similar way, we obtain the bound ||uz||z~ < ||f]| [2(R2)> and so u is a bounded solution to the
Bourgain-Brezis problem for f.
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Remark 3.1. The above splitting of f into f; and f> is designed to ensure that the univariate primitive
u1 and uy are uniformly bounded. An interesting variant consists in taking

(3.5) S1(6y) = fOayxiHg<vyy and  f2(x,Y) i= (L)X v<H))

for which it is easily checked that the solution u also has each component #; and u, uniformly bounded
by || fll;2. The extra feature of this choice is that f; and f> have disjoint supports. As we discuss next,
in the more general d-dimensional case with ¥ = LY(R?), it is possible to explicitly construct a splitting
f=fi+---+ fq also with disjoint supports and such that the univariate primitive u; of f; with respect
to x; are uniformly bounded.

3.2. A (d - 1)-step explicit construction for L?-data. We now consider the general d-dimensional
case with data f € LYRY) . Given any such f, we construct d pairwise disjoint sets Q; = Q;(f) with

RY = U?:l Q;, so that the functions f; := fXQj satisfy f = fi +---+ fy as well as

(3‘6) f|f:].(~x17"-7xj—1’s7xj+la---7xd)|ds<||f||Ld(Rd)$ j:1"--7d'
R
In turn the functions
X
(3.7) uj(xl,...,xd)::f Fixt, o Xjm1, 8, X1, .. x)ds,  j=1,....d,

satisfy [|ujll eogay < I f1lL4ra)- Hence, w= (uy,...,ug) is a solution to (1.1) with [Jul|;ega) < 1 fllLdga)-

The construction proceeds by induction on d. When d = 1, given any f € L' (R), we define Q; =R
in which case the above claim is obvious. We assume we have shown how to construct such sets
Q1(2)....,Q4-1(g) whenever g € L1 (R?!) and give the construction of Q(f),...,Qq(f) whenever
f € LY(R?). Without loss of generality, we can assume ||fllzacgay = 1.

We write any vector x € R4 as (x1,y) where y = (x3,...,x7) € R4 and define the thresholds

o) = fR fCalidx, yeRI.

Let

(3.8) Q= Qi(f) = {x = (x1,y) € R 1 |f (1, 0)| > 7)),
and Q] be its complement in RY. We define

(3.9) fii=fxa, and g:=f-fi=fxa.

This determines u#1 and for any x = (x1,y) € R4, we have

FeIN i
Ails,ylds < | (s, ds = 1(y) |£(s,y)|%ds = 1.
R R 1(y) R

This shows that (3.6) holds for f and [|u;||z=~@®) < 1 as desired.
We proceed to construct the set Q»,...,€Q,. For any fixed x| € R, we consider the function g(x1,y)
as a function of y € R~!. We have

(3.10) lg(xr, ¢ dy < () tdy = 1f119, 0 = 1.
R4-1 R4-1 LARD)

From the induction hypothesis, we can apply our construction to g(xp,-) which is a function of d -1
variables y = (y2,...,yq). This gives d — 1 disjoint sets Q;(x;) for j=2,...,d whose union is R4-1 and
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for which the above results are valid. Therefore g(x1,-). is split into functions g;(x1,-) = g(x1, )X Q;(x))
which satisfy

(3.11) fIgj(xl,yz,...,yj_l,s,yj+1,...,yd)|ds<1, j=2,....d.
R

We now define

Qi =Qi(f) ={(x1,y): x1€R, yeQi(x1)}, j=2,....d.
This completes the definition of the sets Q; and the functions f; and u;. We are left to check (3.6) for
J # 1. Since fj(x1,y) = gj(x1,y), it suffices to write

fIfj(X1,...,xj_1,s,xj+1,..-,xd)lds=fIgj(m,yz,---,y,-_l,s,yj+1,...,yd_1)|ds<1,
R R

This establishes the properties we want of our construction for d dimensions.

3.3. A constructive decomposition for L>*. We know from the theoretical results of §2, that the
space Y = L4°(Q) is admissible whenever Q c R? is measurable. In this section, for any 7 > 1 and
any bounded measurable set Q C R?, we give an algorithm that takes any f € L>*(Q) and constructs
a solution u to (1.1) such that |Jul|ze < 7] £l 2.-

We fix Q and f in going forward. We assume without loss of generality that Q = [-R,R]?, for
some R > 0 and [|f]l;2~(q) = 1. We define f to be zero outside of Q. We construct a disjoint splitting
Q=0Q,U and f; := f)(gj, j=1,2, and take

X "y

(3.12) ui(x,y) := f fils,y)ds, wua(x,y):= f fa(x, 8)ds.
Thus div(u) = f when u := (u1,u7), and the only issue will be to show that
(3.13) [ epiesn [ ipcomsss

for all x,y e R.
Let us first note that f € L!(R?) and

(3.14) M:=||fIIL1(R2)=fQ|f|<IQII/2,

where we used Remark 2.4. We define the horizontal line Ly(y) := {(x,y) : x € [-R,R]} at level y
and the vertical line Ly(x) := {(x,y) : y € [-R,R]} at level x. For any measurable function g that is
supported on €2, we define the energies

(3.15) EH(g,y):=fL()Ig(x,y)ldx,ye[—R,R], Ey(g,x) :=j; lg(x,y)|dy, x € [-R,R],
H\Y

v(x)
which may be infinite.
Here is the first step of our construction. Let A :={y € [-R,R]: Ex(f,y)<t}and A" :={ye€[-R,R]:
En(f,y)>7}and
Qp = {(x.y) eR?: Eg(f,y) <7} =|_JLu().

yeA
We define fi := f on Qg and f> := 0 on Qp. Notice that we have
X
(3.16) [ iemwsn yea

This means that (3.13) is satisfied for y € A.
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We proceed to the second step of our construction. Let B :={x € [-R,R] : Ey(f,x) < 7} and
B’ :={x€[-R,R]: Ey(f,x)>t}and

Qv i={(xy) € Q: Ev(f,x) <7} =|_JLv(x.

X€B

We define f> = f on Qy \ Qg and f] is defined to be zero on this set. We have

(3.17) fy lf2(x,s)lds<T, x€B.

o0

Thus far, we have defined f; and f> on Qg UQy. Let Q" := Q\ (Qy UQy). The important thing to
notice is that Q’ is gotten from Q by removing horizontal and vertical strips. The following lemma
shows that we have removed a significant portion of € in this construction.

Lemma 1. The measure of Q' satisfies
(3.18) Q1 <TQ.
Proof: To prove this claim, we observe that
Q ={(x,y) €eQ:Eg(f,y)>tand Ey(f,x)>1}=A"XB'.

Leta:=|A’| and b := |B’| be the univariate Lebesgue measure of these sets. Then, we have

(3.19) ar < flf(x,y)dxdy< 10172,
Q
A similar argument gives bt < |Q]'/?. Hence, we have
(3.20) Q' = ab<172IQ,
which proves the lemma. O

After applying the first step of our construction, we have defined f; and f> outside of Q’. Let
Q! := @’ and let us repeat our construction for the set Q! in place of Q. This gives a new set Q2 :=
[Q!] c Q' and thereby give the definitions of fi, > outside of Q?. The new residual set Q satisfies
Q% < 210N < 49 Iterating this procedure gives in the limit a definition of f; and f> on all of Q
except for a set of measure zero. One easily checks that (3.13) holds. For example to check this for
f1, we note that if f; is defined to be nonzero on on a line Ly (y) then at the (first) step k where it is
defined to be nonzero it is completely defined on this line and (3.13) holds on this line.

We leave as an open problem the construction of decompositions with the above properties for the
general case f € LY (R?) with d > 2.

4. VARIATIONAL-BASED CONSTRUCTIONS

4.1. Minimization problems. One natural way of approaching bounded solutions to (1.1) for data
f € Y(Q) is to consider the minimization of functionals of the form

(4.1) V(@) = V() = llullzs + Alf —divully

for some fixed p > 1. Indeed, one intuition is that if a uniformly bounded solution to (1.1) exists, the
minimizer of V, should tend to the solution u of (1.1) with minimal L* norm as A — co.

We shall first see that in the case of ¥ = L? and p = 2, it is possible to avoid letting 1 — co through
a two-step constructive approach. We then discuss more general situations where we can construct
a uniformly bounded solution u by a hierarchical decompositions based on iterated minimizations of
the above functional.
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Before going further let us observe that the existence of a minimizer for V can be derived by the
elementary arguments under a mild assumption on the space Y.

Lemma 2. Assume that Y = Z’ is a dual space of distribution, so that

IVlly := max{{v,p)yz : ¢ € D(Q), llpllz < 1},
then there exists a minimizer u; of V

Proof. Consider a minimizing sequence u”, therefore such that ||[u”||z~ and ||divu”||y are are uniformly
bounded. Then, up to a subsequence extraction, we have the following properties :

(i) Both ||f —divu"||;2 and |[u"||z~ have limits A and B such that A + AB is the infimum of V.
(ii) u”" converges in the L™ weak-* sense to some u; € L™.
(ii1) divu" converges in the Y weak-* sense to the (weak) divergence divu; € L2

From this and the properties of weak lower semi-continuity of norms, it readily follows that u; is a
minimizer of V. m]

Existence is therefore ensured for reflexive spaces Y such as L4(Q) in the d-dimensional case, but
also for Y = L4 which we have seen earlier to be an admissible choice for the existence of uniformly
bounded property. We stress that uniqueness of minimizers, is in general not ensured, however in the
case where Y is strictly convex, such as L4, we find that div (uy) is unique.

Note that the minimization of V may be computationally intensive, depending on the form of the Y
norm. In the particular case of ¥ = L%, it can be computed by solving relatively simple Euler-Lagrange
equations, see [TT2011].

4.2. A two-step approach for L2-data. Consider the case of a domain Q c R? and Y = L*(Q). With
the choise p = 2, the functional of interest is therefore

(4.2) V() = |Jullg= + Al f - divull?,
An interesting property of the minimizers is given by the following.

Lemma 3. Fix 4 > 0 and let ry = f —divu, be the residual of the equation (1.1) for a minimizer u, of
(4.2). Then r) belongs to BV(Q2) with

1
43 <5
(4.3) lralry 1

Proof. For any z € D(Q) and € > 0, we have

- : 2
V() =llwallze + Af —divaglly, < llwg+ezlipe + Al f —div(ug + ez)ll
2 .
< lluallze + ellzllze + Allrall7, = 2/16[ radivz + o(e).
Q

V() + ellzl| .~ - 2/16[ radivz + o(e)
Q
and by letting € | O we find that
1
4.4 di < — o,
(4.4) fgm vz 2/1||Z||L

for all z € D(Q), which shows that ry € BV(Q) with bound (4.3) for its total variation. O
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Note that we also have the trivial bounds
4.5) lrallz < Ifll;z and |- < /lllf”iz,

by comparing V(u;) with V(0). However Lemma 3 shows a “regularization effect” f € L> ~— r, € BV.
As noted in Remark 2.3, the space BV has a continuous embedding in the Lorentz space L>! which
is strictly smaller than L.

This effect leads us to a direct construction of a bounded solution. Without loss of generality, we
again work on Q = RZ, and denote by u; the minimizer and r; = f —divu; the residual, when taking
the particular value A :=||f ||221. Using both (4.3) and (2.5), we have on the one hand

B B
(4.6) r1ll20 < Balrilry < 21 ?IIfIILz;

and on the other hand

4.7 iz < |If1lz2,

in view of the second bound in (4.5). We then write r; = divu,, where

1 x

4.8) up ::w*rlzﬂw*rl’

is the Helmoltz solution for the data r;. Since y € L[> and r; € L% it is readily seen that u, is
uniformly bounded by

(4.9) wallze < Wll2elirillzzr < Clifll2, € :='%|lele,<»-

Thus we end up with
(4.10) Ugpep -= U] + U2,
as a two-step construction of a uniformly bounded solution to (1.1) which satisfies (1.2) withy =1+C.
Remark 4.1. A similar regularization effect takes place in the d > 2 case for data f € L¢
feL¥Q) - r e LY1(Q).

However, since i € L%*, this is not enough to derive a similar two-step construction by applying the
Helmoltz solver to the residual. Instead, this will be addressed by the multi-step construction in the
next section below.

Figure 4.1, quoted from [TT2011, Section 6], shows the two-step solution of the example due to
L. Nirenberg, [BB2003, Remark 7], which demonstrates the unboundedness of |[ugej||z~ solved for
ueE Li([—l, 11%) with periodic boundary conditions, given by

__1
(4.11) fF=Av  v(xx) = xillogld|Pe(xl), 20 = xrne 7.

In this case, Helmholtz solution, uye; = VV, has a fractional logarithmic growth at the origin, which
should be contrasted with the hounded two-step constructed solution shown in figure 4.1. Table 4.1
reports that the ratio between N X N grid discretization of ||u]2\'S tep|| 1 and ||fV| 12 remains bounded

when N is large, in contrast to the computed solution of Helmholtz.
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FiGure 4.1. Solution of Bourgain-Brezis problem with 2D data in (4.11).
Helmbholtz solution, uge; (top), vs. two-step solution, Upgep (bottom).

The NxN grid 50x50 100x100 200x200 400x400 800 x800

[

N 0.2295 0.2422 0.2540 0.2650 0.2752

L2

(e 12

||fN—|| 0.2096  0.2128 0.2144 0.2151 0.2154
L2

TaBLE 4.1. L® norm of numerical solutions for different grids: Helmholtz vs. the two-
step solution of (4.11) for different grids.

4.3. Hierarchical constructions for data in Fréchet differentiable spaces. We now work with
general data f € Y(R?). In this section, we use a hierarchical approach to construct uniformly bounded
solution, under the assumption that the ¥ norm is Frechet differentiable.

Assumption (Fréchet differentiablity). The Y-norm is Fréchet differentiable, namely — there exists
¢ :Y - Y such that

4.12) [lv+ewl|ly = |Vlly + €{(d(v),w)+o0(€) forall viweY, v+0.

As an immediate consequence of this assumption, for any p > 1, the application v — ||v||’; is also
Fréchet differentiable and its derivative is given by

$p() = pIvIls B(v).
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As we discuss further, spaces admitting Fréchet differentiable norms are for example ¥ = L¢ as well
as Y = L% when 1 < g < oo, but not ¥ = L%,

Let us now consider for a p > 1 the general functional V, of (4.1), assuming as before that Y is
a dual space. In the sequel we use the following two results which makes use of ¢,. The first is the
generalization of Lemma 3 that shows a regularization effect, now on ¢,(r,) where ry = f —divu, is
the residual.

Lemma 4. If u; € L™ is a minimizer of (4.1) with residual ry = f —divu, € Y then

1
(4.13) ep(rlry <

Proof. For any test function z € (L), we have

Vaua) =l +Alf —divaally, < llug+ ezl + Allf ~div(uy + ezl

N

lluallze + el - N1zl + Allrally, = Ae( p(ra), div) + o(e).
Va(uy) +lel - llzlle — 2e(¢p(ra). divz) +o(e),
Jodprdive

and by letting € | 0 we find [¢,(r)lry = sup —=——— < —. O
0£2€D(Q) ||Z|| .o A

Remark 4.2. Note that when A < m we then have a trivial minimizer uy; =0 and ry = f. Lemma
P
4 is relevant when A is large enough
1

A>———.
g l6p(Nlrv

Then u, # 0, and (4.13) asserts the BV regularity of ¢,(r,). In fact, for large enough A, one has the
equality |¢,(r2)Irv = 1/4, and the minimizer is characterized as an exteremal pair in the sense that

fdivu/l”/l = [waleolralrv,
see [Mey2002, Theorem 3],[Tad2014, Lemma A.3].

(4.14)

We also need a second priori estimate which will be useful as a closure bound for the iterative
procedure of hierarchical construction described below.

Lemma 5. Assume that Y has a Fréchet differentiable norm and that BV is embedded in Y’ in the
sense that

(4.15) Wlly: <BWIrv, veBV(RY).
Then, the following a priori bound holds

(4.16) M <nlgpMlrv,  veY,
with n=6/p.

Proof. Fixing v € Y and comparing the first order terms in
(L+ePIVIE = llv+evllh = VIS + (dp(v), vy + o(e),
implies p||v||];, = (¢p(v),v). Therefore

pIVIEY < llgp Wl IVlly <BldpWIrvivily,
which yields (4.16). O
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Following [Tad2014], we fix the value p = 2 and for a given sequence (4,) j>1, we define iteratively
u; as the minimizer of

(4.17) V() = lullz= + Ajlirj-; —divulfj,

and rj = rj_; —divu;. The following result shows that, with a proper choice of 4, the sum of the u;
admits a limit which is our desired uniformly bounded solution to (1.1).

Theorem 4.3. Consider a Fréchet differentiable space Y such that (4.15) holds and set A; = 12771

where A1 := ”2% Then, for any given f €Y, the sum of the w; converges in L™ to a limit u = Z;’;l u;

which is solution to (1.1) and satisfies

(4.18) lallz= < 28]l flly.
Proof. Comparing u; with the 0 solution, we find that

lajllze < Vi0) = lirj-lly,
and in particular

2
iz < llf1l5-

On the other hand, combining the closure bound (4.16) and the regulatization bound (4.13), we find
that

n
4.19) lrj-tlly < nlg2(rj-Dlrv < T
j-1
Therefore, for j > 2
A 8 .
2 Y M -
ujllfe <nf——=—
|l <7 2 0

and Z;’;l u; thus converges to a uniformly bounded limit with

4 2
iz < AFIE + Tﬂl = 477l lly = 281 £lly.

where we have used the chosen value of 4;. In addition, a telescoping sum of r; = rj_1 —divu; yields
f=div (Zizl uy) +r; and the residual r; tends to O in Y. This proves that div(u) = f. O

Remark 4.4. Theorem 4.3 extends the hierarchical construction of Bourgain-Brezis problem in [Tad2014]
for Y = L¢-data with p = d. In fact, the choice of the parameter p > 1 need not be tied to ¥, which led
to the simpler choice of p =2 in (4.17).

Remark 4.5. The closure (4.16) implies that our choice of A; is admissible in the sense that (4.14)
holds,
2 2 1
A = i = i > .
Wflly = nlga(Dlry  d2(Hlry

In other words — already the first variational iteration produces a non-trivial minimizer, u; # 0. In
fact, one can underestimate 4 < S/||f||ly in case B in (4.15) is not accessible, and yet the variational
iterations become effective after the first log(g) iterations with zero minimizers.

Example 4.6. Inspired by [Mey2002], we demonstrate the hierarchical constriction of theorem 4.3
in the two-dimensional example of f = ayr, where « is a fixed constant and y is the characteristic
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function of the ball of radius R. Of course, in this case of BV function we can simply solve u =
VA~ f= ag XR- The minimization with A > 1/(4na) yields

. _ X ) 1
f=divag+ry, uwy=(@-pVA IXR = (a/_'B)EXR and r) =Byg with §:= Il
1

This is verified by checking that |r)|7y = B27R = 5;, and the extremal property (see remark 4.2),

. R R
fdlvu/i”/l = (0/—,3)5 = waleolralry, 0l = (a—ﬁ)z-

Iterating we find (for a > 8rx)

(0= =) 2wk j=1,

s 81’2
=1 1 x 'S0
TR

The above theorem can be used to construct uniformly bounded solutions to (1.1) for data f in
Lorentz spaces ¥ = L%4(R?) when 1 < ¢ < co. Indeed, since L% is reflexive, they qualify as Asplund
spaces with Fréchet differentiable norm, see [Asp1968] or [Phe1993, thm 2.12]. Except for the case
g = d corresponding to the space ¥ = L%, the Fréchet derivative of the L%¢ does not have a simple
explicit form, however we note that this is not required for defining the hierarchical solution. Other
applications of hierarchical constructions in inverse problems that arise in image processing can be
found in [MNR2019].

In contrast, the space Y = L%*(R%) does not have a Fréchet differentiable norm, as seen by the
following counter-example due Luc Tatar, [Tar2011]. The purpose is to show that there exists f, g and
a > 0 such that

(4.20) If +€glly peo = If1IF 0 + el
proving that ||- P « 18 not Fréchet — not even Gateaux differentiable. To this end one restrict attention

1
to the unit interval (0, 1). Set f(x) :=x » and

()= Yy (D2, L= @ *2h,
k=0

The second rearrangement of f is given by f**(r) = th_%, 0 <t < 1. Since [g(x)] < f(x) it follows
p —

that F := f +e€g > 0 for || < 1, and hence

!
If +egllpe > (7 F*(0) =174 f F*(s)ds
0
—1+1 ! —1+1 ! -1+1 '
(4.21) >t pfF(s)ds:t pff*(s)ds+6t Pfg(s)ds
0 0 0

1 !
= ||f||l/”°°+6t_1+3f g(s)ds forall t<1.
0

It remains to lower bound the term on the right. We compute

fg(s)ds - (_1)k2§|ﬂk| = (- 1)*pf, p = 271+ <1
Iy
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(—Dke
I+p

(-1

2k k k ¢
It follows that f g(s)ds = % implying that et‘“é f g(s)ds|;p+ = , and (4.20) fol-
0 P 0

1
lows from (4.21) at r = 27% with (—1)*e > 0 and @ = 1/(1+p).

4.4. A hierarchical construction for general data. Finally, we work with general data f € Y(Q) for
some Q € RY, without making assumption on the Fréchet differentiability of the ¥ norm, but instead
taking as a prior assumption that Y is a space such that uniformly bounded solution to (1.1) exist with
the bound (1.2) for some y > 0.

We also assuming that Y is a dual space so that there exists a minimizer to the functional F having
the general form (4.1). Here we use the exponent p = 1 so that

(4.22) V) = V) = [jullz= + Aldiva— flly

For a value of A to be fixed later, we denote by uj is the minimizer and r; = f —divu; the residual. In
addition to the trivial bound

(4.23) Irlly <lIflly  and  Jlagllze < Allflly,

that are obtained by comparison of V(uy) and V(0), we can also compare V(u;) with V(u) where u
is a solution to (1.1) satisfying the bound (1.2). It follows that

(4.24) Allrilly < llwjllze < yllflly.
Therefore, taking A > vy, we obtain a contraction property
(4.25) lIrlly < pllflly,

withp=y/A< 1.
This suggests a hierarchical construction that was proposed in a more general context in [Tad2014]:
with this fixed value of A, we define iteratively u; as the minimizer of

(4.26) V() = |[ullze + Allrj-1 —divully,
and r; = rj_1 —divu;. By recursive application of the above contraction principle, it follows that
(4.27) Irjlly <plirjally < <p/lflly.
as well as
(4.28) il < yllrjally < v~y
From this it follows that the hierarchical construction
(4.29) Up+up+eeetujite,
converges to a uniformly bounded u that satisfies the equation (1.1) and the bound
Y
(4.30) llze < = I1flly-
Y
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