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Abstract— Autonomous navigation in unknown environments
is challenging and demands the consideration of both geometric
and semantic information in order to parse the navigability of
the environment. In this work, we propose a novel space model-
ing framework, Visual-Geometry Sparse Gaussian Process (VG-
SGP), that simultaneously considers semantics and geometry of
the scene. Our proposed approach can overcome the limitation
of visual planners that fail to recognize geometry associated
with the semantic and the geometric planners that completely
overlook the semantic information which is very critical in real-
world navigation. The proposed method leverages dual Sparse
Gaussian Processes in an integrated manner; the first is trained
to forecast geometrically navigable spaces while the second
predicts the semantically navigable areas. This integrated model
is able to pinpoint the overlapping (geometric and semantic)
navigable space. The simulation and real-world experiments
demonstrate that the ability of the proposed VG-SGP model,
coupled with our innovative navigation strategy, outperforms
models solely reliant on visual or geometric navigation algo-
rithms, highlighting a superior adaptive behavior. We provided
a demonstration video' and open-sourced our code 2

I. INTRODUCTION AND RELATED WORK

It is a challenging task for autonomous robots to navigate
in real-world, unpredictable field environments which typ-
ically contain considerable complexity, with obstacles that
may include large rocks, shrubs, and tree stumps, as well
as terrains of mixed composition such as asphalt, sand, and
mud. When deploying a robot in such a setting, it must
determine the navigable portions of the scene it captures. One
approach to identifying navigable space involves utilizing
the geometry or structure of surrounding objects, without
considering their semantic interpretation. This geometric
method typically leverages a 3D representation of the envi-
ronment, such as point clouds or depth observations [1], [2].
Geometric methodologies commonly employ global or local
representation of the navigable space of the environment.
Global representations include the use of an occupancy grid
map, which encodes the likelihood of occupancy within a 2D
spatial domain [3], a 2.5D elevation map [4] that outlines the
terrain elevation, or 3D maps that uses voxels to model the
3D space, such as Octomaps [5]. On the other hand, local
representations such as cost and traversability maps are used
to aid local planners in devising navigational strategies [6].
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Fig. 1: Visual-Geometry Navigable Space: (d) shows LiDAR’s
pointcloud (yellow) and camera’s colored-pointcloud; (b) shows
the geometry navigable space (grey-coded circular surface, white
regions represent free space), the visual navigable space (grey-
coded vertical plane, white regions represents the navigable classes
in the camera field of view), and the local navigation points
(colored-circles, where color represents the go-to-goal cost).

Another approach to identifying the navigable spaces is the
semantic approach which performs semantic segmentation
of the scene to predict its traversability using visual in-
put [7]-[9]. Traversability may be assigned manually based
on terrain types, for example attributing low traversability
to mud areas and high traversability to grass areas [10]—
[12]. In contrast, recent learning-based approaches [13]-[17]
circumvent heuristic methods by leveraging data to learn
traversability costs. Moreover, visual navigation has been
approached through various methods like utilizing motion
information from targets or optical flow features [18], [19],
storing environment images with corresponding control ac-
tions [20], using image signal entropy for non-holonomic
robot control [21], feature tracking [22], [23], and path-
finding through image segmentation based on control param-
eters from path boundaries [24]. However, visual navigation
may fall short in challenging environments where visually
appealing navigable scenes (e.g. high-slope grassland) are
non-navigable geometrically. Gaussian Process (GP) has
been used for modeling continuous spatial phenomena and
creating navigability maps based on geometric [25] or se-
mantic interpretations [26]. While standard GPs are limited
in real-time applications due to their high time complexity of
O(n?). Sparse GP (SGP) methods reduce GP’s complexity to
O(nm?) by selecting m inducing points to approximate the
full dataset under Bayesian rules [27]-[29].

LiDAR-based geometric navigation is more robust than
visual-based approaches however, they may incorrectly iden-
tify navigable spaces due to a lack of semantic consideration.
While visual methods offer flexibility through pixel analysis



but are limited by weather due to visual dependency. Re-
cent navigation strategies merge geometric and visual data,
employing end-to-end learning to analyze commands and
trajectories across terrains [13], [15], but struggle with 3D
terrain complexity due to the high cost of data analysis.
Other methods use global maps to integrate semantic and
geometric costs into a combined navigable space [10], [30].
In contrast, we propose a local mapless navigation approach
that integrates visual and geometric navigable spaces using
two local SGP models.

II. METHODOLOGY

We propose a new framework that combines the geometry
and the semantics of the robot’s surroundings to identify
the navigable spaces around the robot. Briefly, the output
of the RGBD camera and LiDAR are processed in a par-
allel way where the RGB image is segmented by labeling
each pixel with a unique class (grass, tree, asphalt, etc),
and the pointcloud is represented by an occupancy surface
around the robot. Consequentially, the segmented image is
converted into a binary navigability image (navigable and
non-navigable pixels) based on a defined set of navigable
classes. The navigability is then projected on the camera’s
depth pointcloud which is represented as a Visual SGP model
(V-SGP) to find the (visual) navigable spaces in front of
the robot. On the other hand, the occupancy surface is
represented by a Geometry SGP model (G-SGP) to assess
the free and occupied spaces and to identify the (geometric)
navigable space around the robot. The visual-based and the
geometry-based navigable spaces are coupled to calculate a
more accurate navigable space, based on which the Local
Navigation Points (LNPs) are generated to drive the robot to
its destination, see Fig. 1.

A. Geometry Navigable Space: The G-SGP Model

The LiDAR’s pointcloud, P; = {(x;,y;,z;) } -, is converted
to the occupancy surface, 8, representation [31], where each
(geometry) point, Pg;» on 8, is defined by its azimuth, ¢,
and elevation, f3;, angles, and given an occupancy value, €;,
equals to the difference between the surface radius, pg, and
the point radius, p;, as follows €; = p, — p;. The surface
regions with projected points represent the occupied space
of 8,. In contrast, other regions with no points represent the
free space of 84, see Fig. 2b. The n, projected points on
8, form the geometric data set D, = { (pg;, Q) }}*,. where
pg; = (@i, Bi), and Q; is the occupancy of pg;. Subsequently,
the geometric data set D, is employed to train a 2D varia-
tional SGP (G-SGP), to model the probability of occupancy,
f¢(pg;), over 8, as follows:

fe(pg) ~ SGP; (mg(pg), kg (Pe:Pg) ) »
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where my(pg) is the zero mean function, and k, (pg,pg’) is
a Rational Quadratics (RQ) kernel with a length-scale /i,
a signal variance 612, and a relative weighting factor ;. A
Gaussian noise & is added to the predicted occupancy to

reflect the measurement noise. The probability of occupancy
Q; for any query point pg* on S, is calculated by the GP
prediction as follows,

Pe(Q41Q,) = Ne(Q5|ma, (py).ka, (Py Py) + 65,
-1
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2
ko, (Pg:Pe) =k (g Pg) — Kogn, (G2 +Kngn, ) Koy
2

where mq_(p,) and kq, (g, Py) are the posterior mean and
covariance functions [29], Kng,,g is ng X ny co-variance matrix
of the inputs, Kpong is ng-dimensional row vector of kernel
function values between Pg and the inputs, and Kngpg =
K,{gng. We leverage the variational SGP approach [29] to
estimate the kernel hyperparameters ® and to select the
inducing points X, more details about the implementation
of the G-SGP model can be found in our previous work [31].
Fig. 2c shows the predicted occupancy p, on predicted
occupancy surface Sy, , where the prediction uncertainty Og
is shown as the variance surface Sg, in Fig. 2d. Regarding
the accuracy of the SGP occupancy model, the reconstructed
pointcloud from a G-SGP model with 400 inducing points
has an average error of 12cm [31].

The variance surface Sg, discriminates efficiently between
the free space (white regions with a variance higher than a
threshold Vg, ) and the occupied space (dark regions with
a variance less than Vg, ) around the robot [32], [33], and
reflects the terrain elevation (the boundary between free and
occupied space) in the local observation [34]. Therefore, Sgg
is used to define a set of geometrical-feasible LNPs (G-
LNPs) around the robot in the free space that are considered
navigable based on the robot’s maximum roll and pitch
angles. G-LNPs are the lowest free points on the variance
surface whose elevation angles are bounded by the safe ele-
vations that the robot can climb, (B, and Biay,); G-LNPs =
(ai,ﬁj*) | — <0< 7'[}; where ﬂmins < ﬁ; < ﬁmaxs-

Formally, a G-LNP is defined as g, = (o, Bi, pi), where
o; defines the direction of g, with respect to the robot
heading, B; is the elevation of g;,, Wwith respect to the
robot, and p; is the distance between g;,,, and the robot
predicted by the G-SGP model; §; = p, — Q;, where Q; = Mg,
and (Ug,;,0,,) = 8GP,((0,B:)). The Cartesian coordinates
of gjnp, within the global world frame W are derived as
(v, 2%i) = WTR- (xR, R zRi), where W TR represents the
robot’s localization. The coordinates (xX,yX, z®i) denote the
position of glnp; in the robot frame R, calculated from its
spherical coordinates (o, B, p;)-

B. Visual Navigable Space: V-SGP Model

The RGB image contains crucial information contributing
to obstacle identification, which may not be revealed through
LiDAR sensing (geometry-navigable space). The semantic
image /., and the associated class labels /.;; can be obtained
by Ieg,Icis = 8(1rgp,®) where g(.) represents any existing
image segmentation model with parameter ®, see Fig. 3c.
In this paper we use the mask2former segmentation model
[9]. Utilizing our domain knowledge regarding the physical
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(c) SGP occupancy surface Sy,

(a) Environment

(b) Occupancy surface 8,

(d) Variance Surface Sg,

Fig. 2: Geometry-Navigable Space: (b) shows the raw pointcloud in yellow and the original occupancy surface , where warmer colors
indicate less occupancy; (c) shows the predicted occupancy surface using the G-SGP model; (d) shows the variance surface, i.e., the
uncertainty associated with the predicted occupancy, where white color indicates highly uncertain (free) points. The Geometry-LNPs

(G-LNPs) are shown as colored circles, where green indicates less go-to-goal cost associated with each G-LNP.

(b) RGB Image
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(f) Visual Surface

(e) Visual Pointcloud
Fig. 3: Visual-Navigable Space: V-LNPs are shown as colored-circles in (h), where the color shows the cost assigned to each V-LNP.

properties of objects within the scene, we construct the
navigability image, denoted as I,,,, by assigning a value
0 to all pixels whose class labels are categorized as non-
navigable and a value 255 to all other pixels, see Fig. 3d.
The navigability image provides a dynamic categorization of
navigable classes which is crucial in defining flexible visually
navigable spaces. Depending on the robot’s capabilities and
the required behavior, various terrains such as grass, snow,
or dirt can be designated as navigable or non-navigable,
enhancing the robot’s adaptive behavior across different
scenarios.

The navigability image I,,, is projected on the visual
depth pointcloud P. = {(x;,yi,zi,rgbi)}i", by replacing the
rgb; value with the binary navigability value, 1;, where each
point is set to either navigable or non-navigable, resulting
in the navigability pointcloud P, = {(xi,yi,zi, i)}, see
Fig. 3e. Similar to §, in Sec. II-A, the navigability points
are projected on a curved visual surface 8, with a predefined
radius p,, where the visual surface span is aligned with
the camera field of view (FoV). Each point, py;, on §, =
{(04,Bi,pi,1i)}iry, is represented by its azimuth, elevation,
radius, and navigability values, see Fig. 3e. §, is then
decomposed into two data sets, the visual navigability dataset
Dyav = {Pv;,1i};", and the visual depth data set Dy =
{pa;,pi};",, where pa; = (@, Bi). Dapn is then filtered to
include only the navigability points whose p less than a
constant pg, i.e., Dapn = {Pa;, P}y : Pa; = Pvi | Pi < Pa-
Thereafter, the visual surface is modeled using two SGP

(c) Segmented Image
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(d) Navigability Image
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(g) SGP Navigability Model (h) Visual LNPs

models. The first one is the SGP Depth (D-SGP) model ,
which is an SGP regression model trained on Dy, in a
similar way as the G-SGP model to predict the occupancy

of pa; as Qq; = fu(pa;) + €4
fa(pa) ~ SGP; (mq(pa).k4 (pa.pd’)) ,
(Pa —Pd’)2>_a2 )

kq (pa.pd’) =07 | 1
4 (pa,pa’) 2<+ 20,02

where my(pa), ks (Pa,Pd’), and &; are similar to Eq. (1) On
the other hand, the second model is the SGP Navigability (N-
SGP) model, which is an SGP classification model trained
on D,,, to predict the navigability status 1 of any point py;.
The N-SGP classification model uses the same variational
SGP framework as the G-SGP model where Q,; = f,(pv;) +
€,, however, its output probability is thresholded to decide
whether py; is navigable or not, see Fig. 3g,

fa(py) ~ SGP, (mv(pv)akv (pwpv/)) )

_p2\ % 4
kv(pwpv’)—0§<1+7(pv p”) Y

2063[%
255 navigable” QV,. >Q,,
Wi=9q ot . o)
0 ”non-navigable” otherwise.

where mg(pa), kqa (pa,pa’) are similar to Eq. (1), and Q,,,
is a predefined threshold. Fig. 4a shows the pointcloud
predicted by the D-SGP model, P, = {(x,-,y,-,zi,adl.)}i.\gl,
where the grey-color intensity indicates the uncertainty oy



(a) D-SGP

(b) Combined V-SGP and N-SGP
Fig. 4: D-SGP and D-SGP models of camera’s pointcloud: both
(a) and (b) shows the pointcloud generated from the D-SGP model,
wherein the grey color indicates the uncertainty in (a) and the
predicted navigability class in (b).

of the predicted radius p, i.e., darker points are more certain.
Since the model is trained only on the points whose radius
values p; are less than p;, the D-SGP prediction in the
range of p; is certain. That is why the dark (certain)
points in Fig. 4a are similar, in terms of 3D location, to
the flat region (asphalt and grass) of the camera’s point
cloud P, in Fig. 3a, while the white (uncertain) points
have an inaccurate prediction. For more details about the
accuracy of the generated pointcloud, check [31]. It is worth
mentioning that the smoothness property of the GP denoises
the pointclouds, where individual points that do not belong to
any point cluster are smoothed out. Fig. 4b shows P, with the
color representing the navigability 1 predicted by the N-SGP
model; P, = {(x;,y;, % 1;)}Y_,. The prediction combination of
D-SGP and N-SGP, P,, is a reconstruction of the navigability
pointcloud P, in Fig. 3e. Only the certain points whose
p < pq and o4 <V, , are considered for planning.

The combination of the D-SGP and the N-SGP models
is considered as one entity, called the visual SGP (V-SGP)
model, see Fig. 3. The V-SGP model can predict both the 3D
location of the missing points in the camera’s FoV (points
with a ‘nan’ return value) and their navigability status, check
the difference P, in Fig. 3e and P, predicted by the V-
SGP model in Fig. 4b. In the geometry-based approach, G-
LNPs are selected solely based on the geometry information
encoded in 8, Contrastingly, 8, introduces a more nuanced
layer to the navigable space assessment by incorporating
the navigability status denoted as 1. In the visual-based
approach, points falling within the safe elevation boundaries,
Buin, < B < Bmax,, are considered as LNP candidates. Then
the navigability cost 1 is estimated using the N-SGP model
for all candidates to form the Visual LNPs (V-LNPs), v,
see Fig. 3h.

C. LNPs Selection For Goal-oriented Navigation

In general, to navigate the robot towards a given goal
g = (x7,yy) in W, local mapless navigation approaches use
different criteria to select one LNP (i.e., an ideal G-LNP
(g, p) or V-LNP (v}, p)) from the feasible LNPs. For example,
the FGM [35] selects the ideal LNP based on the area of the
free space around it and its direction to the final goal g.
While the admissible gap approach [36] selects the closest
LNP to g. We utilize the cost function Cg (gl,,pi) introduced
in [34], which accounts for the distance to g, the alignment
relative to the robot’s heading, and the elevation angle of the
LNP,

Cg (glnp,-) = kdsrdtg +kdirH ai” +kelvHﬁi||7
dig = pit/ =22+ 0r =Y (6)
(Ce (/i)

« .

Einp = AT g[,,,,l,HgIElNPs
where kgy, kgir ke, are weighting factors. The go-to-goal
cost Cy (Zinp;) is applied to the G-LNPs, where in the case
of the V-LNPs the navigability 1 is used to mask the cost of
the visually non-navigable LNPs to the maximum as follow,

Cg (g;,,pl.) if i, = 255,

G (VI”P:') = {1

Once the optimal LNP (gfnp / vl*np) is selected, a motion
command with linear and angular velocities, v and ®, is
generated as follows: v = k,p. — kp||0t][, and @ = ke 0. ps
and o, are the attributes of the optimal LNP (g[*np / vl*np),
where k,, k, and k. are tunable coefficients.

D. Joint Visual-Geometry Model

)

otherwise.

Our integration methodology excludes the D-SGP model
from the V-SGP model, thereby establishing two distinct
SGP Models: the unaltered G-SGP model and the N-SGP
model. This process essentially substitutes the D-SGP model
with a segment of the G-SGP model, specifically the area
where the FOVs of the camera and LiDAR overlap, see
Fig. 1b. The operational workflow begins with the computa-
tion of G-LNPs derived from the G-SGP model. Following
this, the N-SGP model is engaged to determine the naviga-
bility of the identified G-LNPs to define the Visual G-LNPs
(VG-LNPs). For goal-oriented navigation task, one VG-
LNP is selected based on the same go-to-goal cost function
introduced in Eq. 6, however the navigability mask in Eq. 7
is modified in such away that each G-LNP is allocated a
navigability score as follows,

(1 —knav) Cg (inp;)  if 1; =255,
Cug (V8Inp,) = {1 if 1, =0,

Knav Cg (inp;) Out of camera’s FoV.

®)

where 0.5 < kpqy < 1 is a parameter allowing the user to
control the preference between visually navigable VG-LNPs
and G-LNPs outside the camera’s FoV. When k,,, = 0.5,
there exists no preference between the two, granting them an
equal cost of 0.5C,. Conversely, setting k4, > 0.5 augments
the propensity to opt for VG-LNPs situated within the
camera’s FoV.

III. EXPERIMENTAL DESIGN AND RESULTS
A. Experimental Setup

A Clearpath Jackal robot equipped with a VLP-16 velo-
dyne and Realsense D435 camera is used to validate our
algorithm in both simulation and real-world scenarios. For
the simulation experiments, we used the grass-mud envi-
ronment [37] with ground-truth localization and an RGB-
based segmentation to generate the navigability image from
the RGB image. While for real hardware experiments, we
used a microstrain GNSS/INS module for localization and



the mask2former [9] segmentation. The Velodyne pointcloud
P; is used to construct the occupancy surface S, to train
the G-SGP model, where the front Realsense D435 RGBD
camera is used to generate the navigability poincloud P, and
construct the visual surface S, to train the V-SGP model.
Our algorithm runs in real-time with a frequency of 4 Hz
in real-world experiment and 10 Hz in simulation due to the
time difference required by RGB-Based and the mask2former
segmentation. Therefore, we limited the maximum velocity
in the realworld experiment to 0.5 m/s. We assessed our
algorithm’s effectiveness by comparing it to two established
methods. The first baseline is a purely visual-based navi-
gation named PovNav [38], that employs I, for generating
Ly, similar to our proposed method. However, it uses image-
based visual-servoing for motion command generation. The
second baseline is GPFrontiers framework [32], [34], local
mapless navigation which contrasts PovNav by focusing
solely on geometry-based navigation. For clarity, we refer to
PovNav as V-Nav, GPFrontiers as G-Nayv, and our proposed
approach as VG-Nav.

B. Simulation Scenarios and Results

In the grass-mud environment, two visual classes are
identified: grass and mud, with grass assigned as navigable
and mud as non-navigable. Furthermore, the environment
features two types of terrain: flat terrain and high slope grass
(HSG), with HSG being geometrically non-traversable. Our
experimental design request the robot to navigate from a
start pose of (15,—4,—m/2) to a goal pose of (—4,—16, ),
avoiding mud and HGS regions. Initially facing HSG, the
robot must circumvent it, as well as a mud area presented
along the straight path to the goal. Successful task comple-
tion necessitates the integration of both visual and geometric
navigation capabilities to sidestep HSG and mud obstacles.
For each approach, we conducted 15 trials to examine its
navigation behavior. First, we executed the G-Nav, which,
as anticipated, avoided the HSG area and opted for a direct
path to the goal, traversing the mud area due to lack of
a visual component. The paths generated by G-Nav are
depicted in red in Fig. 5. Subsequently, we deployed the V-
Nav which failed to circumvent the HSG, perceiving all grass
as navigable due to missing the geometric information. All
15 V-Nav trials ended with the robot stuck trying to climb the
HSG, depicted as black paths in Fig. 5. To evaluate the V-Nav
performance on flat terrain, we reoriented the robot to face
flat areas instead of HSG. In this revised configuration (V-
Nav:Flat), V-Nav successfully navigated through flat grass,
avoiding mud areas in 12 out of 15 trials. However, in 3
trials, V-Nav failed to circumvent mud due to erroneous
motion commands. The critical observation was that V-Nav,
when detecting only non-navigable classes (mud) within the
camera’s FoV, tended to reach a local minimum, failing to
avoid going into non-navigable areas, check the blue paths in
Fig. 5. This behavior is replicated in real-world experiments
as well, see Fig. 8a. Finally, we tested our proposed VG-Nav
in the original setup with the robot facing HSG. VG-Nav
successfully guided the robot to the goal while processing

[Juisually nen-navigable VG_LNP. &
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Fig. 5: Simulation Experiments: VG-LNPs cost on the right figure.
Kyav > 0.5 giving less cost for visually VG-LNPs than G-LNPS
outside the Camer’a FoV.

TABLE I: Navigation metrics. (M: Mud and S: Slope)

Path[m] avg(Vimax)[m/s]  Avoid M Avoid S
G-Nav 22.5440.15 1.06£0.10 0% 100%
V-Nav:HSG - - - 0%
V-Nav:Flat 33.01£0.30 0.30£0.01 80%
VG-Nav 29.214+0.46 1.03+0.06 100% 100%

both geometric and visual information, effectively avoiding
both HSG and mud areas. The resulting paths are illustrated
in cyan in Fig. 5.

V-Nav tries to follow the wide visually-navigable space
on the navigability image, resulting in a longer path length
of 33 m, in contrast to VG-Nav, which prioritizes the goal
direction unless avoiding mud areas, achieving a shorter
average path length of 29.2 m. Moreover, the average of the
achieved maximum velocity over the 15 trials was 1.06m/s
for VG-Nav and 0.3m/s for V-Nav. VG-Nav, by utilizing
a 3D navigability point cloud instead of a 2D navigability
image, is more robust in avoiding non-navigable classes, as
evidenced in Table L.

C. Real World Scenarios and Results

During real-world experiments, mask2former [9] is used
for segmentation. While the RGB-based segmentation was
robust in simulation for distinguishing mud from grass,
mask2former shows occasional confusion among similar
classes: earth, ground, and grass. This issue is addressed by
assigning these four classes identical navigability values. No-
tably, mask2former reliably distinguished these classes from
asphalt/road. Three experiments were conducted to validate
the outcomes of the simulation studies. In the first setup,
the robot is instructed to move towards a goal positioned
in a straight line ahead of it. Despite the straightforward
path, opting for this route would necessitate crossing over
a grassy area, where grass is defined as non-navigable
and asphalt/road is defined as navigable. Subsequently, we
conducted 3-trials for each approach. Fig. 6(left) illustrates
the different paths achieved under each algorithm. Notably,
the G-Nav failed to avoid the grass, lacking the component
to recognize the grass as a non-navigable zone. In contrast,
both V-Nav and VG-Nav successfully navigated around the
grassy region, with VG-Nav opting for a shorter path closer
to the grass boundary. These results corroborate the findings
from the simulation experiments. Fig.6(right) visualizes the
cost associated with VG-LNPs. VG-LNPs situated within the
non-navigable part of the visual point cloud are assigned the



Fig. 6: First real-world experiment: G-Nav can not avoid mud; G-
Nav(yellow), V-Nav(green), VG-Nav(cyan). K;,, = 0.5.

(d) Visual Path for (c)

Fig. 7: Second real-world experiment: V-Nav can not avoid HSG.

highest cost whereas the remaining VG-LNPs are assigned
costs based on the go-to-goal cost function according to Eq.8
with Kz, =0.5.

In the second experiment, the robot was positioned in
an HSG area with grass classified as navigable. The robot
was directed towards a goal straight ahead, yet its path
passes through an area of grass with the steepest slope.
We conducted 3 trials using V-Nav and VG-Nav. VG-Nav
successfully identified HSG and avoided it. As illustrated in
Fig.7b, which corresponds to the local observation shown
in Fig.7a, no VG-LNPs are present on the robot’s right
side that leads to HSG, instead, VG-LNPs are positioned
forward, backward, and to the left of the robot, in zones
with elevation angles bounded by ... Conversely, V-Nav
attempted to guide the robot through the HSG along the
straight path. Fig.7d depicts the visual path planned based
on the local observation in Fig.7c. For V-Nav, we ended
the experiment before the robot goes to the steepest slope
area. These outcomes further validate the insights from the
simulation experiments. The third experiment replicated the
local minimum behavior observed with V-Nav. In this setup,
the robot heading was initiated to face a corner formed by
a patch of grass (assigned as non-navgiable), deliberately
testing the constraints imposed by a limited visual FoV.
Further complicating the path, a table was placed on the
direct path to the goal, to introduce a geometric obstacle.
Three trials were conducted, where V-Nav failed to get out
of the grass corner in all trials due to the local minimum it
encounters when the FoV contains only the non-navigable
class, check the cyan path in Fig 8b. In contrast, the VG-
Nav demonstrated superior adaptability, managing to identify
geometrically feasible G-LNPs outside the camera’s FoV. All
VG-LNPs in the camera’s FoV were masked to the maximum

Obstacles

(a) Paths (b) VG-LNPs Cost

0.3 4
80 4

0.2 70 = G-SGP Training
=~ G-SGP Prediction
50 4 ——— V-SGP Training

0.14

V-SGP Prediction

0.0 40 1
Total

— v[m/sec] 30 1

oedoisbaonpethorinoce

0 20 40 60 80 100 0 20 40 60 80 100 120
Tlsec] Observations

wlrad/sec| 204

(¢) vand (d) Computation Time

Fig. 8: Third real-world experiment: V-Nav local minimum due to
limited FoV; V-Nav(cyan), VG-Nav(green).

cost, see Fig 8b, therefore the VG-Nav command the robot to
follow the G-LNP with the minimum cost which lies outside
the camera’s FOV, this is interpreted from the high angular
and low linear velocities values on the first few seconds
which led to a sharp rightward rotation, see Fig 8c.

We also analyzed the computational costs associated with
implementing our VG-Nav by computing the time cost for
each individual observation. Fig. 8d shows the time costs
for each component and their sum as the the total time.
The average training time of both the G-SGP and the V-
SGP models is around 19msec, while the average prediction
time of the G-SGP (24msec) is higher than the average
navigability prediction time of the V-SGP model (17.5msec)
because V-SGP only predicts the navigability of the feasible
G-LNPs identified by the G-SGP model. The average total
time for each observation is 81lmsec for the VG-Nav and
43msec for G-Nav, while it is 9msec for V-Nav. It is worth
mentioning that the time cost for the VG-Nav does not
explode over the operation time (number of observations)
because we consider each observation individually. A video
highlighting the real-world experiments results is available
at: https://youtu.be/0s6VSj521dg

Contrary to the end-to-end approach, which does not allow
the analysis of the individual contributions from geometric
and visual information, VG-Nav distinctly employs G-SGP
to invalidate all geometrically non-visible G-LNPs and V-
SGP to allocate visual traversability costs to the remaining
VG-LNPs. Moreover, our methodology is capable of integrat-
ing future advanced semantic segmentation techniques to im-
mediately improve navigation behavior without necessitating
a training phase. In the current implementation of VG-Nav,
traversability for each terrain type is determined manually,
reflecting either the robot’s capabilities or preferred navi-
gation behavior, similar to [10]-[12]. Future developments
aim to enhance the V-SGP model’s capacity to learn terrain
traversability, facilitating adaptation across diverse terrain
types in a similar way as [13]-[17].



IV. CONCLUSION

We present the Visual Geometry Combined Spaces (VG-
SGP) model along with a corresponding navigation strategy
(VG-Nav) designed to adeptly guide a robot to its desti-
nation. This method leverages the environment analysis of
two separate SGP models, G-SGP and V-SGP, to pinpoint
areas that are navigable based on both visual and geometric
characteristics in the robot’s surrounding environment. By
integrating visual and geometric information, our approach
facilitates more reliable and adaptive navigation. Simulation
and real-world experiments demonstrate that our VG-SGP
model and its integrated navigation strategy outperform sys-
tems reliant solely on either visual or geometric navigation
algorithms, showcasing superior adaptive behavoir required
for accomplishing flexible tasks.
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