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Abstract

Transformers excel at in-context learning (ICL)—learning from demonstrations
without parameter updates—but how they do so remains a mystery. Recent work
suggests that Transformers may internally run Gradient Descent (GD), a first-order
optimization method, to perform ICL. In this paper, we instead demonstrate that
Transformers learn to approximate second-order optimization methods for ICL.
For in-context linear regression, Transformers share a similar convergence rate as
Iterative Newton’s Method; both are exponentially faster than GD. Empirically,
predictions from successive Transformer layers closely match different iterations of
Newton’s Method linearly, with each middle layer roughly computing 3 iterations;
thus, Transformers and Newton’s method converge at roughly the same rate. In
contrast, Gradient Descent converges exponentially more slowly. We also show
that Transformers can learn in-context on ill-conditioned data, a setting where
Gradient Descent struggles but Iterative Newton succeeds. Finally, to corroborate
our empirical findings, we prove that Transformers can implement k iterations of
Newton’s method with k£ + O(1) layers.

1 Introduction

Transformer neural networks [Vaswani et al., 2017] have become the default architecture for natural
language processing [Devlin et al., 2019, Brown et al., 2020, OpenAl, 2023]. As first demonstrated
by GPT-3 [Brown et al., 2020], Transformers excel at in-context learning (ICL)—learning from
prompts consisting of input-output pairs, without updating model parameters. Through in-context
learning, Transformer-based Large Language Models (LL.Ms) can achieve state-of-the-art few-shot
performance across a variety of downstream tasks [Rae et al., 2022, Smith et al., 2022, Thoppilan
et al., 2022, Chowdhery et al., 2022].

Given the importance of Transformers and ICL, many prior efforts have attempted to understand how
Transformers perform in-context learning. Prior work suggests Transformers can approximate various
linear functions well in-context [Garg et al., 2022]. Specifically to linear regression tasks, prior work
has tried to understand the ICL mechanism, and the dominant hypothesis is that Transformers learn
in-context by running optimization internally through gradient-based algorithms [von Oswald et al.,
2022, 2023, Ahn et al., 2023, Dai et al., 2023, Mahankali et al., 2024].

This paper presents strong evidence for a competing hypothesis: Transformers trained to perform
in-context linear regression learn a strategy much more similar to a second-order optimization method
than a first-order method like Gradient Descent (GD). In particular, Transformers approximately
implement a second-order method with a convergence rate very similar to Newton-Schulz’s Method,
also known as the Iterative Newton’s Method, which iteratively improves an estimate of the inverse of
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the data matrix to compute the optimal weight vector. Across many Transformer layers, subsequent
layers approximately compute more and more iterations of Newton’s Method, with increasingly better
predictions; both eventually converge to the optimal minimum-norm solution found by ordinary least
squares (OLS). Interestingly, this mechanism is specific to Transformers: LSTMs do not learn these
same second-order methods, as their predictions do not even improve across layers.

We present both empirical and theoretical evidence for our claims. Empirically, Transformer layers
demonstrate a similar rate of convergence to the OLS solution as second-order methods such as
Iterative Newton, which is substantially faster than the rate of convergence of GD (Figure 2). The
predictions made by the Transformer at successive layers closely match the predictions made by
Iterative Newton after a proportional number of iterations, showing that they progress in similar
ways at the same rate. In contrast, to match the Transformer’s predictions after £k layers, GD
would have to run for exponential in £ many steps (Figure 3). Some individual Transformer layers
make progress equivalent to hundreds of GD steps: these layers must be doing something more
sophisticated than GD. Furthermore, a crucial aspect of second-order methods is that they can
handle ill-conditioned problems by correcting the curvature. We find that the convergence rate of
Transformers is not significantly affected by ill-conditioning, which again matches Iterative Newton
but not GD. To provide theoretical grounding to our empirical results, we show that Transformer
circuits can efficiently implement Iterative Newton: one transformer layer can compute one Newton
iteration (given O(1) pre/post-processing layers), and requires hidden states of dimension O(d) for a
d-dimensional linear regression problem. Overall, our work provides a mechanistic account of how
Transformers perform ICL that explains model behavior better than previous hypotheses, and hints at
why Transformers are well-suited for ICL relative to other architectures.

2 Related Work

In-context learning by large language models. GPT-3 [Brown et al., 2020] first showed that
Transformer-based large language models can “learn” to perform new tasks from in-context demon-
strations (i.e., input-output pairs). Since then, a large body of work in NLP has studied in-context
learning, for instance by understanding how the choice and order of demonstrations affects results
[Lu et al., 2022, Liu et al., 2022, Rubin et al., 2022, Su et al., 2023, Chang and Jia, 2023, Nguyen and
Wong, 2023], studying the effect of label noise [Min et al., 2022c, Yoo et al., 2022, Wei et al., 2023],
and proposing methods to improve ICL accuracy [Zhao et al., 2021, Min et al., 2022a,b].

In-context learning beyond natural language. Inspired by the phenomenon of ICL by large
language models, subsequent work has studied how Transformers learn in-context beyond NLP tasks.
Garg et al. [2022] first investigated Transformers’ ICL abilities for various classical machine learning
problems, including linear regression. We largely adopt their linear regression setup in this work.
Li et al. [2023] formalize in-context learning as an algorithm learning problem. Han et al. [2023]
suggests that Transformers learn in-context by performing Bayesian inference on prompts, which can
be asymptotically interpreted as kernel regression. Other work has analyzed how Transformers do
in-context classification [Tarzanagh et al., 2023a,b, Zhang et al., 2023], the role of pertaining data
[Raventos et al., 2023], and the relationship between model architecture and ICL [Lee et al., 2023].

Do Transformers implement Gradient Descent? A growing body of work has suggested that
Transformers learn in-context by implementing gradient descent within their internal representations.
Akyiirek et al. [2022] summarize operations that Transformers can implement, such as multiplication
and affine transformations, and show that Transformers can implement gradient descent for linear
regression using these operations. Concurrently, von Oswald et al. [2022] argue that Transformers
learn in-context via gradient descent, where one layer performs one gradient update. In subsequent
work, von Oswald et al. [2023] further argue that Transformers are strongly biased towards learning
to implement gradient-based optimization routines. Ahn et al. [2023] extend the work of von Oswald
et al. [2022] by showing Transformers can learn to implement preconditioned Gradient Descent,
where the pre-conditioner can adapt to the data. Bai et al. [2023] provide detailed constructions for
how Transformers can implement a range of learning algorithms via gradient descent. Finally, Dai
et al. [2023] conduct experiments on NLP tasks and conclude that Transformer-based language models
performing ICL behave similarly to models fine-tuned via gradient descent; however, concurrent work
[Shen et al., 2023b] argues that real-world LLMs do not perform ICL via gradient descent. Mahankali
et al. [2024] showed that implementing gradient descent is a global minima for single layer linear
self-attention. However, we study deeper models in this work, which can behave differently from



single-layer models. In this paper, we argue that Transformers actually learn to perform in-context
learning by implementing a second-order optimization method, not gradient descent'.

Mechanistic interpretability for Transformers. Our work attempts to understand the mechanism
through which Transformers perform in-context learning. Prior work has studied other aspects of
Transformers’ internal mechanisms, including reverse-engineering language models [Wang et al.,
2022], the grokking phenomenon [Power et al., 2022, Nanda et al., 2023], manipulating attention
maps [Hassid et al., 2022], and circuit finding [Conmy et al., 2023].

Theoretical Expressivity of Transformers. Giannou et al. [2023] provide a construction of looped
transformers to implement Iterative Newton’s method for solving pseudo-inverse, and each Newton
iteration can be implemented by 13 looped Transformer layers. In contrast, our construction needs
only one Transformer layer to compute one Newton iteration.

3 Problem Setup

In this paper, we focus on the following linear regres- }f Jr }ft y}”
sion task. The task involves n examples {x;, y; }1
where z; € R and y; € R. The examples are TR Poyamters
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iid L Figure 1: Illustration of how Transformers are
x; ~" N (0,%). The label y; for each z; is given by  yyined to do in-context linear regression.

y; = w* | ;. Note that for much of our experiments

D is only supported on the identity matrix I and hence 3 = I, but we also consider some distribu-
tions over ill-conditioned matrices, which give rise to ill-conditioned regression problems. Most of
our results are on this noiseless setup and results with the noisy setup are in Appendix A.3.2.

3.1 Standard Methods for Solving Linear Regression
Our central research question is:
What convergence rate does the algorithm Transformers learn for linear regression achieve?

To investigate this question, we first discuss various known algorithms for linear regression. We then
compare them with Transformers empirically in §4 and theoretically in §5, to evaluate if Transformers
are more similar to first-order or second-order methods. We care particularly about algorithms’
convergence rates (the number of steps required to reach an € error).

For any time step ¢, let X = [z - -- :ct]—r be the data matrix and y®) = [y; - -- yt]—r be
the labels for all the datapoints seen so far. Note that since ¢ can be smaller than the data dimension d,
X @) can be singular. We now consider various algorithms for making predictions for ;. ; based on
X® and y®). When it is clear from context, we drop the superscript and refer to X () and y®) as
X and y, where X and y correspond to all the datapoints seen so far.

Ordinary Least Squares. This method finds the minimum-norm solution to the objective:
1
Llw | X,y) = 5-[ly - Xwlj3. M

The Ordinary Least Squares (OLS) solution has a closed form given by the Normal Equations:
wOLS — (XTX)TXTy 2)

! After an initial version of this paper, Vladymyrov et al. [2024] found that a variant of Gradient Descent
can mimic Iterative Newton by approximating the inverse implicitly and getting second-order rates, which also
supports our claim.



where S := X T X and ST is the pseudo-inverse [Moore, 1920] of S.

Gradient Descent. Gradient descent (GD) is a first-order method which finds the weight vector 1w &P

with initialization w§'® = 0 using the iterative update rule:
~GD _ -GD ~GD
Wi =W — Ve LWy | X, y). (3)

It is known that GD requires O (k(.S) log(1/€)) steps to converge to an € error where x(.S) = im“i"((g))

is the condition number. Thus, when (S is large, GD converges slowly [Boyd and Vandenberghe,
2004].

Online Gradient Descent. While GD computes the gradient with respect to the full data matrix X at
each iteration, Online Gradient Descent (OGD) is an online algorithm that only computes gradients
on the newly received data point {xy, yi } at step k:

~OGD _ ,=0GD ~0GD
Wy, = Wy — NV L(Wg | Tk, yk). )
Picking 1, = m ensures that the new weight vector wP makes zero error on {x, i }.

Iterative Newton’s Method. This is a second-order method which finds the weight vector wNewton
by iteratively apply Newton’s method to finding the pseudo inverse of § = X " X [Schulz, 1933,
Ben-Israel, 1965].

2 ~ Newt T
oo W = MyX Ty,
1SST|," ° (5)

M1 = 2Mj, — M.SM;,, w7 = M1 X Ty.

My = oS, where o =

This computes an approximation of the psuedo inverse using the moments of S. In contrast to GD,
the Iterative Newton’s method only requires O(log x(.S) + loglog(1/¢)) steps to converge to an
€ error [Soderstrom and Stewart, 1974, Pan and Schreiber, 1991]. Note that this is exponentially
faster than the convergence rate of GD. We discuss additional algorithms such as Conjugate Gradient,
BFGS, and L-BFGS in the Appendix A.2.3.

3.2 Solving Linear Regression with Transformers

We will use neural network models such as Transformers to solve this linear regression task. As
shown in Figure 1, at time step ¢ + 1, the model sees the first ¢ in-context examples {x;, yi}le, and
then makes predictions for o1, whose label y;; is not observed by the Transformers model.

We randomly initialize our models and then train them on the linear regression task to make predictions
for every number of in-context examples ¢, where ¢ € [n]. Training and test data are both drawn
from Pp. To make the input prompts contain both x; and y;, we follow same the setup as Garg
et al. [2022]’s to zero-pad y;’s, and use the same GPT-2 model [Radford et al., 2019] with softmax
activation and causal attention mask (discussed later in Definition 3.1).

We now present the key mathematical details for the Transformer architecture, and how they can be
used for in-context learning. First, the causal attention mask enforces that attention heads can only
attend to hidden states of previous time steps, and is defined as follows.

Definition 3.1 (Causal Attention Layer). A causal attention layer with M heads and activation
function o is denoted as Attn on any input sequence H = [hy, -+ ,hy] € RPXN where D is the
dimension of hidden states and [V is the sequence length. In the vector form,

M t
hy = [Attn(H)]; = by + > 0 ((Qumhi, Kinhy)) - Vinh. (6)
j=1

m=1j

Vaswani et al. [2017] originally proposed the Transformer architecture with the Softmax activation
function for the attention layers. Later works have found that replacing Softmax(-) with ReLU(-)
does not hurt model performance [Cai et al., 2022, Shen et al., 2023a, Wortsman et al., 2023]. The
Transformers architecture is defined by putting together attention layers with feed forward layers:
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Figure 2: Convergence of Algorithms. Similar to Iterative Newton and GD, Transformer’s perfor-
mance improve over the layer index . When n > d, the Transformer model, from layers 3 to 8,
demonstrates a superlinear convergence rate, similar to Iterative Newton, while GD, with fixed step
size, is sublinear. Later layers of Transformers show a slower convergence rate, and we hypothesize
they have little incentive to implement the algorithm precisely since the error is already very small. A
24-layer Transformer model exhibits the same superlinear convergence (Figure 25 in §A.4.2).

Definition 3.2 (Transformers). An L-layer decoder-based transformer with Causal Attention Layers

is denoted as TFy and is a composition of a MLP Layer (with a skip connection) and a Causal

Attention Layers. For input sequence H (%), the transformers /-th hidden layer is given by
TFg(H(O)) = H(é) = MLPO(Z) (Attne(e) (H(eil))) .

mlp attn

where 0 = {O(Z) 9(211}521 and 0\4) = {Q%), K.Y, V,,(f)}%:l has M heads at layer £.

mlp’ Ya attn

In particular for the linear regression task, Transformers perform in-context learning as follows
Definition 3.3 (Transformers for Linear Regression). Given in-context examples {@1,y1, ..., %, Yt}
Transformers make predictions on a query example x;; through a readout layer parameterized as
Breadout = {u, v}, and the prediction g is given by

~TF L T gy(L

yt+1 := ReadOut |:TF0 ({mh Y1, -, T, Yty mt-‘rl}) =u H:(,Qt)—i-l +v.

H(©)

To compare the rate of convergence of iterative algorithms to that of Transformers, we treat the layer
index /¢ of Transformers as analogous to the iterative step k of algorithms discussed in §3.1. Note
that for Transformers, we need to re-train the ReadOut layer for every layer index ¢ so that they can
improve progressively (see §4.1 and for experimental details) for linear regression tasks.

3.3 Measuring Algorithmic Similarity

We propose two metrics to measure the similarity between linear regression algorithms.

Similarity of Errors. This metric aims to measure similarity of algorithms through comparing
prediction errors. For a linear regression algorithm A, let A(x;1 | {z;, y;}i_,) denote its prediction
on the (¢ + 1)-th in-context example x;, after observing the first ¢t examples (see Figure 1). We
write A(xy11) = A(xy11 | {xi, y; }i_,) for brevity. Errors (i.e., residuals) on the sequence are:”

.
E(A| @iy b)) = | A@2) =+ A@ns1) = Yot

The similarity of errors for two algorithms .4, and .4, is the expected cosine similarity of their errors
on a randomly sampled data sequence:

SimE(A,, Ay) = E C(S(-Aaniayi D, E(A{i, s ?I1l)>

{ziy:} 14 ~Pp

2the indices start from 2 to n + 1 because we evaluate all cases where ¢ can choose from 1, - - - , n.



Here C(u,v) = % is the cosine similarity, n is the total number of in-context examples, and
Pp is the data generation process discussed previously.

Similarity of Induced Weights. All standard algorithms for linear regression estimate a weight
vector w. While neural ICL models like Transformers do not explicitly learn such a weight vector,
similar to Akytirek et al. [2022], we can induce an implicit weight vector w learned by any algorithm
A by fitting a weight vector to its predictions. We can then measure similarity of algorithms by
comparing the induced w. To do this, for any fixed sequence of ¢ in-context examples {x;, y; }!_;,

we sample T' > d query examples &y N (0,X), where k € [T)]. For this fixed sequence of
in-context examples {x;, y; }!_,, we create T in-context prediction tasks and use the algorithm A to
make predictions A(zy | {x;, y; }i_;). We define the induced data matrix and labels as

~ @] R A(@1 | {i,yi}i,)
X=|: Y = : . @)
T A(@r | {zi,yiti—,)
The induced weight vector for A and these ¢ examples is:
Wi(A) ==y (A | {mi,yity) = (X TX)TIXTY. ®)

The similarity of induced weights between two algorithms A, and A, is the expected average cosine
similarity’ of induced weights 1;(A,) and w;(Ap) over all possible 1 < ¢ < n, on a randomly
sampled data sequence:

SimW (Ag, Ap) = E li ZC(’II)t(AaH.’Bia yiti_1), we(Ap|{zs, yz‘H—ﬂ))] .
=1

{ziyi}p_,~Pp

Matching steps between algorithms. Each algorithm converges to its predictions after several steps
— for example the number of iterations for Iterative Newton and GD, and the number of layers for
Transformers (see Section 4.1). When comparing two algorithms, given a choice of steps for the first
algorithm, we match it with the steps for the second algorithm that maximize similarity.

Definition 3.4 (Best-matching Steps). Let M be the metric for evaluating similarities between two
algorithms A, and Ay, which have steps p, € [0,7,] and p, € [0, Tp], respectively. For a given
choice of p,, we define the best-matching number of steps of algorithm .4, for A, as:

Py (pa) = argmax M(Aq(- | pa), Ao(- | p1)). ©)
p},G[O,T},]

In our experiments, we chose T, T} be large enough integers so the algorithms converge. The
matching processes can be visualized as heatmaps as shown in Figure 3, where best-matching steps
are highlighted. This enables us to compare the rate of convergence of algorithms. In particular, if
two algorithms converge at the same rate, the best matching steps between the two algorithms should
follow a linear trend. We will discuss these results in §4. See Figure 26 on how best-matching steps
help compare the convergence rates.

4 Experimental Evidence

We primarily study the Transformers-based GPT-2 model with 12 layers and 8 heads per layer.
Alternative configurations with fewer heads per layer, or with more layers, also support our findings;
we defer them to §A.4.1 and §A.4.2. We initially focus on isotropic cases where 3 = I and later
consider ill-conditioned X in §4.3. Our training setup is exactly the same as Garg et al. [2022]:
models are trained with at most n = 40 in-context examples for d = 20 (with the same learning rate,
batch size etc.).

We claim that Transformers learn high-order optimization methods in-context. We provide evidence
that Transformers improve themselves with more layers in §4.1; Transformers share the same rate of
convergence as Iterative Newton, exponentially faster than that of GD, in §4.2; and they also perform
well on ill-conditioned problems in §4.3. Finally, we contrast Transformers with LSTMs in §4.5.

3 Alternative metrics such as £- distance gives the same observation. Here cosine similarity is better since
errors usually have small magnitudes, and directions of induced weights are meaningful.
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Figure 3: Heatmaps of Similarity. The best matching steps are highlighted in yellow. Transformers
layers show a linear trend with Iterative Newton steps but an exponential trend with GD. This suggests
Transformers and Iterative Newton have the same convergence rate that is exponentially faster than
GD. See Figure 10 for an additional heatmap where GD’s steps are shown in log scale: on that plot
there is a linear correspondence between Transformers and GD’s steps. This further strengthens the
claim that Transformers have an exponentially faster rate of convergence than GD.

4.1 Transformers improve progressively over layers

Many known algorithms for linear regression, including GD, OGD, and Iterative Newton, are iterative:
their performance progressively improves as they perform more iterations, eventually converging to
a final solution. How can a Transformer implement such an iterative algorithm? von Oswald et al.
[2022] propose that deeper layers of the Transformer may correspond to more iterations; in particular,
they show that there exist Transformer parameters such that each attention layer performs one step of
GD.

Following this intuition, we first investigate whether the predictions of a trained Transformer improve
as the layer index ¢ increases. For each layer of hidden states H(®) (see Definition 3.2), we re-train

the ReadOut to predict y; for each ¢; the new predictions are given by ReadOut'”) [H®]. Thus
for each input prompt, there are L Transformer predictions parameterized by layer index /. All
parameters besides the ReadOut layer parameters are kept frozen.

As shown in Figure 2(a) (and Figure 7(a) in the Appendix), as we increase the layer index ¢, the
prediction performance improves progressively. Hence, Transformers progressively improve their
predictions over layers ¢, similar to how iterative algorithms improve over steps. Such observations
are consistent with language tasks where Transformers-based language models also improve their
predictions along with layer progressions [Geva et al., 2022, Chuang et al., 2023].

4.2 Transformers are more similar to second-order methods, such as Iterative Newton

We now test the more specific hypothesis that the iterative updates performed across Transformer
layers are similar to the iterative updates for known iterative algorithms. First, Figure 2 shows that
the middle layers of Transformers converge at a rate similar to Iterative Newton, and faster than GD.
In particular, the Transformer and Iterative Newton both converge at a superlinear rate, while GD
converges at a sublinear rate.

Next, we analyze whether each layer ¢ of the Transformer corresponds to performing k steps of
some iterative algorithm, for some &k depending on ¢. We focus here on GD and Iterative Newton’s
Method; we will discuss online algorithms in Section 4.5, and additional optimization methods in
Appendix A.2.3. We will discuss results on noisy linear regression tasks in Appendix A.3.2.

For each layer ¢ of the Transformer, we measure the best-matching similarity (see Def. 3.4) with
candidate iterative algorithms with the optimal choice of the number of steps k. As shown in Figure 3,
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Figure 4: Transformers perfor- Figure 5: In the left figure, we measure model predictions with
mance on ill-conditioned data. normalized MSE. Though LSTM is seemingly most similar to
Given 40 in-context examples, Newton’s Method with only 5 steps, neither algorithm converges
Transformers and Iterative New- yet. OGD also has a similar trend as LSTM. In the right figure,
ton converge similarly and they =~ we measure the model’s error rate on example x,,_, after seeing
both can converge to the OLS so- n examples, for different values of the time stamp gap g (see
lution quickly whereas GD suf- Appendix A.6), and find both Transformers and not-converged
fers. Newton have better memorization than LSTM and OGD.

the Transformer has very high error similarity with Iterative Newton’s method at all layers. Moreover,
we see a clear linear trend between layer 3 and layer 9 of the Transformer, where each layer appears
to compute roughly 3 additional iterations of Iterative Newton’s method. This trend only stops at the
last few layers because both algorithms converge to the OLS solution; Newton is known to converge
to OLS (see §3.1), and we verify in Appendix A.2 that the last few layers of the Transformer also
basically compute OLS (see Figure 14 in the Appendix). We observe the same trends when using
similarity of induced weights as our similarity metric (see Figure 9 in the Appendix). Figure 11 in the
Appendix shows that there is a similar /inear trend between Transformer and BFGS, an alternative
quasi-Newton method. This is perhaps not surprising, given that BFGS also gets a superlinear
convergence rate for linear regression Nocedal and Wright [1999]. Thus, we do not claim that
Transformers specifically implement Iterative Newton, only that they (approximately) implement
some second-order method.

In contrast, even though GD has a comparable similarity with the Transformers at later layers, their
best matching follows an exponential trend. As discussed in the Section 3.1, for well-conditioned
problems where k = 1, to achieve € error, the rate of convergence of GD is O(log(1/¢)) while the rate
of convergence of Iterative Newton is O(log log(1/¢)). Therefore the rate of convergence of Iterative
Newton is exponentially faster than GD. Transformer’s linear correspondence with Iterative Newton
and its exponential correspondence with GD provides strong evidence that the rate of convergence of
Transformers is similar to Iterative Newton, i.e., O(log log(1/¢)). We also note that it is not possible
to significantly improve GD’s convergence rate without using second-order methods: Nemirovski
and Yudin [1983] showed a Q( log(1/ e)) lower bound on the convergence rate of gradient-based
methods for smooth and strongly convex problems, and Arjevani et al. [2016] shows a similar lower
bound specifically for quadratic problems. In the Appendix, we show that limited-memory BFGS
Liu and Nocedal [1989] and conjugate gradient (see Figure 12), which do not use full-second order
information, also converge slower than Transformers. This provides further evidence for the usage of
second-order information by Transformers. We also show more evidence by investigating alternative
function classes such as linear regression with noises in Appendix A.3.2 and 2-layer neural network
with ReLLU or Tanh activation function in Appendix A.3.3.

Overall, we conclude that a Transformer trained to perform in-context linear regression learns to
implement an algorithm that is very similar to second-order methods, such as Iterative Newton’s
method, not GD. Starting at layer 3, subsequent layers of the Transformer compute more and more
iterations of Iterative Newton’s method. This algorithm successfully solves the linear regression
problem, as it converges to the optimal OLS solution in the final layers.

4.3 Transformers perform well on ill-conditioned data

. . iid. . . .
We repeat the same experiments with data z; "~ A/(0, ) sampled from an ill-condition covariance
matrix 33 with condition number x(X) = 100, and eigenbasis chosen uniformly at random. The first
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d/2 eigenvalues of X are 100, and the last d/2 are 1. Note that choosing the eigenbasis uniformly at
random for each sequence ensures that there is a different covariance matrix ¥ for each sequence of
datapoints.

As shown in Figure 4, the Transformer model’s performance still closely matches Iterative Newton’s
Method with 21 iterations, same as when 3 = I (see layer 10-12 in Figure 3). The convergence of
second-order methods has a mild logarithmic dependence on the condition number since they correct
for the curvature. On the other hand, GD’s convergence is affected polynomially by conditioning.
As k(3) increase from 1 to 100, the number steps required for GD’s convergence increases signifi-
cantly (see Fig. 4 where GD requires 2,000 steps to converge), making it impossible for a 12-layer
Transformers to implement these many gradient updates. We also note that preconditioning the
data by (X T X ) can make the data well-conditioned, but since the eigenbasis is chosen uniformly
at random, with high probability there is no sparse pre-conditioner or any fixed pre-conditioner
which works across the data distribution. Computing (X " X)' appears to be as hard as computing
the OLS solution (Eq. 1)—in fact Sharan et al. [2019] conjecture that first-order methods such as
gradient descent and its variants cannot avoid polynomial dependencies in condition number in the
ill-conditioned case.* See Appendix A.3.1 for detailed experiments on ill-conditioned problems.
These experiments further strengthen our thesis that Transformers learn to perform second-order
optimization methods in-context, not first-order methods such as GD.

4.4 Transformers Require O(d) Hidden Dimension

We ablate 12-layer 1-head Transformers with various hidden sizes on d = 20 problems. As shown
in Figure 6, we observe that Transformers can mimic OLS solution when the hidden size is 32 or
64, but fail with smaller sizes. This resonates with our theoretical results on O(d) hidden dimension
in Theorem 5.1, and in this case, the theorem ensures a construction of transformers to implement
Iterative Newton’s method.

4.5 LSTM is more similar to OGD than Transformers

As discussed in §A.1, LSTM is an alternative auto-regressive model widely used before the introduc-
tion of Transformers. Thus, a natural research question is: If Transformers can learn in-context, can
LSTMs do so as well? If so, do they learn the same algorithms? To answer this question, we train a
LSTM model in an identical manner to the Transformers studied in the previous sections.

Figure 5 plots the error of Transformers, LSTMs, and other standard methods as a function of the
number of in-context (i.e., training) examples provided. While LSTMs can also learn linear regression
in-context, they have much higher mean-squared error than Transformers. Their error rate is similar
to Iterative Newton’s Method after only 5 iterations, a point where it is far from converging to the
OLS solution. Finally, we show that LSTMs behave more like an online learning algorithm than
Transformers. In particular, its predictions are biased towards getting more recent training examples
correct, as opposed to earlier examples, as shown in Figure 5. This property makes LSTMs similar to

“Regarding preconditioning, we also note that—even for well-conditioned instances—preconditioned GD
still gets a linear rate of convergence, whereas Transformers and Iterative Newton get superlinear rates.



online GD. In contrast, five steps of Newton’s method has the same error on average for recent and
early examples, showing that the LSTM implements a very different algorithm from a few iterations
of Newton. We hypothesize that since LSTMs have limited memory, they must learn in a roughly
online fashion; in contrast, Transformer’s attention heads can access the entire sequence of past
examples, enabling it to learn more complex algorithms. See §A.1 for more discussions.

5 Theoretical Justification

Our empirical evidence demonstrates that Transformers behave much more similarly to Iterative
Newton’s than to GD. Iterative Newton is a second-order optimization method, and is algorithmically
more involved than GD. We begin by first examining this difference in complexity. As discussed in
Section 3, the updates for Iterative Newton are of the form,

WY = My X 'y where My, = 2Mj, — M. SM;, (10)

and M = .S for some o > 0. We can express M}, in terms of powers of S by expanding iteratively,

for example M; = 2aS — 40283, My = 4a8 — 120283 + 16a38° — 16a*S7, and in general
k+1

M, = Zi:l -1 BsS? for some S5 € R (see Appendix B.3 for detailed calculations). Note that k

steps of Iterative Newton’s requires computing €2(2*) moments of S. Let us contrast this with GD.

GD updates for linear regression take the form,

WP = wi® — n(Swi® — X Ty). (1)
Like Iterative Newton, we can express 'u“),?D in terms of powers of .S and X Ty. However, after k
steps of GD, the highest power of S is only O(k). This exponential separation is consistent with the
exponential gap in terms of the parameter dependence in the convergence rate—O (x(S) log(1/¢))
for GD vs. O(logk(S) + loglog(1/e€)) for Iterative Newton. Therefore, a natural question is
whether Transformers can actually as complicated of a method such as Iterative Newton with only

polynomially many layers? Theorem 5.1 shows that this is indeed possible.
Theorem 5.1. For any k, there exist Transformer weights such that on any set of in-context examples
{xi, y;}1, and test point Xiest, the Transformer predicts on Tiest USINg a:;stzb}jewm“. Here

WwNVN gre the Iterative Newton updates given by wy°V* = M, X "y where M; is updated as
Mj:2Mj_1—Mj_1SMj_1,1§j§k, ]\4()204157

for some o > 0 and 8 = X T X. The dimensionality of the hidden layers is O(d), and the number
of layers is k + 8. One transformer layer computes one Newton iteration. 3 initial transformer layers
are needed for initializing My and 5 layers at the end are needed to read out predictions from the
computed pseudo-inverse M.

We note that our proof uses full attention instead of causal attention and ReLLU activations for the
self-attention layers. The definitions of these and the full proof appear in Appendix B.

6 Conclusion and Discussion

In this work, we studied how Transformers perform in-context learning for linear regression. In
contrast with the hypothesis that Transformers learn in-context by implementing gradient descent,
our experimental results show that different Transformer layers match iterations of Iterative Newton
linearly and Gradient Descent exponentially. This suggests that Transformers share a similar rate
of convergence to Iterative Newton but not to Gradient Descent. Moreover, Transformers can
perform well empirically on ill-conditioned linear regression, whereas first-order methods such as
Gradient Descent struggle. This empirical evidence — when combined with existing lower bounds in
optimization — suggests that Transformers use second-order information for solving linear regression,
and we also prove that Transformers can indeed represent second-order methods.

An interesting direction is to explore a wider range of second-order methods that Transformers can
implement. It also seems promising to extend our analysis to classification problems, especially
given recent work showing that Transformers resemble SVMs in classification tasks [Li et al.,
2023, Tarzanagh et al., 2023a]. Finally, a natural question is to understand the differences in
the model architecture that make Transformers better in-context learners than LSTMs. Based on
our investigations with LSTMs, we hypothesize that Transformers can implement more powerful
algorithms because of having access to a longer history of examples. Investigating the role of this
additional memory in learning appears to be an intriguing direction.
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While our primary goal is to analyze Transformers, we also consider LSTMs [Hochreiter and
Schmidhuber, 1997] to understand whether Transformers learn different algorithms than other neural
sequence models trained to do linear regression. In particular, we train a unidirectional L-layer
LSTM, which generates a sequence of hidden states H (*) for each layer ¢, similarly to an L-layer
Transformer. As with Transformers, we add a readout layer that predicts the g}tL_EifM from the final

hidden state at the final layer, H :(,]2;2 11
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| Transformers | LSTM

Newton 0.991 0.920
GD 0.957 0.916
OGD 0.806 0.954

Table 1: Similarity of errors between algorithms. Transformers are more similar to full-observation
methods such as Newton and GD; and LSTMs are more similar to online methods such as OGD.

We train a 10-layer LSTM model, with 5.3M parameters, in an identical manner to the Transformers
(with 9.5M parameters) studied in the previous sections.’

LSTMs’ inferior performance to Transformers can be explained by the inability of LSTMs to use
deeper layers to improve their predictions. Figure 7 shows that LSTM performance does not improve
across layers—a readout head fine-tuned for the first layer makes equally good predictions as the
full 10-layer model. Thus, LSTMs seem poorly equipped to fully implement iterative algorithms.
Similarly, Table 1 shows that LSTMs are more similar to OGD than Transformers are, whereas
Transformers are more similar to Newton and GD than LSTMs.

A.2 Additional Results on Isotropic Data without Noise

A.2.1 Progression of Algorithms

Errors v.s. # In-Context Examples Errors v.s. # In-Context Examples Errors v.s. # In-Context Examples

Errors

n #10 (21 steps)
n #11 (21 steps)
n #12 (21 steps)

" 4 In-Context Examples # In-Context Examples ) : " # In-Context Examples

(a) Transformers (b) Iterative Newton’s Method (c) LST™M

Figure 7: Progression of Algorithms. (a) Transformer’s performance improves over the layer index
£. (b) Iterative Newton’s performance improves over the number of iterations k, in a way that closely
resembles the Transformer. We plot the best-matching & to Transformer’s ¢ following Definition 3.4.
(c) In contrast, LSTM’s performance does not improve from layer to layer.

A.2.2 Heatmaps

We present heatmaps with all values of similarities.

SWhile the LSTM has fewer parameters than the Transformer, we found in preliminary experiments that
increasing the size of the LSTM would not substantively change our results.
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Figure 8: Similarity of Errors. The best matching steps are highlighted in yellow.
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Figure 9: Similarity of Induced Weight Vectors. The best matching steps are highlighted in yellow.

18



Similarity of Errors ¢ (Transformers v.s. Gradient Descent)
Trasformer Lager Index
1 2 3 5 6 8 10 11 12

1 ERK] .870 .771 .692 .645 .620 .609 .605 .599 .606 .602

2 il enlon cley 826 750 .703 .676 .665 .660 .655 .661 .657
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4096 506 .505 .646 .744 .834
Figure 10: Similarity of Errors of Gradient Descent in Log Scale. The best matching steps are

highlighted in yellow. Putting the number of steps of Gradient Descent in log scale further verifies
the claim that Transformer’s rate of covergence is exponentially faster than that of Gradient Descent.
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A.2.3 Comparison with Other Second-Order Methods

In this section, we ablate with alternative second-order methods, such as Conjugate Gradient, BFGS,
and its limited memory variant, L-BFGS.

Conjugate Gradient Method. For linear regression problems, the Conjugate Gradient (CG) method
solves the linear system
(X" X)w—-XTy=0

——
S

CG finds the weight vector w“® with initialization w, by maintain a set of conjugate gradient

{Aws, -, Awy}. It follows the iterative update rule
dy = —VL(wg)
k—1
d] SAw;
Awy =dj — Y " Aw;
Wk k ; Aw] SAw; w (12)

ap = arg min L(wy, + aAwy)

Wit = W + arAwy

The conjugate Gradient method requires O (/k log(1/€)) steps to converge to an e error on quadratic
objectives such as linear regression.

BFGS. Broyden- Fletcher—Goldfarb—Shanno (BFGS) is a Quasi-Newton method, designed to
approximate the inverse Hessian By, :~ V2L (wy) 1. The BFGS updates are given by
W1 = Wy — o B VL(wy) (13)

where
S = Wg41 — Wi
Yr = VL(wi11) — VL(wy)
Biyryi Br | sksi
Yy, Bryr Yy Sk
When £ is large, By, approximates the inverse Hessian well.

By1 =B, —

L(imited-memory)-BFGS. L-BFGS is a limited-memory version of BFGS. Instead of the inverse
Hessian By, L-BFGS maintains a history of past m updates (where m is usually small). Recall the
iterative update rule of By, in BFGS

Biyry, Br . sks)
v By Y, sk

Unlike BFGS, which recursively unroll to an initialization By, L-BFGS only unroll to By,_,,, but
replacing By, _,,, with Biy;¢. In this regard, running 7 steps of L-BFGS only requires O(mn) memory,
which is more memory-efficient than BFGS who requires O(n?) memory. The trade-off is that L-
BFGS won’t have a good estimate of the inverse Hessian when m < d, where d is the dimensionality
of the quadratic problem. In this regard, it will converge slower than full BFGS.

By = By — (14)

In Figure 11 and Figure 12, we compare Transformers with BFGS, L-BFGS, and Conjugate Gradient
method on the metric of similarity of errors. We find that Transformers have a similar linear
correspondence with BFGS. This is perhaps not surprising, given that BFGS also gets a superlinear
convergence rate for linear regression Nocedal and Wright [1999]. Meanwhile, Transformers show a
substantially faster convergence rate than L-BFGS and CG.
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Similarity of Errors ¢ (Transformers v.s. Bfgs)
Transformer Laxer Index
1 2 3 4 5 [ 8
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Similarity of Errors ¢ (Transformers v.s. L-Bfgs)
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5 6 8

17 506 506 .656 .756 . 4 4 5
218 504 504 653 .753 i 4 8 988
£19 504 504 653 .752 4 9 990

(a) Transformer v.s. BFGS (b) Transformer v.s. L-BFGS

Figure 11: Similarity of Errors between Transformers and BFGS or L-BFGS. The best matching
steps are highlighted in yellow. We find that Transformer, from layers 6 to 11, has a linear correspon-
dence with BFGS. For L-BFGS, due to its limited memory, it approximates second-order information
more slowly and results in a slower convergence rate than Transformers.
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Transformer Layer Index
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8 .544 544

Figure 12: Similarity of Errors between Transformers and Conjugate Gradient. Transformer’s
convergence rate is still faster than conjugate gradient methods.
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A.2.4 Additional Results on Comparison over Transformer Layers
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Figure 13: Similarities between Transformer and candidate algorithms. Transformers resemble
Iterative Newton’s Method the most.

A.2.5 Additional Results on Similarity of Induced Weights

We present more details line plots for how the similarity of weights changes as the models see more
in-context observations {x;, y; }7_;, i.e., as n increases. We fix the number of Transformers layers ¢
and compare with other algorithms with their best-match steps to ¢ in Figure 14.

Layer 2 Layer 3 Layer 12
—— CosSim(wrr, Wnewton) —— CosSim(wrr,
—— CosSim(wrr, Wep) —— CosSim(wrr, Wep)
0.8 —— CosSim(wrr, Wors) 0.8 0.8 ~—— CosSim(wrr, Wos)

Cosine Similarity
<
2

Cosine Similarity
2

Cosine Similarity
<
4
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Figure 14: Similarity of induced weights over varying number of in-context examples, on three layer
indices of Transformers, indexed as 2, 3 and 12. We find that initially at layer 2, the Transformers
model hasn’t learned so it has zero similarity to all candidate algorithms. As we progress to the
next layer number 3, we find that Transformers start to learn, and when provided few examples,
Transformers are more similar to OLS but soon become most similar to the Iterative Newton’s
Method. Layer 12 shows that Transformers in the later layers converge to the OLS solution when
provided more than 1 example. We also find there is a dip around n = d for similarity between
Transformers and OLS but not for Transformers and Newton, and this is probably because OLS has a
more prominent double-descent phenomenon than Transformers and Newton.
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A.3 Varying Data Distribution or Function Class

A.3.1 Experiments on Ill-Conditioned Problems

In this section, we repeat the same experiments as we did on isotropic data in the main text and in
Appendix A.2, and we change the covariance matrix to be ill-conditioned such that x(3) = 100.

Errors v.s. # In-Context Examples
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Figure 15: Progression of Algorithms on Ill-Conditioned Data. Transformer’s performance still
improves over the layer index /; Iterative Newton’s Method’s performance improves over the number
of iterations ¢ and we plot the best-matching ¢ to Transformer’s ¢ following Definition 3.4.

We also present the heatmaps to find the best-matching steps and conclude that Transformers are
similar to Newton’s method than GD in ill-conditioned data.
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Similarity of Induced Weight W (Transformers v.s. Iterative Newton)
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Figure 17: Similarity of Induced Weights on Ill-Conditioned Data. The best matching steps are
highlighted in yellow.
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Figure 18: Similarity of Errors on Ill-Conditioned Data with Quasi-Newton Methods. The best
matching steps are highlighted in yellow. Transformer also matches BFGS linearly, from layers 4
to 11. L-BFGS still suffers due to its limited memory but still better than Gradient Descentbecause
L-BFGS also attempts to approximate second-order information.
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A.3.2 Experiments with Noisy Linear Regression

We repeat the same experiments on noisy linear regression tasks with y = w ' « + ¢ where ¢ ~
N(0,0?%) with noise level o = 0.1. As shown in Figure 19, Transformers still show superlinear
convergence on noisy linear regression tasks. Since the predictor is w = (X " X + AT )T X Ty for

some ), the iterative newton’s method is applied to § = X " X + AI. Iterative Newton’s method
still keeps the same superlinear convergence rates. As it’s also shown in Figure 19, Transformers and
Iternative Newton’s rates match linearly, as in the noiseless linear regression tasks.
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Figure 19: Experiment results on Noisy Linear Regression. (Top) Transformers have superlinear
convergence rate. (Bottom) Transformers match Iterative Newton’s rate and are exponentially faster
than Gradient Descent.

A.3.3 Experiments with a Non-Linear Function Class (2-Layer MLP)

To extend our experiments to non-linear cases, we adopt the same 2-layer ReLU neural network
studied by Garg et al. [2022]: see Fig. 5(c) in their paper. For any prompt (1,41, ", Z¢, Yt)s
instead of generating labels y;, = w* ' as mainly studied in the paper, we study a 2-layer neural
network function class parameterized by W € Ré%idaenXd gy ¢ Rdnidaen g ¢ Rnidden and b € R,
so that

Uk = fwoan(@n) = aTReLU(ka i v) b (15)

Then we repeat the same probing experiments as in the main paper. As shown in Figure 20, even
on 2-layer neural network tasks with ReLLU activation, Transformer shows superlinear convergence
rates. Transformer shows an exponentially faster convergence rate than Gradient Descent’s, because
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Gradient Descent’s steps are shown in log scale and the trend is linear — similar to Figure 9 in the
main paper.

Transformer Errors v.s. # Layers Similarity of Errors ¢ (Transformers v.s. Gradient Descent)
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Figure 20: Empirical Results on 2-Layer Neural Network Regression with ReLU activation function.
Transformers have superlinear convergence rates and match Gradient Descent’s convergence rate
exponentially

c<enm o

It would be interesting to ablate the activation function used in Equation (16). We further consider
the case when it’s using the Tanh activation instead of ReLU, i.e.

Uk = fw wan(@n) = aTTanh(W:ck T v) b (16)

Repeating the same experiments as before, as shown in Figure 21, we find that Transformers use
the entire first 5 layers to pre-process and then only in the next few layers show exponentially faster
convergence rate compared to Gradient Descent. We further note that in both Figure 20 and Figure 21,
the cosine similarities between Transformers and Gradient Descent are significantly lower than the
experiments with linear regression tasks. This might due to the over-parameterization of the function
class and Transformers and Gradient Descent may arrive at different optima.

Transformer Errors v.s. # Layers

Similarity of Errors ¢ (Transformers v.s. Gradient Descent)
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Figure 21: Empirical Results on 2-Layer Neural Network Regression with Tanh activation function.
Transformers have superlinear convergence rates and match Gradient Descent’s convergence rate
exponentially

It would be interesting for future research to explore further this function class of 2-layer MLP to
understand fully how Transformer solve the regression problem in-context and whether it achieves a
different optimum compared to alternative algorithms such as (Stochastic) Gradient Descent.
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A.4 Varying Transformer Architecture

A.4.1 Experiments on Transformers of Fewer Heads

In this section, we present experimental results from an alternative model configurations than the
main text. We show in the main text that Transformers learn second-order optimization methods
in-context where the experiments are using a GPT-2 model with 12 layers and 8 heads per layer. In
this section, we present experiments with a GPT-2 model with 12 layers but only 1 head per layer.
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Figure 22: Similarity of Errors on an alternative Transformers Configuration. The best matching
steps are highlighted in yellow.
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Figure 23: Similarity of Induced Weights on an alternative Transformers Configuration. The
best matching steps are highlighted in yellow.

We conclude that our experimental results are not restricted to a specific model configurations, smaller
models such as GPT-2 with 12 layers and 1 head each layer also suffice in implementing the Iterative
Newton’s method, and more similar than gradient descents, in terms of rate of convergence.
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A.4.2 Experiments on Transformers with More Layers

In this section, we investigate whether deeper models would behave similarly or differently. We work
on Transformers with 24 layers and 8 heads each.
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Figure 24: Similarity of Errors on a 24-layer Transformers Configuration. The best matching
steps are highlighted in yellow.
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Figure 25: Transformers with 24 layers also converge superlinearly, similar to Iterative Newton.
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A.5 Heatmaps with Best-Matching Steps Help Compare Convergence Rates
In this section, we show the heatmaps with best-matching steps among known algorithms.
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Figure 26: Best-Matching Steps on Similarity of Residuals Help Compare Convergence Rates. (a:
top-left) When comparing Iterative Newton and Gradient Descent, there is an exponential trend —
showing Iterative Newton converges exponentially faster than Gradient Descent. (b: top-right) When
Iterative Newton is compared with itself in sub-figure, there is a linear trend — showing they have
the same convergence rate. (c: bottom) When Iterative Newton is compared to BFGS in sub-figure,
there a linear trend after there are enough steps for BEGS to approximate second-order information —
showing Iterative Newton and BFGS share a similar convergence rate after sufficient BFGS steps.

A.6 Definitions for Evaluating Forgetting

We measure the phenomenon of model forgetting by reusing an in-context example within {a;, y; }7_;
as the test example xost. In experiments of Figure 5, we fix n = 20 and reuse Tiest = ;. We
denote the “Time Stamp Gap” as the distance the reused example index ¢ from the current time stamp
n = 20. We measure the forgetting of index ¢ as
Forgetting(A, i) =  E  MSE(A(@i | {wi,5ibiy). i) (17
{@iyiti~Pp

Note: the further away i is from n, the more possible algorithm A forgets.
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B Detailed Proofs for Section 5

In this section, we work on full attention layers with normalized ReLU activation o (-) = %ReLU(-)
given n examples.

Definition B.1. A full attention layer with M heads and ReLU activation is also denoted as Attn on
any input sequence H = [hy,--- ,hyn] € RP*Y where D is the dimension of hidden states and N
is the sequence length. In the vector form,

hy = [Attn(H)], = hy + — Z ZReLU (Qumhi, Kihy)) - Viuh (18)

mljl

Remark B.2. This is slightly different from the causal attention layer (see Definition 3.1) in that
at each time stamp ¢, the attention layer in Definition B.1 has full information of all hidden states
Jj € [n], unlike causal attention layer which requires j € [t].

B.1 Helper Results

We begin by constructing a useful component for our proof, and state some existing constructions
from Akyiirek et al. [2022].

Lemma B.3. Given hidden states {hy,- - , h,}, there exists query, key and value matrices Q, K,V

respectively such that one attention layer can compute Z?:1 h;.
b

Proof. We can pad each hidden state by 1 and 0’s such that A} < | 1| € R?¥*! | We con-
0qg

Oixa Ogxi1 Ogxa
struct two heads where Q1 = K7 = Q2 = |Oixy4 1 O1xgq| and K5 = —K;. Then

Oixa Ogxi1 Ogxa
04
h [ ) ] |
0g

h.
LetV, =V, = Owtyxa Owin)x(a+y) so that V,,, 1| = [Oat1|,
nlgxq de(d+1) Od nh’j

We apply one attention layer to these 1-padded hidden states and we have

led 1 01><d

[ded Oux1 ded‘|
Ogxa Oaxi Oaxa

2 n

1
= h; + 522 ReLU ((Qmh}, Knh})) - Vi b,

1 "7 X 0
— / d+1
—h EZ{ReLU ) + ReLU(— )} . [nh]} (19)
- hy 0u 1 hy
=1+ ]y | = 1

O

Proposition B.4 (Akyiirek et al., 2022). Each of mov, aff, mul, div can be implemented by a single
transformer layer. These four operations are mappings RP*N — RPXN expressed as follows,

mov(H; s,t,1,7,4,j'): selects the entries of the s-th column of H between rows i and j, and copies
them into the t-th column (t > s) of H between rows i’ and j'.

mul(H;a,b,c, (i,5), (¢, 5"), (", 3")): in each column h of H, interprets the entries between i and
jas an a x b matrix A1, and the entries between i’ and j' as a b x ¢ matrix Ay, multiplies these
matrices together, and stores the result between rows "' and j", yielding a matrix in which each

column has the form [h._1, A1 Ag, hj//:]T. This allows the layer to implement inner products.
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div(H; (4,4),4,(i",5")): in each column h of H, divides the entries between i and j by the
absolute value of the entry at i', and stores the result between rows i" and j", yielding a matrix in

which every column has the form [h.;» 1, h;.j /||, hju;]T.

aff(H; (i,7), (7, 5", (", §"), W1, Wa, b): in each column h of H, applies an affine transforma-
tion to the entries between i and j and i’ and j', then stores the result between rows "' and j",
yielding a matrix in which every column has the form [h.y1_1, Wih;.; + Wahy .o + b, hju:]T. This
allows the layer to implement subtraction by setting W1 = I and Wy = —1.

B.2 Proof of Theorem 5.1

Theorem 5.1. For any k, there exist Transformer weights such that on any set of in-context examples

n . : . T .7 Newton
{x;,y:}1 | and test point Ties, the Transformer predicts on XTies, using Tyt W, . Here

wVN gre the Iterative Newton updates given by wh*°" = M; X Ty where M. ; is updated as

M; =2M; 1 — M; 1SM;_,1<j<k, My=asS,

for some o > 0 and 8 = X T X. The dimensionality of the hidden layers is O(d), and the number
of layers is k + 8. One transformer layer computes one Newton iteration. 3 initial transformer layers
are needed for initializing My and 5 layers at the end are needed to read out predictions from the
computed pseudo-inverse M.

Proof. We break the proof into parts.

Transformers Implement Initialization 7(°) = o.S. Given input sequence H := {xy,--- ,z,},
with z; € R?, we first apply the mov operations given by Proposition B.4 (similar to Akyiirek et al.
[2022], we show only non-zero rows when applying these operations):

|:m1 e mn:| ﬂ |:$1 e :Bn:| (20)

1 “e. Ty

We call each column after mov as h;. With an full attention layer, one can construct two heads with

query and value matrices of the form Q| K| = —Q4 K, = {é‘“d 8dx‘i} such that for any
dxd dxd

t € [n], we have
2
> ReLU ((Qmhy, Kmh;)) = ReLU(/ @;) + ReLU(—z/ a;) = (1, ;) 1)
m=1

. I o . . .
Let all value matrices V,, = na | -4%¢ axd| for some o € R. Combining the skip connections,
Ouxa Ouaxa

we have
LR ' x| | a (le acjacT) x| |xe+ Sz
o[t 1 i 1] ] [ [z o
Now we can use the aff operator to make subtractions and then
[.’ct + aSa:t] aff, [(azt + aSxz;) — :ct] _ {aSwt] 23)
Ty Lt Lt
We call this transformed hidden states as H(®) and denote T(®) = a.S:
©) _ [, (0 ] _ TOg, ... TOg,
H _{hl hn]—[ " o (24)

Notice that S is symmetric and thereafter T(*) is also symmetric.

Transformers implement Newton Iteration. Let the input prompt be the same as Equation (24),

(0 .. O
H(o):{h(lo) h;@)}:[T T T mn} (25)

T - Ty
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We claim that the ¢’s hidden states can be of the similar form

HO — {h“) o h(e)] _ TOg, .. TWOg, (26)
1 n wl PR mn
We prove by induction that assuming our claim is true for ¢, we work on ¢ + 1:
Let Q,, = Q Sl g g o[ Odf e QTK, =1, Q]K, := —1I and
m m Od Od ) m m Od Od 1 1 - 5 2 2 -
————— ————
G J
Vi=V, = [ é”; 83} . A 2-head self-attention layer, with ReLU attentions, can be written has
J

2 n
1
BEHD = (Asn(H Oy = B + = 37 S ReLU ((@ubd”, Konhl))) - Vi 27)

m=1j=1

where
i ReLU (<th,§£)7 Kmh§z)>) ) thg_z)

{ReLU((GhEO)T Q] K, (Jhy))) + ReLU((Ghy))T Q;&(Jhg.‘)))} (TRY)
I iy, (28)

= [ReLU((Gh“))T(Jhg“)) + ReLU(*(GhEZ))T(JhE-Z)))} (Jh)

= (GR{)T (IR (TR
_ (&) (&) (&)
= (Jh;")(Jh; YT (Gh)
) ) _n
Plug in our assumptions that h( T, , we have Jh( T z; and the) = | 2%,
:BJ Od Od
we have N -
R+ _ Z)wt l Z T(e TO g, — 5Ty
K i ta ~ 04 0q
_ [Tz, — 3 ijl(T“)wj)(T(()a:j)Ta:t
Lt
(29)
_ T<% 1) (Z oy ) 7O 2,
L wt
B '(Tm - %T(‘)ST(‘)T) s
L wt
Now we pass over an MLP layer with
O _pOgT®"
h§€+1 - h(z+1 i I; Oy h,(fﬂ) _ (2T TYST ) x; (30)
O, Oy .,
Now we denote the iteration
T+ — o7 7O STO" 31)
We find that T¢+D | = TUHD) since T and § are both symmetric. It reduces to
T = o1 TV gT® (32)

This is exactly the same as the Newton iteration.

Transformers can implement w; " = T X Ty. Going back to the empirical prompt format
{x1,y1, -, Tn,yn . We can let parameters be zero for positions of y’s and only rely on the skip
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n

TOz; 0

connection up to layer /£, and the H () is then x; 0 . We again apply operations from
0wl
Proposition B.4:
¢ ¢
Oz, 0]" TOg, TOZ]" TOz; T
J mov J J mul €T, 0
T; 0 — T, 0 — Oj ) (33)
0 Y; 0 Y; Yi
=1 7o A= 0 Ty;a; j=1
Now we apply Lemma B.3 over all even columns in Equation (33) and we have
T(e) .’Bj
Output = = n = 34
utput = 3 | Yj {T(z) >i—1 yj%] {T“)XTy} G4

Oy,

where £ denotes irrelevant quantities. Note that the resulting T(¥) X T is also the same as Iterative
Newton’s predictor 1y, = M}, X "y after k iterations. We denote w}¥ = T X Ty.

Transformers can make predictions on @c.; by (W], @ycst ).

Now we can make predictions on text query @est:

T 5 Ltest
test ~NTE
£ Ltest | moy | ~TF mul |W Tiest
b TF =" B | | TE (35)
w, Ttest 0 ,uA]TF w
4

0 <’lﬁgF 74$test>

Finally, we can have an readout layer Breadous = {u, v} applied (see Definition 3.3) with u =

T . . . . .
[034 1] and v = 0 to extract the prediction (w; ", (est ) at the last location, given by @¢es;. This
is exactly how Iterative Newton makes predictions.

To Perform £ steps of Newton’s iterations, Transformers need O(k) layers.

Let’s count the layers:

* Initialization: mov needs O(1) layer; gathering a.S needs O(1) layer; and aff needs O(1)
layer. In total, Transformers need O(1) layers for initialization.

* Newton Iteration: each exact Newton’s iteration requires O(1) layer. Implementing k
iterations requires O (k) layers.

+ Implementing W} F: We need one operation of mov and mul each, requiring O(1) layer
each. Apply Lemma B.3 for summation also requires O(1) layer.

* Making prediction on test query: We need one operation of mov and mul each, requiring
O(1) layer each.

Hence, in total, Transformers can implement k-step Iterative Newton and make predictions accord-
ingly using O(k) layers. O

Remark B.5. We note that Giannou et al. [2023] used 13 layers to compute one Newton Iteration,
and in our construction, we need only one Transformer layer (with one attention layer and one MLP
layer) to compute one Newton Iteration. At the same time, we didn’t use Akyiirek et al. [2022] for
constructing Newton Iterations. Akyiirek et al. [2022] is applied to initialize Newton and for reading
out the prediction.

In our construction, only the initialization and read-out prediction components use causal attention
and softmax because Akyiirek et al. [2022]’s construction is applied. To be more specific, those are
the first 3 layers in initializing Iterative Newton and the last 5 layers in reading out the predictions
from the computed pseudo-inverse. All the layers corresponding to the Iterative Newton updates are
using full attention and normalized ReLU activations.
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Remark B.6. We note that our proof can be extended to causal attention for n sufficiently larger than
d. Under causal attention (see Definition 3.1) with normalized ReLLU activation, Equation (29) can be
O, —31I,

0, 0, } , where the coefficient on the

rewritten as follows, given t > d, we first choose G = [

upper right block is —% instead of — % originally. Then

pern _ [TOz] ;i TOgz,] [TOx,]" [-1a,
¢ | Tt t 0q 04 04
T2 4 T 02T 02, 2]

Lt

- (36)
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where 33 = % Z§'=1 T; a:JT is the estimate of the covariance matrix given seen in-context examples
{z;,y; }§'=1 so far. Since ¢ > d, 3 is an unbiased estimate for & ~ %S if n is sufficiently large. The
rest of the proof follows similarly, up to the perturbation introduced by the error in the estimate of 3.

. C t . . . .
We also note when ¢ < d, the estimate 3 = % > =1 T :t:]T is no longer a valid covariance matrix

since it’s singular. Then this gives different T'*'1) for different time stamp ¢ < d and such error may
propagate in our proof. Hence, a formal extension to causal models requires extensive analysis of the
error bounds and it is beyond the scope of this work. Nonetheless, we provide a plausible direction of
such an extension.

B.3 Iterative Newton as a Sum of Moments Method

Recall that Iterative Newton’s method finds ST as follows

2
M, = 1557, ST, M, =2M;_1 — My,_1SM;,_1,Yk > 1. (37)
N—_——

[e3

We can expand the iterative equation to moments of S as follows.

M, = 2My — MySM, =2aS" —402ST8ST =208 — 4a%S3. (38)
Let’s do this one more time for M.
M, = 2M, — M, SM,; = 2(2a8 — 40*8%) — (208 — 402 8%)S(2aS — 40> 83)
=408 — 80283 — 40283 + 160>8° — 16aS” (39)
= 4a8 — 120283 + 160> 8° — 16a*S”.
We can see that M, are summations of moments of .S, with respect to some pre-defined coefficients

from the Newton’s algorithm. Hence Iterative Newton is a special of an algorithm which computes
an approximation of the inverse using second-order moments of the matrix,

ok+1_q

M= Y B.S° (40)
s=1

with coefficients 85 € R.

We note that Transformer circuits can represent other sum of moments other than Newton’s method.
We can introduce different coefficients /3; than in the proof of Theorem 5.1 by scaling the value
matrices or through the MLP layers.
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B.4 Estimated weight vectors lie in the span of previous examples

What properties can we infer and verify for the weight vectors which arise from Newton’s method? A
straightforward one arises from interpreting any sum of moments method as a kernel method.

We can expand S* as follows

t s t 5—2
; T T
S° = ( g T, ) = E (@i, xj,) H <:cjv,a:jv+1> T . 41
i=1 i=1 \ U1, et v=1

Then we have
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t
=Y ouli| X,y,8) @

where X is the data matrix, 3 are coefficients of moments given by the sum of moments method and
¢¢(+) is some function which assigns some weight to the i-th datapoint, based on all other datapoints.
Therefore if the Transformer implements a sum of moments method (such as Newton’s method),
then its induced weight vector w;(Transformers | {x;,y;}!_,) after seeing in-context examples
{®;,y;};_, should lie in the span of the examples {x;}!_;:

t
wy (Transformers | {z;,y;}!_;) < Span{xiy, - ,x+} = Z a;x; for coefficients a,. (43)
t=1

We test this hypothesis. Given a sequence of in-context examples {x;, y; }i_,, we fit coefficients
{a;}!_; in Equation (43) to minimize MSE loss:

2

{a;}_, = argmin (44)

ai,az, - ,at€R

¢
w(Transformers | {z;,y;}_;) — Z a;x;
t=1 2

We then measure the quality of this fit across different number of in-context examples ¢, and visualize
the residual error in Figure 27. We find that even when ¢ < d, Transformers’ induced weights still
lie close to the span of the observed examples «;’s. This provides an additional validation of our
proposed mechanism.
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Linearity Error vs. # In-Context Examples

—— Transformers

0.00012 oLs

0.00010 1

0.00008 4

0.00006 4

Linearity Error (MSE)

£ 0.00004

0.00002 -

0.00000 -

T T T T T T T T T
1 5 10 15 20 25 30 35 40
# of In-Context Examples

Figure 27: Verification of hypothesis that the Transformers induced weight vector w lies in the span
of observed examples {x;}.

C Computes

All experiments involving fine-tuning GPT2 models to learn in-context linear regressions are trained
on one NVIDIA A6000. Linear probing experiments also used one NVIDIA A6000.

D License

We used PyTorch Paszke et al. [2019] as our code framework and we used PyTorch implementation
of LSTMs. PyTorch is licensed under the Modified BSD license.

‘We used GPT-2 Model as our backbone, and it’s released under MIT License. We used trained GPT-2
checkpoints for linear regression by Garg et al. [2022] and it’s released under MIT License.

E Limitations

In this work, our analyses of Transformers are mostly based on only one simple task: linear regression.
It might not be able to extrapolate to any arbitrary algorithmic tasks. It would be interesting for future
work to extend such analysis to an extensive class of problems.

F Broader Impacts

This paper presents work whose goal is to advance the field of Machine Learning. Through a
mechanistic understanding of Transformers, the backbone of modern large language models (LLMs),
this work can help advance building safe and trustworthy models.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.
* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.
* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.
* Itis fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations is discussed in Section E.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

 If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: We provide a theorem in Section 5 with its proof in Appendix B.
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Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.

The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide the details of experimental settings in §4.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:[Yes]
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Justification: We will release codes and data generation processes.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer:[Yes]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.
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* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: The detail of the computing resourse is provided at §C
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The authors have read the NeurIPS Code of Ethics and made sure the paper
follows the NeurIPS Code of Ethics in every aspect.

Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

o If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

¢ The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: The potential societal impact is discussed in §F.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.
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* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our paper works on simple linear regression tasks. We believe there is no such
risk.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: See §D for details.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
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Justification: We did not introduce any new assets in this paper.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

¢ At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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