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minimizing the variance of the matching vector field. Experimentally, our algorithm achieves lower
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reparameterization trick, a novel technique that may be of independent interest.
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1 Introduction

Stochastic optimal control aims to drive the behavior of a noisy system in order to minimize a given cost.
It has myriad applications in science and engineering: examples include the simulation of rare events in
molecular dynamics (Hartmann et al., 2014; Hartmann and Schiitte, 2012; Zhang et al., 2014; Holdijk et al.,
2023), finance and economics (Pham, 2009; Fleming and Stein, 2004), stochastic filtering and data assimilation
(Mitter, 1996; Reich, 2019), nonconvex optimization (Chaudhari et al., 2018), power systems and energy
markets (Belloni et al., 2016; Powell and Meisel, 2016), and robotics (Theodorou et al., 2011; Gorodetsky
et al., 2018). Stochastic optimal has also been very impactful in neighboring fields such as mean-field games
(Carmona et al., 2018), optimal transport (Villani, 2003, 2008), backward stochastic differential equations
(BSDEs) (Carmona, 2016) and large deviations (Feng and Kurtz, 2006). Recently, it has been the basis of
algorithms to sample from unnormalized densities (Zhang and Chen, 2022; Vargas et al., 2023; Berner et al.,
2023; Richter and Berner, 2024).

For continuous-time problems with low-dimensional state spaces, the standard approach to learn the optimal
control is to solve the Hamilton-Jacobi-Bellman (HJB) partial differential equation (PDE) by gridding the
space and using classical numerical methods. For high-dimensional problems, a large number of works
parameterize the control using a neural network and train it applying a stochastic optimization algorithm on
a loss function. These methods are known as Iterative Diffusion Optimization (IDO) techniques (Niisken and
Richter, 2021) (see subsection 2.2).

It is convenient to draw an analogy between stochastic optimal control and continuous normalizing flows
(CNFs), which are a generative modeling technique where samples are generated by solving an ordinary
differential equation (ODE) for which the vector field has been learned, initialized at a Gaussian sample.
CNFs were introduced by Chen et al. (2018) (building on top of Rezende and Mohamed (2015)), and training
them is similar to solving control problems because in both cases one needs to learn high-dimensional vector
fields using neural networks, in continuous time.

The first algorithm developed to train normalizing flows was based on maximizing the likelihood of the
generated samples (Chen et al., 2018, Sec. 4). Obtaining the gradient of the maximum likelihood loss



with respect to the vector field parameters requires backpropagating through the computation of the ODE
trajectory, or equivalently, solving the adjoint ODE in parallel to the original ODE. Maximum likelihood CNFs
(ML-CNFs) were superseded by diffusion models (Song and Ermon, 2019; Ho et al., 2020; Song et al., 2021)
and flow-matching, a.k.a. stochastic interpolant, methods (Lipman et al., 2022; Albergo and Vanden-Eijnden,
2022; Pooladian et al., 2023; Albergo et al., 2023), which are currently the preferred algorithms to train CNFs.
Aside from architectural improvements such as the UNet (Ronneberger et al., 2015), a potential reason for
the success of diffusion and flow matching models is that their functional landscape is convex, unlike for
ML-CNFs. Namely, vector fields are learned by solving least squares regression problems where the goal is to
fit a random matching vector field. Convex functional landscapes in combination with overparameterized
models and moderate gradient variance can yield very stable training dynamics and help achieve low error.

Returning to stochastic optimal control, one of the best-performing IDO techniques amounts to choosing the
control objective (equation 1) as the training loss (see (12)). As in ML-CNFs, computing the gradient of this
loss requires backpropagating through the computation of the trajectories of the SDE (2), or equivalently,
using an adjoint method. The functional landscape of the loss is highly non-convex, and the method is prone
to unstable training (see green curve in the bottom right plot of Figure 2). In light of this, a natural idea is to
develop the analog of diffusion model losses for the stochastic optimal control problem, to obtain more stable
training and lower error, and this is what we set out to do in our work. Our contributions are as follows:

e We introduce Stochastic Optimal Control Matching (SOCM), a novel IDO algorithm in which the control
is learned by solving a least-squares regression problem where the goal is to fit a random matching
vector field which depends on a family of reparameterization matrices that are also optimized.

e We derive a bias-variance decomposition of the SOCM loss (Prop. 2). The bias term is equal to an
existing IDO loss: the cross-entropy loss, which shows that both algorithms have the same landscape
in expectation. However, SOCM has an extra flexibility in the choice of reparameterization matrices,
which affect only the variance. Hence, we propose optimizing the reparameterization matrices to reduce
the variance of the SOCM objective.

e The key idea that underlies the SOCM algorithm is the path-wise reparameterization trick (Prop. 1),
which is a novel technique for estimating gradients of an expectation of a functional of a random process
with respect to its initial value. It is of independent interest and may be more generally applicable
outside of the settings considered in this paper.

e We perform experiments on four different settings where we have access to the ground-truth control.
For three of these, SOCM obtains a lower L? error with respect to the ground-truth control than all the
existing IDO techniques, with around 10x lower error than competing methods in some instances.

2 Framework

2.1 Setup and Preliminaries

Let (Q, F, (Ft)t>0,P) be a fixed filtered probability space on which is defined a Brownian motion B = (By)¢>o.
We consider the control-affine problem

mingey E[ [y (3llu(XE, 1)1 + F(X, 1) dt + g(X%)], (1)
where dX} = (b(X2,t) + o(t)u(X}, 1)) dt + VAo (t)dB;, X¢ ~ po. (2)

and where X? € R? is the state, u : R? x [0,T] — R? is the feedback control and belongs to the set of
admissible controls U, f : R% x [0, T] — R is the state cost, g : R? — R is the terminal cost, b : R x [0, T] — R?
is the base drift, and o : [0, 7] — R?*4 is the invertible diffusion coefficient and A € (0, 4+0o0) is the noise level.
In Appendix A we formally define the set U of admissible controls and describe the regularity assumptions
needed on the control functions. In the remainder of the section we introduce relevant concepts in stochastic
optimal control; we provide the most relevant proofs in Appendix B and refer the reader to Oksendal (2013,
Chap. 11) and Niisken and Richter (2021, Sec. 2) for a similar, more extensive treatment.

Cost functional and value function The cost functional for the control u, point z and time ¢ is defined as
J(uyx,t) == E[ftT (3llus (X7 + fo(X¥)) dt + g(X#)| X" = «]. That is, the cost functional is the expected



value of the control objective restricted to the times [¢, 7] with the initial value x at time t. The value function
or optimal cost-to-go at a point x and time ¢ is defined as the minimum value of the cost functional across all
possible controls:

Vx,t) := infycy J(u;x, t). (3)

Hamzlton Jacobi-Bellman equatzon and optimal control If we define the infinitesimal generator L :=
5 Zz e 1005 (1)0z, 04, + Zl 1 bi(x,t)0,, the value function solves the following Hamilton-Jacobi-Bellman
(HJB] partial differential equation:

O+ L)V (2, t) = 5[ (@"VV)(@,t)|* + f(x,t) =0,

V(z,T) = g(x). )

The verification theorem (Pavliotis, 2014, Sec. 2.3) states that if a function V solves the HJB equation above
and has certain regularity conditions, then V is the value function (3) of the problem (1)-(2). An implication
of the verification theorem is that for every u € U,

V(z,t)+E[3 ft |0 TVV 4+ ul?(X¥, s)ds | X = x| = J(u, z,t). (5)

In particular, this implies that the unique optimal control is given in terms of the value function as u*(z,t) =
—0o(t)"VV(z,t). Equation (5) can be deduced by integrating the HJB equation (4) over [¢, T], and taking the
conditional expectation with respect to X;* = 2. We include the proof of (5) in Appendix B for completeness.

A pair of forward and backward SDEs (FBSDEs) Consider the pair of SDEs

dX; = b(Xy, t)dt + VAo (t)dBy,  Xo ~ po, (6)
AV, = (—f(Xe,t) + 31 Ze|P) At + VX(Z, dBy), Yo = g(Xr). (7)

where Y : Q x [0,T] — R and Z : Q x [0,T] — R? are progressively measurable ' random processes. It turns
out that Y; and Z; defined as Y; := V(X;,t) and Z; := o(t) ' VV (X4, t) = —u*(Xy,t) satisfy (7). We include
the proof in Appendix B for completeness.

An analytic expression for the value function From the forward-backward equations (6)-(7), one can derive a
closed-form expression for the value function V:

V(z,t) = —XlogE[exp (— 1ft s)ds — A7lg(X7)) | X, = 2], (8)

where X; is the solution of the uncontrolled SDE (6). This is a classical result, but we still include its proof
in Appendix B. Given that u*(z,t) = —o(t) ' VV(z,t), an immediate, yet important, consequence of (8) is
the following representation of the optimal control:

Lemma 1 (Path-integral representation of the optimal control (Kappen, 2005)).
w*(z,t)=Ao(t) "V, logE[exp (— A™* ft (Xs,8)ds — A 1g(X7)) | Xy = 2] . (9)

Remark that the right-hand side of this equation involves the gradient of logarithm of a conditional expectation.
This is reminiscent of the vector fields that are learned when training diffusion models or flow matching
algorithms. For example, the target vector field for variance-exploding score-based diffusion loss (Song et al.,

2021) can be expressed as V log pi(z) = V, logIEprdm[exp(f(‘gﬂ;g)”;/;%?))]. Note, however, that in (9) the

gradient is taken with respect to the initial condition of the process, which requires the development of novel
techniques.

1 Being progressively measurable is a strictly stronger property than the notion of being a process adapted to the filtration Fi
of By (see Karatzas and Shreve (1991)).



Conditioned diffusions Let C = C([0,T];R%) be the Wiener space of continuous functions from [0, 7] to R?
equipped with the supremum norm, and let P(C) be the space of Borel probability measures over C. For each
control u € U, the controlled process in equation (2) induces a probability measure in P(C), as the law of the
paths X}*, which we refer to as P*. We let P be the probability measure induced by the uncontrolled process
(6), and define the work functional

WX, t) = [ [(Xq,s)ds + g(Xr). (10)

It turns out (Lemma 4 in Appendix B) that the Radon-Nikodym derivative % satisfies %(X ) =

exp (A1 (V(X0,0) — W(X,0))). Also, a straight-forward application of the Girsanov theorem for SDEs
(Cor. 1) shows that

“ u* - T, « u* u* Ty« u* u*
dp (X)) =exp (=AY [T (u (X 1) —u(X( 1), dBy) =25 [y us (X ) —u(Xy )P dt), (1)
which means that the only control u € ¢ such that P* = P*" is the optimal control itself. Such changes of
process are the basic tools to design IDO losses, and we leverage them as well.

2.2 Existing approaches and related work

Low-dimensional case: solving the HJB equation For low-dimensional control problems (d < 3), it is possible
to grid the domain and use a numerical PDE solver to find a solution to the HIJB equation (4). The main
approaches include finite difference methods (Bonnans et al., 2004; Ma and Ma, 2020; Banas et al., 2022),
which approximate the derivatives and gradients of the value function using finite differences, finite element
methods (Jensen and Smears, 2013), which involve restricting the solution to domain-dependent function
spaces, and semi-Lagrangian schemes (Debrabant and Jakobsen, 2013; Carlini et al., 2020; Calzola et al., 2022),
which trace back characteristics and have better stability than finite difference methods. See Greif (2017) for
an overview on these techniques, and Banas et al. (2022) for a comparison between them. Hutzenthaler et al.
(2016) introduced the multilevel Picard method, which leverages the Feynman-Kac and the Bismut-Elworthy-Li
formulas to beat the curse of dimensionality in some settings (Beck et al., 2019; Hutzenthaler et al., 2019,
2018; Hutzenthaler and Kruse, 2020).

High dimensional methods leveraging FBSDEs The FBSDE formulation in equations (6)-(7) has given rise
to multiple methods to learn controls. One such approach is least-squares Monte Carlo (see Pham (2009,
Chapter 3) and Gobet (2016) for an introduction, and Gobet et al. (2005); Zhang et al. (2004) for an extensive
analysis), where trajectories from the forward process (6) are sampled, and then regression problems are
solved backwards in time to estimate the expected future cost in the spirit of dynamic programming. A second
method that exploits FBSDEs was proposed by E et al. (2017); Han et al. (2018). They parameterize the
control using a neural network ug, and use stochastic gradient algorithms to minimize the loss L(ug,yo) =
E[(Yr(yo,ug) — g(X7))?], where Yr(yo, ug) is the process in (7) with initial condition yo and control ug. This
algorithm can be seen as a shooting method, where the initial condition and the control are learned to match
the terminal condition. Multiple recent works have combined neural networks with FBSDE Monte Carlo
methods for parabolic and elliptic PDEs (Beck et al., 2018; Chan-Wai-Nam et al., 2019; Zhou et al., 2021),
control (Becker et al., 2019; Hartmann et al., 2019), multi-agent games (Han and Hu, 2020; Carmona and
Lauricre, 2021, 2022); see E et al. (2021) for a more comprehensive review.

Many of the methods referenced above and some additional ones can be seen from a common perspective
using controlled diffusions. As observed in equation (11), the key idea is that learning the optimal control
is equivalent to finding a control u such that the induced probability measure P“ on paths is equal to the
probability measure P“" for the optimal control. In the paragraphs below we cover several loss that fall into
this framework. All the losses below can be optimized using a common algorithmic framework, which we
describe in Algorithm 1. For more details, we refer the reader to Niisken and Richter (2021), which introduced
this perspective and named such methods Iterative Diffusion Optimization (IDO) techniques. For simplicity,
we introduce the losses for the setting in which the initial distribution pg is concentrated at a single point
Tinit; We cover the general setting in Appendix B.
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Algorithm 1 Iterative Diffusion Optimization (IDO) algorithms for stochastic optimal control

Input: State cost f(z,t), terminal cost g(z), diffusion coeff. o(¢), base drift b(z,t), noise level A, num-
ber of iterations N, batch size m, number of time steps K, initial control parameters 6y, loss £ €
{£aa;(12), Lce(13), Lyar, (16), L35 (17), Lytom, (18)}

forne{0,...,N—1} do

Simulate m trajectories of the process X" controlled by v = ug,,, €.g., using Euler-Maruyama updates
if £ # Laq; then detach the m trajectories from the computational graph, so that gradients do not backpropagate;
Using the m trajectories, compute an m-sample Monte Carlo approximation [:(an) of the loss L(ug,,)
Compute the gradients VgL (us, ) of L(us, ) w.r.t. 0,
Obtain 0,41 with via an Adam update on 6,, (or another stochastic algorithm)
end
Output: Learned control ug,,

The relative entropy loss and the adjoint method The relative entropy loss is defined as the Kullback-Leibler
divergence between P and P*": Epu [log ég%]. Upon removing constant terms and factors, this loss is
equivalent to (see Lemma 5 in Appendix B, or Hartmann and Schiitte (2012); Kappen et al. (2012)):

Lag(u) = E[ [ Gllu(Xp, 0)l12 + F(X,1) dt + g(X3)]. (12)

This is exactly the control objective in (1). This connection has been studied extensively (Bierkens and
Kappen, 2014; Gomez et al., 2014; Hartmann and Schiitte, 2012; Kappen et al., 2012; Rawlik et al., 2013).
Hence, the relative entropy loss is a very natural one, and is widely used; see Onken et al. (2023); Zhang and
Chen (2022) for some examples on multiagent systems and sampling.

Solving optimization problems of the form (12) has a long history that dates back to Pontryagin (1962). Note
that Laqj(u) depends on u both explicitly, and implicitly through the process X*. To compute the gradient
VoL agj(up,) of a Monte Carlo approximation £aj(ug, ) of Laaj(us,) as required by Algorithm 1, we need to
backpropagate through the simulation of the m trajectories, which is why we do not detach them from the
computational graph. One can alternatively compute the gradient V@ﬁAdj(u.gn) by explicitly solving an ODE,
a technique which is known as the adjoint method. The adjoint method was introduced by Pontryagin (1962),
popularized in deep learning by Chen et al. (2018), and further developed for SDEs in Li et al. (2020).

The cross-entropy loss The cross-entropy loss is defined as the Kullback-Leibler divergence between P*  and

P, i.e., flipping the order of the two measures: Ep.- [log %=
to the followmg one (see Prop. 3(i) in Appendix B):

T ] For an arbitrary v € U, this loss is equivalent
Lop(u) = E[(=A712 [ (XY, 1), dB) =A~" [ (ul(X, 1) <ij, >>dt+A—“ Jo Xy, 0)] dt)

(13)
x exp (— ATIW(XV,0 1/2f0 (XY, t),dB;) — fo Jo(Xy,t)]|%dt)].

The cross-entropy loss has a rich literature (Hartmann et al., 2017; Kappen and Ruiz, 2016; Rubinstein and
Kroese, 2013; Zhang et al., 2014) and has been recently used in applications such as molecular dynamics
(Holdijk et al., 2023).

Furthermore, we note that the cross-entropy loss can be significantly simplified and written in terms of the L?
error of the control u with respect to the optimal control u*:

Lemma 2 (Cross-entropy loss in terms of control L? error).
-1 T " w* w* _ w*
Lop(u) = B[ f] ur (X, t) — u(Xp", )] dtexp (= AV (X5, 0)] - (14)

This characterization, which is proven in Prop. 3(ii) in Appendix B, is relevant for us because a similar one
can be written for the loss that we propose (see Prop. 2).

Variance and log-variance losses For an arbitrary v 6 L{ , the variance and the log-variance losses are defined as
~ u* “1 ‘U.* u*
Lyvar, (u) = Varps (95-) and L%, (u) = Varpe (log 45 o) whenever Ep. |5 | < 400 and Epe | log 5| < +oo0,



respectively. Define

Vi = A\t jo w(XP, ), 0(XP ) dt — A7V [ FXP ) dt — A2 [T (u(XY,t),dBy) 1)
2 fo ||’LL Xf,t)Hth.
Then, I:'Var,u and EI\(,’frv are equivalent, respectively, to the following losses (see Lemma 6):
Lvar, (u) := Var(exp (}7#” - )\_lg(X%))), (16)
El\(,)frv (u) == Var(?#’” — A_lg(Xr})), (17)

The variance and log-variance losses were introduced by Niisken and Richter (2021). Unlike for the cross-
entropy loss, the choice of the control v does lead to different losses. When using Ly,y, or El\(,)frv in Algorithm
1, the variance is computed across the m trajectories in each batch.

Moment loss For an arbitrary v € U, the moment loss is defined as
Lutom, (u,y0) = E[(Y7"" +yo — A~ g(X7)?], (18)

where Y1 is defined in (15). Note the similarity with the log-variance loss (17); the optimal value of yq for
a fixed u is yi = E[A"1g(X%) — ?T"’”], and plugging this into (18) yields exactly the log-variance loss. The
moment loss was introduced by Hartmann et al. (2019, Section ITI.B), and it is a generalization of the FBSDE
method pioneered by E et al. (2017); Han et al. (2018) and referenced earlier in this subsection. In fact, the
original method corresponds to setting v = 0.

3 Stochastic Optimal Control Matching

In this section we present our loss, Stochastic Optimal Control Matching (SOCM). The corresponding method,
which we describe in Algorithm 2, falls into the class of IDO techniques described in subsection 2.2. The
general idea is to leverage the analytic expression of u* in Lemma 1 to write a least squares loss for u, and the
main challenge is to reexpress the gradient of a conditional expectation with respect to the initial condition of
the process. We do that using a novel technique which introduces certain arbitrary matrix-valued functions
M, that we also optimize.

Theorem 1 (SOCM loss). For each t € [0,T], let My : [t,T] — R4 be an arbitrary matriz-valued
differentiable function such that My(t) = Id. Let v € U be an arbitrary control. Let Lsocym : L*(R? x
[0, T);RY) x L2(]0, T)%; R¥*4) — R be the loss function defined as

Lsoom(u, M) :=E[% [T ||w(XP,t) — w(t,v, X*, B, My)||* dt x a(v, X*, B)] , (19)

where X is the process controlled by v (i.e., dXY = (b(XP,t) + o(t)v(X}, 1)) dt + Vo (t) dB; and X ~ po),
and
w(t’Uava Bv Mt) = G T( - ftT Mt(s)vxf(X;)? S) ds — Mt(T)vg(X’}}")
+ ft (M;(5)Vib(X?,8) — 0sMy(s)) (e~ 1) T (s)v(X?, s)ds (20)
+>\1/2f (M(5)Vab(XE, 5) — 0sMy(s)) (o) T (s)dBs),
a(v, XV, B) = exp( -1 fo (XP,t)ds — A7t (X%)

(21)
— ATV [T (X7, 6),dBy) = 25 [ o(X7, )] dt).

Lsocm has a unique optimum (u*, M*), where u* is the optimal control.

We refer to M = (Mt)te[o 7] 8 the family of reparametrization matrices, to the random vector field w as the
matching vector field, and to « as the importance weight. We present a proof sketch of Theorem 1; the full
proofs for all the results in this section are in Appendix C.



Proof sketch of Theorem 1 Let X be the uncontrolled process (6). Consider the loss
L(u) = E[& [T |w(Xs, ) —uw* (Xe, )| dt exp (= AL [T £(X, 8) dt — A Lg(X7))]
=E[7 fy (Ju(xi1 ||2 = 2u(Xe8), ' (X)) + (X, 0)]) dt (22)
xexp (— A1 fo (Xp, t)dt — A1 g(X7))].

Clearly, the only optimum of this loss is the optimal control u*. Using the analytic expression of u* in
Lemma 1, the cross-term can be rewritten as (see Lemma 7 in Appendix C):

[T fo Xtv *(Xtvt)> dt exXp ( - fo Xtv )‘_1 (XT))}
= \E[+ fo (u Xt, ,o(t) TV, E[exp( 1]; s)ds — Ag(X7)) | X = 2]) (23)
xexp(— A7t fo (X, s)ds) dt].
It remains to evaluate the conditional expectation VmE[exp ( -1 ft s)ds — A 1g(Xr) )|Xt = x},
which we do by a “reparameterization trick” that shifts the dependence on the 1n1t1a1 value x into the stochastic

processes—here we introduce a free variable M;—and then applying Girsanov theorem. We coin this the
path-wise reparameterization trick:

Proposition 1 (Path-wise reparameterization trick for stochastic optimal control). For each t € [0,T],
let My : [t,T] — R4 be an arbitrary continuously differentiable function matriz-valued function such that
M, (t) =1d. We have that

VIE[exp( 1]; s)ds — A~ gXT)’Xt—J:]
= IE[( -1 ft M (s)V f(XS,s)ds - A IM(T)Vg(X7)
F A2 [Ty (s)V b( ,8) — OsMy(s)) (0= 1) T (s)dB;)
xexp( 1ft s)ds — A\~ gXT)|thx]
We prove a more general form of this result (Prop. 4) in subsection C.2 and also provide an intuitive derivation
in subsection C.3. In the proof of Prop. 4, the reparameterization matrices M, arise as the gradients of
a perturbation to the process X;. Similar ideas can potentially be applied to derive losses for generative

modeling. If we plug (24) into the right-hand side of (23), and then this back into (22), and we complete the
square, we obtain that for some constant K independent of u,

Llu) =E[L [T (X0, t) + o(t) (7 Mi(s)Vaf (X, 8)ds + My(T)Vg(Xr)
— A2 f (Mi(5) Ve b(Xs, s) = 0. Mi(s) (0™ ) T (s)dBy) |t (25)
X exp( -1 fo (Xt,t) A_lg(XT))] + K.
If we perform a change of process from X to X" applying the Girsanov theorem (Cor. 1 in Appendix C), we
obtain the loss Lsocom (u, M). O

The following proposition sheds some light onto the role of reparameterization matrices and connects the
SOCM loss to the cross-entropy loss.

Proposition 2 (Bias-variance decomposition of the SOCM loss). The SOCM loss decomposes into a bias
term that only depends on uw and a variance term that only depends on M :

Lsoon(u, M)=E[% [T |lu(Xp",t) — u* (X2, 0)||” dt exp(=A"1V (XY, 0))]+CondVar(w; M),

Bias of u Variance of w

(26)

where
CondVar(w; M)

T ~ E[w(t,X,B,M:) ex TW(X,0))[X¢]
=E[7 [, ||w(th’B’Mt)_ = ]E[exp(—))\—llji(/V(XO)ﬂ(Xt Ul H dt exp(—A~'W(X,0))] (27)

=E[f Jo [w(t.v. X", B, M) — Begefefgefo PR | dr av, X7, B)).




and

W(t, X, B, My) = a(t)T(— [ My(s)V f (X, 8)ds — My(T)Vg(Xr)

28

+ A2 ftT(Mt(s)be(Xs, s) — 85Mt(s))(0_1)T(s)st). (28)
Remark that the bias term in equation (26) is equal to the characterization of the cross-entropy loss in Lemma 2.
In other words, the landscape of Lsocm(u, M) with respect to u is the landscape of the cross-entropy loss
Lcg(uw). Thus, the SOCM loss can be seen as some form of variance reduction method for the cross-entropy
loss, and performs substantially better experimentally (section 4). Yet, the expressions of the SOCM loss and
the cross-entropy loss are very different; the former is a least squares loss and is expressed in terms of the
gradients of the costs.

Algorithm 2 Stochastic Optimal Control Matching (SOCM)

Input: State cost f(z,t), terminal cost g(x), diffusion coeff. o(t), base drift b(x,t), noise level A, number of iterations
N, batch size m, number of time steps K, initial control parameters 6o, initial matrix parameters wo, loss
Lsocwm in (125)

1 forne{0,...,N—1} do

2 Simulate m trajectories of the process X controlled by v = ug,,, e.g., using Euler-Maruyama updates

3 Detach the m trajectories from the computational graph, so that gradients do not backpropagate

4 Using the m trajectories, compute an m-sample Monte-Carlo approximation Lsocum (uo,, , M, ) of the loss
Lsocm(us,, Mw, ) in (125) )

5 Compute the gradients V(g .,y Lsocm (ue,, ; M, ) of Lsoom(ug,,, Mw,) at (0n,wn)

6 Obtain 6,41, wp+1 with via an Adam update on 8,,, wy,, resp.

7 end

Output: Learned control ug,,

For good training performance, it is critical that the gradients have high signal-to-noise ratio. Looking
at the SOCM loss, a good proxy for low gradient variance is to have low variance for % fOT Hu(Xt” ) —
w(t,v,X”,B,Mt)H2 dt x a(v, X", B), and this holds when both a(v, X", B) and w(t,v, X¥, B, M;) have low
variance. Next, we present strategies to lower the variance of these two objects.

Minimizing the variance of the importance weight « We want to use a vector field v such that Var[a(v, X?, B)]
is as low as possible. As shown by the following lemma, which is well-known in the literature, setting v to
be the optimal control u* actually achieves variance zero when we condition on the starting point of the
controlled process XV. The proof of this result can be found in Hartmann et al. (2017), but we include it in
subsection C.5 for completeness.

Lemma 3. When we set v = u*, the conditional variance Var[a(v, XV, B)| Xy = xinit] is zero for any
Tinit € R<.

Of course, we do not have access to the optimal control «*, but it is still a good idea to set v as the closest
vector field to u* that we have access to, which is typically the currently learned control. In some instances,
one may benefit from using a warm-started control parameterized as uws(,t) +ug(z, t), where the warm-start
uws is a reasonably good control obtained via a different strategy (see Appendix D).

Minimizing the variance of the matching vector fieldw We are interested in finding the family M = (Mt)te[o,T]
that minimizes the variance of w(t,v, X", B, M;) conditioned on ¢ and X;. Note that this is exactly the term
CondVar(w; M) in the right-hand side of equation (26). Since CondVar(w; M) does not depend on the specific
v, the optimal M does not depend on v either. And since the first term in the right-hand side of equation
(26) does not depend on M = (M;),¢ (o 7}, minimizing CondVar(w; M) is equivalent to minimizing £(u) with
respect to M. In practice, we parameterize M using a neural network with a two-dimensional input (¢, s) and
a d?-dimensional output.

Furthermore, the following theorem shows that the optimal family M* = (Mg“)te[0 7] can be characterized as
the solution of a linear equation in infinite dimensions. The proof is in subsection C.6.
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Figure 1 Plots of the L? error incurred by the learned control (top), and the norm squared of the gradient with respect
to the parameters 6 of the control (bottom), for the QUADRATIC ORNSTEIN UHLENBECK (EASY) setting and for each
IDO loss. Both plots show exponential moving averages computed from the trajectories used during training.

Theorem 2 (Optimal reparameterization matrices). Let v be an arbitrary control in U. Define the integral
operator Ty : L([t, T|; R™*?) — L2([t, T]; R¥*7) as

[T(M))(s) = [, My(s)E[x(s, X*, B)x(s, X", B)T x a(v, X", B)] ds', (29)
where
X(t X0, B) i= [ Vo f(X?,8) ds + Vg(X5) + (0, ) T ()o(X7, 1)
— [ Veb(XE,8) (05 )T (s)u(XP 1) ds — [ Vab(XY,5)(051) T (s) dBs.

S

(30)

If we define Ny(s) = —E[(Vg(X%) + ftT Vo f(X2,s)ds")x(t, X", B)T x a(v, X", B)]|, the optimal M* =
(M{ )tejo,r) is of the form M (s) = I + f: Mt*(s’)ds’, where Mt* is the unique solution of the following
Fredholm equation of the first kind:

Ti(My) = Ny. (31)

Solving the Fredholm equation (31) numerically is expensive, as the discretized linear system has d?K
equations and variables, K being the number of discretization time points. However, since the optimal M*
does not depend on v, this is a computation that must be done only once and that may be affordable in some
settings.

Parameterizing the matrices M; In practice, we parameterize the matrices (Mt)te[o 7] using a common
function M,, with two arguments (t,s). A simple way to enforce that M, (t,t) = Id is to set M, (t,s) =
e VDI + (1 — e 7D My (t, s), where w = (v,&), and Mg : R x R — R%*? is an unconstrained neural
network.

4 Experiments

We consider four experimental settings that we adapt from Niisken and Richter (2021): QUADRATIC ORNSTEIN
UHLENBECK (EASY), QUADRATIC ORNSTEIN UHLENBECK (HARD), LINEAR ORNSTEIN UHLENBECK and
DouBLE WELL. We describe them in detail in Appendix E. For all of them, we have access to the ground-truth
optimal control, which means that we are able to estimate the L? error incurred by the learned control w.
Code can be found at https://github.com/facebookresearch/S0C-matching.

In Figure 1 (top) we plot the control L? error for each IDO algorithm described in subsection 2.2, and for the
SOCM algorithm (Algorithm 2), for the QUADRATIC OU (EASY) setting. We also include two ablations of
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Figure 2 Plots of the L? error of the learned control for the LINEAR ORNSTEIN UHLENBECK and DOUBLE WELL

settings.
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Figure 3 Plots of the L? error incurred by the learned control (top), and the norm squared of the gradient with respect
to the parameters 6 of the control (bottom), for the QUADRATIC ORNSTEIN UHLENBECK (HARD) setting and for each
IDO loss. All the algorithms use a warm-started control (see Appendix D).

SOCM SOCM M =1 | SOCM adjoint | Adjoint

0.222 0.090 0.099 0.169
Cross entropy Log-variance Moment Variance

0.086 0.117 0.087 0.086

Table 1 Time per iteration (exponential moving average) for various algorithms in seconds per iteration, for the
QuabprAaTIC OU (EASY) experiments (Figure 1).

SOCM: (i) a version of SOCM where the reparameterization matrices M, are set fixed to the identity I, (ii)
SOCM-Adjoint, where we estimate the conditional expectation in equation (24) using the adjoint method for
SDEs instead of the path-wise reparameterization trick (see subsection C.4).

At the end of training, SOCM obtains the lowest L? error, improving over all existing methods by a factor of
around ten. The two SOCM ablations come in second and third by a substantial difference, which underlines
the importance of the path-wise reparameterization trick. The best among existing methods is the adjoint
method (the relative entropy loss). In Figure 1 (bottom) we show the squared norm of the gradient of each
loss with respect to the parameters 6 of the control: algorithms with small noise variance tend to have low
error values. Table 1 shows the average times per iteration for each algorithm.
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In Figure 2, we plot the control L? error for LINEAR ORNSTEIN UHLENBECK and DOUBLE WELL. For LINEAR
OU, the error is around five times smaller for SOCM than for any existing method. For DOUBLE WELL, the
SOCM algorithm achieves the second smallest error, slightly behind the adjoint method, but the latter shows
instabilities. As we show in Figure 8 in Appendix E, these instabilities are inherent to the adjoint method and
they do not disappear for small learning rates. Both in Figure 1 and Figure 8, we observe that learning the
reparameterization matrices is critical to obtain gradient estimates with high signal-to-noise ratio. DOUBLE
WELL is a particularly interesting and challenging setting because its solution is highly multimodal: g has
1024 modes. Multimodality is a feature observed in realistic settings, and is hard to handle because it involves
learning the control correctly in each mode.

The costs f and g and the base drift b for QUADRATIC OU (HARD) are five times those of QUADRATIC OU
(EASY). Consequently, the factor a(v, XV, B) initially has a much larger variance for the SOCM methods, and
for cross-entropy. As training progresses, ug, gets closer to u*, and consequently the variance of a(v, XV, B)
decreases, which in turn makes learning easier. This explains the initial slow decrease in the control error,
followed by a fast drop that places SOCM well below existing algorithms. In Appendix D and Figure 3, we
showcase a control warm-start strategy that can help and speed up convergence.

We also present experimental results on two-mode Gaussian mixture sampling in increasing dimension, using
the Path Integral Sampler (Zhang and Chen, 2022). We take Gaussians with means that are 2 units apart, and
identity variance. Figure 4 shows control objective estimates obtained after running the Adjoint, SOCM, and
Cross-entropy algorithms for 40000 iterations, at dimensions d = 2, 8,16, 32,64, and error bars show standard
errors. By Theorem 4 of Zhang and Chen (2022), we know that the optimal value of the control objective is
zero; Figure 4 shows the suboptimality gaps incurred by each algorithm. Cross-entropy, which uses the same

010 Control Objective estimate vs Dimension

—$— Adjoint
—4— socm

— Cross-entropy | Figure 4 This plot shows the con-

trol objective values for different al-
gorithms (Adjoint, SOCM, and Cross-
entropy) across multiple dimensions,
with error bars indicating the standard
deviations. The y-axis is restricted to
[0, 0.1] for better visibility of the lower
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o o o
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& = @
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o
o
]

0.00
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importance weight as SOCM, performs worse than the other two losses for all dimensions, and its results are
particularly poor for dimension 64, because the variance of « is too large for learning to happen. In this case,
we see that SOCM has better variance reduction than cross-entropy, despite both using importance weighted
objectives for training. We observe that the values for SOCM are slightly below that of Adjoint for most
dimensions, which confirms that our method is better for this range of dimensions. If we keep increasing the
dimension, SOCM also fails due to higher variance of «: for n = 128, the control objective estimates for the
Adjoint, SOCM, and Cross-Entropy losses are 0.146 + 0.001, 7.49 + 0.01, and 12.61 4 0.02, respectively.

5 Conclusion

Our work introduces Stochastic Optimal Control Matching, a novel Iterative Diffusion Optimization technique
for stochastic optimal control that stems from the same philosophy as the conditional score matching loss for
diffusion models. That is, the control is learned via a least-squares problem by trying to fit a matching vector
field. The training loss is optimized with respect to both the control function and a family of reparameterization
matrices which appear in the matching vector field. The optimization with respect to the reparameterization
matrices aims at minimizing the variance of the matching vector field. Experimentally, our algorithm achieves
lower error than all the existing IDO techniques for stochastic optimal control for four different control
settings.
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One of the key ideas for deriving the SOCM algorithm is the path-wise reparameterization trick, a novel
technique to obtain low-variance estimates of the gradient of the conditional expectation of a functional of
a random process with respect to its initial value. An interesting future direction is to use the path-wise
reparameterization trick to decrease the variance of the matching vector field for diffusion models.

The main roadblock when we try to apply SOCM to more challenging problems is that the variance of the
factor (v, XV, B) explodes when f and/or g are large, or when the dimension d is high. The control L? error
for the SOCM and cross-entropy losses remains high and fluctuates heavily due to the large variance of a.
The large variance of « is due to the mismatch between the probability measures induced by the learned
control and the optimal control. Similar problems are encountered in out-of-distribution generalization for
reinforcement learning, and some approaches may be carried over from that area (Munos et al., 2016).
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A Technical assumptions
Throughout our work, we make the same assumptions as Niisken and Richter (2021), which are needed for all
the objects considered to be well-defined. Namely, we assume that:

(i) The set U of admissible controls is given by
U={ueC'R?x[0,T);R?)|3C >0, ¥(x,s) € R? x [0,T], u(z,s) < C(1+ ||z|)} (32)

(ii) The coeflicients b and o are continuously differentiable, o has bounded first-order spatial derivatives, and
(00 ")(x, s) is positive definite for all (z,s) € R?[0,T]. Furthermore, there exist constants C,cy,ca > 0

such that
Ib(x, )| < C(1+ ||=]|), (linear growth) (33)
allé]? < €T (oo ") (x,5)E < eal€]?,  (ellipticity)
for all (z,s) € R? x [0,7] and ¢ € R4,
B Proofs of section 2
Proof of (5) By Itd’s lemma, we have that
V(X8 T) = V(Xp,t) = [T (0,V(XY, 8) + (b(X, 8) + o( X2, s)u(XE, s), VV (XY, ) ”
+3 50 o1 (00T (XY, $)0,,0,, V(XY 5)) ds + S,
where S = VA [ VV(X¥,s)To(X¥, s)dB,. Note that by (4),
OV (XY, 8) + (b(XY, s) + o( X, s)u(XY, s), VV (XY, s))
A (00 )i (XY, 8)D0, 00, V(XY 5) (35)

o TVV)(XY,8)|? = (XL, 5) + (o(XY, s)u(XE, 5), VV (XL, 5))
o TVV)(XY,s) +u(XE, s)lP = 5llu(Xy, s)|® = F(XY,s),

N—= N

I
I(
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and this implies that
g(X3) = V(XE 1) = [ (SIeTVV)XE, 8) +ulXE 9)|2 = Llu(XE, 5)|? — (X2 5)) ds+ Si (36

Since E[S} | X} = x] = 0, rearranging (36) and taking the conditional expectation with respect to X;* yields
the final result.

Proof of (6)-(7) By Itd’s lemma, we have that

dV(X,, ) = (0.V(Xa5) + (b(Xs, 5), VV (X, 5))

37
+ 2 z” 1(aaT)W( ,8)02,05,V (Xs,8)) ds + VAVV (XY, s) To(XY, 5) dB, (87)
Note that by (4),
05V (Xs,8) + (b( X4, 8), VV (X, 8)) + 5 Z” (00 7)i5(Xs, 8)05,04,V (X, 5) (33)
= 31 TVV) (X, 8)|7 = f(Xs,8).
Plugging this into (37) concludes the proof.
Proof of (8) Since Yy = V(Xy,s) and Z, = 0" (s)VV(X,, s) = —u*(X,, s) satisfy (7), we have that
9(X7) =Yr =Y, — [ (f(Xe,5) = Sllu*(Xs,9)[2) ds — VA [, (u ), dBs). (39)
Hence, recalling the definition of the work functional in (10), we have that
WX ) =Y+ 5 [ llut (Xs, 9)]? ds = VA [ (u (X, ), dB). (40)
By Novikov’s theorem (Thm. 3), we have that
Elexp(—A"W(X,1))|X
[exp( (X, 1)1 X4 (41)

=N MR [exp (A2 [T (u(Xy, 5),dBs) — 2~ [T ut(X,8)[2ds) | Xe] = e,

which concludes the proof of (8).

Theorem 3 (Novikov’s theorem). Let 65 be a locally-Ho process which is adapted to the natural filtration of
the Brownian motion (By)i>o. Define

Z(t) = exp ([i 0,dB, — L [0, ds). (42)
If for each t > 0,
Elexp ([ 1165]? ds)] < +oo, (43)
then for each t > 0,
E[Z(t)] = 1. (44)

Moreover, the process Z(t) is a positive martingale, i.e. if (Fy),~ is the filtration associated to the Brownian
motion (By),~q, then fort > s, E[Z;|F,] = Z -

Theorem 4 (Girsanov theorem). Let W = (Wy),c(o 1) be a standard Wiener process, and let P be its induced

probability measure over C([0,T];R?), known as the Wiener measure. Let Z(t) be as defined in (42) and
suppose that the assumptions of Theorem 3 hold. Let (Q,F) be the o-algebra associated to Br. For any
F € F, define the measure

Q(F) =Ep[Z(T)1F] . (45)
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Q is a probability measure because of (44). Under the probability measure Q, the stochastic process {W (t)}o<t<T
defined as

W (t) = W(t)— [y 0, ds (46)

is a standard erner process. That is, for anyn > 0 and any 0 = tg < t1 < -+ < t,, the increments
{W(tiz1) —W(t;)}1=, are independent and Q-Gaussian distributed with mean zero and covariance (tiy1—t;)1,
which means that for any o € R?, the moment generating function of W (ti41) — W (t;) with respect to Q is as
follows:

Eglexp((a, W (tis1) — W(t:)))] )
i=Ep|exp ({a, W (tis1) — f Ho,ds — W) + fot 0sds))Z(T)] = exp (%)
Corollary 1 (Girsanov theorem for SDEs). If the two SDEs
dX; =b; (Xt, t) de + O'(Xt, t) dBy, Xo = Tinit (48)

d)/t = (bl(Y—tvt) +b2(Y2-5;t)) dt—'_o—(yvtvt) dBta YO = Tinit

admit unique strong solutions on [0, T, then for any bounded continuous functional ® on C(]0,T]), we have
that

E[®(X)] = E[&(Y)exp (— [ o(Vi,t) ba(Ys, t)dBy — & [ [l0(Ys, ) ba(Y3, £)[| dt)] (49)
= E[®(V)exp (= [y o(Vi,t)ba(Vist)dB; + 5 [ [lo(Ys, )‘1 ba(Ye, 1) dt)], (50)

where By = B, + fo o(Ys,s) " tba(Ys, 8)ds. More generally, by and by can be random processes that are adapted
to filtration of B.

Lemma 4. For an arbitrary v € U, let PV and P be respectively the laws of the SDEs

dX}P = (b(XP,t) + o(t)v(XP, 1) dt + VAo (t)d B, XY ~ po,

dX; = b(X,,t)dt + VAo (t)dB,,  Xo ~ po. (51
We have that
F(X) = exp (= A7 [ (X, 0),dBY) + 2 ) o(Xp, 1)) dt) 2)
= eXp( —1/2 fo (X7,1) dBt 2 fo [lo(X?, )||2dt)
LX) =exp ()\ 12 [ (o( Xy, t),dBy) — v(Xy, )7 dt). (53)
where BY := By + \~1/? fgv(X;’7 s)ds. For the optimal control u*, we have that
(X)) =exp (A= V(XY ,0) + W(X™,0))), (54)
" (X) = exp (A1 (V(Xo,0) — W(X,0))), (55)
where the functional W is defined in (10).
Proof. The proof of (52)-(53) follows directly from Cor. 1. To prove (55), we use that by (40),
W(X,0) = V(Xo,0) + 1 [T [lu* (X, 5)][2ds — VA [ (u*(X,, 5),dBs), (56)
which implies that
B (X) = oxp (A2 [t (X, ), dBy) — 255 [ Ju (Xo, )12 i) 57

= exp (A7 (V(Xo,0) — W(X, 0)))
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To prove (54), we use that since dX® = b(X}* ,t)dt + VAo (t)dBY ", equation (56) holds if we replace X and
B by X*" and B*", which reads

WX ,0) = V(X5",0)+ 5 [T (X2, s)|2ds — VA [T (w* (X2, 5),dBY). (58)

Hence,

u — T x u* u* -t T * u*
d]P’“ (X ):exp(—/\ 1/2f0 <U' (Xt ’t)vdBt >+)\Tf0 Hu (Xt ,t)Hth)

. . (59)
=exp (A= V(X§,0) + W(X*,0))).
O
Lemma 5. The following expression holds:
Egu [log ] = ATE[fy (3lu(Xi, 02 + f(Xp,0) di + g(X3) - V(X§,0)], (60)
Proof. To prove (60), we write
10g dPu (Xu) log (d]P’“ (Xu>d[Pu (Xu)) = IOg d]p“ (Xu) + 10g dpw (Xu)
= A" ( (X§,0) = [y fFIXp,t)dt - g(X4)) (61)
—/2 fo XZLv ) dBt f() Hu lea )Hth .
Since Epu [1og d‘gﬂ = —[Epu [log I ] and Epu [fo u(Xp,t),dBy)] = 0, the result follows. O

Proposition 3. (i) The following two expressions hold for arbitrary controls u,v in the class U of admissible
controls:

Lon(u) = Bpu [log E] = E[( = A7V2 [T (X7, 1), dBy) — A1 [ (w(XP, ), o(XP, 1)) dt
+7f0 lu(XP, )7 dt + A~ (V(XF,0) = W(X",0))) (62)
X exp ()\ HV(Xg,0) = W(X", 0))
ATV2 [T (X 1), dBy) — 2 [T o(Xy, 02 dt)],
Lop(u) = 27 E[ [y ur (X2, 1) = u(Xy", )] dt]. (63)

When pg is concentrated at a single point Tinit, the terms V (Zinit, 0) are constant and can be removed without
modifying the landscape. In other words, Lcg and Lcog are equal up to constant terms and constant factors.

(ii) When po is a generic probability measure, Lcg and Lcp have different landscapes, and Lop(u) =
Epu= [10g % exp ( — A‘lV(Xg*,O))]. w* is still the only minimizer of the loss Lcg, and for some constant
K, we have that

Lor(u,0) = 2 E[ [ Ju (X2, 1) — u(XP, Ol dtexp (= A7'V(X$,0))] + K. (64)

Proof. We begin with the proof of (i), and prove (62) first. Note that by the Girsanov theorem (Theorem 4),

Ep.- [log % (X*7)] = ~Epu- [log ;gfj‘ (X)) = —Fpu [log L (X*7) + log 72 (X*)]

. (65)
— —Ep [(log B (X) + log 225 (X)) 20 (X7) 22 (X7)]

Note that by equations (53) and (55),

log (X)) = A=Y2 [T (u(Xy, ), dBY) 2, t)|* dt,
= A2 [T (u(Xp,1),dBy) + A~ 1f0 Xza t),0(Xp, 1)) dt — A~ [T [lu(Xy,6)]>dt,  (66)
1ogdg%(xv):x (= V(Xg,0) + W(X",0)).
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where By := B; + A\71/2 fg v(XY,s)ds. Also,

P (X") = exp (A-l(wxaam —W(X?,0))),

dP (v —1/2 v A7 T v 2 (67)
dpe (XV) =exp (— Jo ((XP,1),dBy) = 25~ [ [o(X7,1)]? dt).
If we plug (66) and (67) into the right-hand side of (65), we obtain
Ep.- [log Zr (X)) = —Ep.- [(log 2 (X7) + log 722 (X7)) Lo (X7) 2 (X))
=-E[(A 1/2f0 Xt”, t),dB) + A~ 1f0 uw(XP ), v(X7P,t))dt (68)
to )Hth_'_A (_V(X07 )+W(XU7 )))
X exp (A*l(wxg,m —W(XY,0)) = A2 [T w(xg, 6, dBy) — 255 [T (X, 012 db)],
which concludes the proof.
To show (63), we use that by Cor. 1,
(X ) =exp (=ATV2 [ (X ) —u(X ), dBy) =2 [ lwt (X, ) —u(X 0)|2dt). (69)
Hence,
-1 T " u* u*
Ep.- [log dPu] —Epu- [log L] = 2-R[ [, u (X2, t) —u(Xp,t)]? dt]. (70)

Next, we prove (ii). The first instance of V(X{,0) in (62) can be removed without modifying the landscape
of the loss. Hence, we are left with

ECE(U) = }E[( - /\71/2 f0T<u(Xtva ) dBv -t f() Xtvv ’U(XZJ7t)> dt
+ 25 3 llu Xf,wu?dt— “IW(X",0)) (71)
x exp (AL (V(XE,0)=W(X?,0)) = A~Y2 [T (o(XP,),dBy) =2~ [ lo(Xy, 1)||2 dt)]

And this can be expressed as

Lop(u) = Elg(u; X§) exp (A1V(Xg,0))], (72)
where
g(u;z) =E[(— 1/2f0 u(XY,t),dBy) 1f0 u(XP, ), v(XP,t)) dt
7[0 Ju(XP, 8] dt — XTW(X7,0)) (73)

xexp (— ATIW(XY,0)— A~ 1/2f (V(XP,t),dBy)— 25~ fo (X7, )2 dt) | XY = z].

If we consider g(u;z) as a loss function for u, note that it is equivalent to the loss Log(u) equation in (71)
for the choice pg = d,, i.e., pg concentrated at x. Since the optimal control v* is independent of the starting
distribution pg, we deduce that u* is the unique minimizer of g(u;x), for all z € R?. In consequence, u* is the
unique minimizer of Lcg(u) = E[g(u; X§)].

To prove (64), note that up to a constant term, the only difference between Lcg(u) and Lcg(u) is the
expectation is reweighted importance weight exp ( - v(xg, O)) O

Lemma 6. (i) We can rewrite
Lvar, (u) = Var(exp (Y7 = Xg(X7) + A7V (X5, 0))), (74)
L5, (u) = Var (V7" — A" 1g(X3) + A 1V(X3,0)). (75)

When po is concentrated at Tinit, the terms V(Xinit, 0) are constants and can be removed without modifying
the landscape. In other words, Lyay, and ﬁl\c,’agrv are equal to Lvar, and L',l\c}frv up to a constant term and a
constant factor, respectively.
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(i) When pq is general, ﬁVarv and Ly, have a different landscape, and the optimum of Lyar, may be different
from u*. A related loss that does preserve the optimum is:

Lvar, (u) = E[Varss (2 (X*)|Xg) exp(~A~1V(X§,0))]

(76)
= E[Var(exp(Y;f = AT (X9))IXE)]-

In practice, this is implemented by sampling the m trajectories in one batch starting at the same point X§.

(111) Also, EVar and Evgr have a dzﬁeremf landscape, and the optimum of CVar may be different from u*. In

particular, El\c,)fr (u) = Varp. (log & e (XYY exp(—A"1V(XE,0))). A loss that does preserve the optimum u* is

L, (u) = E[Vars. (log 2 (X*) | Xg) exp(~A~1V(X§,0))

(77)
E[Var (V" — A~1g(X3)| X3)]-
Proof. Using (55) and (52), we have that
P (X7) = exp ()\‘1 (V(X8,0) — W(X?, 0))) (78)
(XY =exp (=AY [T (u Xf, £),dBy) + 25~ [ [lu(Xy, 1) dt)
=exp (—A71/2 fo X7P,t),dB;) — 1f0 w(XP,t),v(X}P,t))dt (79)
+ 25 fo Hu Xp,t)|? dt).
Hence,
log &2 (X") = log dg;, (X¥) +1log L (XV) = V' — A Lg(X%) + A1V (X§,0). (80)

Since Lyar, (u) = Var]pv(dﬂ»:) and El\c/’agr (u) = Varps (log 9 ) this concludes the proof of (i).

To prove (ii), note that for general pg, V(X{,0) is no longer a constant, but it is if we condition on X§. The
proof of (iii) is analogous. O

C Proofs of section 3

C.1 Proof of Theorem 1 and Prop. 2

We prove Theorem 1 and Prop. 2 at the same time. Recall that by (9), the optimal control is of the form
u*(z,t) = —o(t) TVV (x,t). Consider the loss

L) =E[L [ ulXe,t) + o) OV (Xe )P dt exp (= A1 [ f(Xt)dt = A 1g(Xr))]. (81
Clearly, the unique optimum of £ is —o ()T VV. We can rewrite £ as

L) =E[F fy ([[u(Xet !!2+2 (u(X0, >7 (OTVV(Xe 1) + (&) IV (X0, D)) at

(82)
xexp(—A7! fo (Xy,t)dt — A 1g(X7))] -

Hence, we can express £ as a sum of three terms: one involving ||u(Xy, )|?, another involving (u(Xy,t), o ()T V(Xy, 1)),
and a third one, which is constant with respect to u, involving ||[VV (X¢,t)||?. The following lemma provides
an alternative expression for the cross term:

Lemma 7. The following equality holds:

E[+ fo u(Xy,t),0(t) T VV(Xy,t))dt exp (— A1 fo (Xp, t)dt — A 1g(X7))]
:f)\IE[ fo < Xf7 ,o(t) TV, E[exp( 1ft s)ds — A "tg(X7) )|thx]> (83)
xexp (— A1 fo (X5, s)ds) dt].
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Proof. Recall the definition of W(X,t) in (56), which means that
W(X,0) = W(X, 1) + [ f(Xa,s)ds. (84)
Let {Fi}icpo,r) be the filtration generated by the Brownian motion B. Then, equation (9) implies that

Ao ()T VLE [ exp (A W(x.0) | 7]

ot)TVV(Xy,t) = — 2o (o) 7] (85)
We proceed as follows:

B[ [T (w(X,1),0(t)TVV (X, 1)) dt exp (— A~IW(X,0))]
0 a(t)TmE[exp (-2 wx )| 7]
= —)E[+ fo (w(Xt,t) Eexp (—A-1wi(x,) | 7] )

x E[exp (= AW(X, )| F] exp (= AL [ F(X,, ) ds) di] (86)
= AE[L [ (u(Xe,1),0() TVLE[exp (= A W(X, 1)) [Fo] Y exp (= A1 [ £ ds) dt]
W _NE[L [T (u(X0,1),0(8) TVLE[exp (= AIW(X, )| X, = 2] ) exp (- 1f0 ds) dt].

Here, (i) holds by equation (85), the law of total expectation and equation (84), and (ii) holds by the Markov
property of the solution of an SDE. O

The following proposition which we prove in subsection C.2, provides an alternative expression for V,E [ exp (—

-1 ft s)ds — \lg(Xr )}Xt = :I:] The technique, which is novel and we denote by path-wise
repammatemzatzon trick, is of independent interest and may be applied in other settings, as we discuss in
section 5.

Proposition 1 (Path-wise reparameterization trick for stochastic optimal control). For each t € [0,T],
let My : [t,T] — R¥? be an arbitrary continuously differentiable function matriz-valued function such that
M, (t) =1d. We have that

VoE[exp (= A1 [T f(Xe,8)ds — A\ g(X7))| X = ]
=E[(- 2 [ My(s)V f( ,8)ds = AT My (T)Vg(Xr) (24)
F A2 [T (M (5)V b(Xs,s) DsMy(s))(o=1) T (s)dBs)
x exp (— 1ft s)ds — A"lg(X7))| X, = z].
Plugging (24) into the right-hand side of (83), we obtain that
E[L [T (u(X;, 1) (t)TVV(Xt, £)) dt exp (= AL LT F(Xp, ) dt — A Lg(X))]
=E[L [} (u(Xs,1),0(t)T( [;" My(s)Vaf(Xs, 5)ds + My(T)Vg(Xr) &)
S ( o(8)Vab(Xs ) - 35Mt(8))(071)T(s)st)>dt
X exp( -1 fo (Xi,t) A_lg(XT))}.

If we plug this into the right-hand side of (82) and complete the squared norm, we get that

L(u) = B[ [y ([u(Xe,8) = @t X, B, My)||* = || (t, X, B, My)||” + |w* (X, )| ) dt exp (= A-IW(X,0))]

where @ is defined in equation (28). We also define ®(u; X, B) as

®(u; X, B) = & [ (|[u(Xe,t) — @(t, X, B, My)||*) dt. (89)
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Now, by the Girsanov theorem (Theorem 4), we have that for an arbitrary control v € U,
E[®(u; X, B) exp ( — A7'W(X,0))]
v v — v — T v v -t T v
=E[®(u; X, B") exp ( — AT'W(X",0) — A™Y2 [ (v(X?,t),dBY) +A7f0 [o(Xy, t)[I7dt)]  (90)
=E[®(u; X, B") exp (— A W(X,0) — A=Y2 [T (o(XP,1),dBy) — o(XP, )2 dt)],

where B} := B, + A~1/2 fot v(XY?,s)ds. Reexpressing B in terms of B, we can rewrite ®(u; X", BY) and
w(t, X", BY, My) as follows:

(I)(U;Xvan = TfO ||u X, ) *(t7X”7B“,Mt)H2dt,
W(t, XY, B, My) = o(t)T (— [ My(s)Vof(XY,8)ds — My(T)Vg(X3)

E[@(t,X,B,M;) ex W(X,0))| X,
t, X, B, My) — EROIBM) oxplod NN | 4t exp(— A~ W(X,0))]

Blu(t,0. X", B.M,)a(v. X, B) X
t,v, X*, B, M) - B (o X% D7)

(91)
+ A2 [T(My(5)V,b(XY, 5) — D Mi(s)) (01T (X, 5)dB,
Jrft (My(s)Vb(XY,s) — 0sMy(s)) (0™ T (X2, s)v(X7, s)ds).
Putting everything together, we obtain that
EN(U) = Lsoom(u, M) — K, (92)
where L(u, M) is the loss defined in (125) (note that w(t,v, XV, B, M) := w(t, XV, BY, M,)), and
K =E[x [T(|Ja X, B, M)||* = |Ju*(Xe, 6)]|*) dt exp (— A" W(X,0))] (93)
To complete the proof of equation (26), remark that £(u) can be rewritten as
=E[+ fOT [|w(Xe,t) — u (X, t H dt exp( ATIW(X,0))]
—B[2 [T (X0, ) — u (X, )| dt B (X) exp(—A~1V (X0, 0))] (94)
=E[% [] ||u(Xf*,t) — (X, 0|7 dt exp(—x1V(Xg*,0))].
It only remains to reexpress K. Note that by Prop. 1, we have that
(X0, 1) = E[w(t,X,B,M;) exp (-A'W(X,0)) | 7|
E| exp (—A-1W(X,0)) |7 ]
_ ]E[u”;(t,X,B,Mt)dPu (X)|F] exp(-A"'V(X0,0)  E[a(t.X,B, M) (X)| 7 (95)
B E[ €247 (X)|Fe] exp(—A~1V(X0,0)) N E[€h" (X)|F ]
— E[@(t, X", B*", M,)| X} = X]
Hence, using the Girsanov theorem (Theorem 4) several times, we have that
—E[L [T ||, X", BY", My)||2 — |E[@(t, X", B*", My)| X' ]||” dt exp(=A~1V(X¢,0))]
=E[% fo @, X¥", B*", My) — E[@(t, X*, B*", My)| X2 ]||* dt exp(=A"1V(Xg",0))] 06)
(7 Jo o,
[ (t,

dta(v,X”,B)],

which concludes the proof, noticing that K = CondVar(w; M).

C.2 Proof of the path-wise reparameterization trick (Prop. 1)

We prove a more general statement (Prop. 4), and show that Prop. 1 is a particular case of it.

Proposition 4 (Path-wise reparameterization trick). Let (2, F,P) be a probability space, and B : Qx [0,T] —
R? be a Brownian motion. Let X : Q x [0,T] — R? be the uncontrolled process given by (6), and let
¥ Qx REx [0,T] — R? be an arbitrary random process such that:
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e For all z € RY, the process ¥(-,z,-) : Q x [0,T] — R? is adapted to the filtration (Fs)sejor) of the
Brownian motion B.

e Forallw € Q, Y(w,-,-) : R* x [0,T] — R? is a twice-continuously differentiable function such that
Y(w,2,0) = z for all z € R, and (w,0,s) =0 for all s € [0,T).

Let F : C([0,T];RY) — R be a Fréchet-differentiable functional. We use the notation X +(z,-) = (Xs(w) +
Y(w, 2,5))sejo,1) to denote the shifted process, and we will omit the dependency of 1) on w in the proof. Then,
Va.E[exp (- F(X))|Xo = ]
=E[(= V. P(X+3(2,)|-=0+ A2 [ (Va0 (0, 8)Vab(Xs, 8) = V20:00(0,5)) (0~ 1) T (s)dB,)  (97)
x exp (— F(X))|Xo = ]

Proof of Prop. 1. Given a family of functions (M;)¢cjo,7) satisfying the conditions in Prop. 1, we can define
a family (1)sej0,7) of functions ¢, : R x [t, T] — R? as (2, s) = M,;(s)" 2. Note that t,(z,t) = z for all
z € R? and 1,(0,s) = 0 for all s € [t,T], and that V,1;(z,s) = M,(s). Hence, 1; can be seen as a random
process which is constant with respect to w € €2, and which fulfills the conditions in Prop. 4 up to a trivial
time change of variable from [¢, T to [0,T].

We also define the family (F});ep0,7) of functionals Fy : C([t, T];R?) — R as Fy(X) = A™* ft (Xs,s)ds +
A"1g(X7). We have that

Vo F (X +1i(2, )
= V. (A LT F(Xo 4 i(2,8),8) ds + A g (X + ¢4(2,T)))

i (98)
@\t ftTV Yi(2,8)VF(Xs+i(2,8),8) ds+ A"V 0 (2, T)Vg( X7+ (2,T))
=)\"1 ft My (s)V f( X+ (2, 8),8) ds+ A" My(T)Vg(Xr+(2,T)),
where equality (i) holds by the Leibniz rule. Using that (0, s) = 0, we obtain that:
V(X 4 ¢i(2,0)],_y = A7 ftT V. 01(0,8)V f( X5, 8)ds + A V40 (T,0)Vg(Xr), (99)

Up to a trivial time change of variable from [¢t,T] to [0,T], Prop. 1 follows from plugging these choices into
equation (97).

Remark 1. We can use matrices My(s) that depend on the process X up to time s, since the resulting
pmcesses Ye(+,2,+) are adapted to the filtration of the Brownian motion B. More specifically, if we let
M, : R x [t,T] — R¥*4 be an arbitrary continuously differentiable function matriz-valued function such that
M, (z,t) =1d for all z € R%, and we define the exponential moving average of X as the process X (V) given by

XM = v [lemvt=0 X, ds, (100)
we have that

v ( ) v
LM(XS5) = (VM(XSY, 5), S22y 4 0, My (X, s)

= u(V. My(X ) 8), X — XE) 4+ 0, My (X 5), Hon
and we can write
V.E[exp (— 1ft (Xs,s8)ds — A 1g(X7) )|Xt7x]
= E[(= A7 [ MuXE )V f (X, 5) ds = A My (XY, T)Vg(Xr) (102

+ A2 [T (M, (X(“) $)Vab(Xs, ) = £ M(X,5)) (071 T (s)dB,)
xexp (= AL F(Xy,8)ds — A 1g(Xp)) | X = al.

Plugging this into the proof of Theorem 1, we would obtain a variant of SOCM (Alg. 2) where the matriz-valued
neural network M, takes inputs (t,s,z) instead of (t,s). Since the optimization class is larger, from the
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bias-variance in Prop. 2 we deduce that this variant would yield a lower variance of the vector field w, and
likely an algorithm with lower error. This is at the expense of an increased number of function evaluations

(NFE) of M,,; one would need K(K;'l) NFE per batch instead of only Ll), which may be too expensive

if the architecture of M, is large. A way to speed up the computation per batch is to parameterize M; using
cubic splines.

O
Proof of Prop. 4. Recall that
dX, = b(X,,s)ds +VAo(s)dBs,  Xg ~ po, (103)

is the SDE for the uncontrolled process. For arbitrary z, z € R?, we consider the following SDEs conditioned
on the initial points:

AXEF) = p(XEH sy ds +Vao(s)dB,, XS =a 42, (104)
dx{” = b(X{”, 5)ds + VAa(s)dB,, X = (105)

Suppose that ¢ : R? x [0, T] — RY satisfies the properties in the statement of Prop. 4. If X @) ig a solution of
AX = (WX + (2, 8),8) — 0a1h(2, 8)) ds + VAo(s)dB,, X ==, (106)

then X (@+2) = X(®) 19)(2,-) is a solution of (104). This is because Xé”z) = Xéﬂ +¢(z,0) = X(gﬂ +z=1x+z,
and

Adx " = ax® + 0s¥(z,8)ds
= (DX + (2, 5), 5) — Dutb(2, ) ds + VAc(s) dBy + 0u1)(z, 5) ds (107)
= b(XS(QH_Z)7 s)ds + Vo (s) dB,

Note that we may rewrite (105) as

AX = (X + (2, 5), 5) — 0ub(2, 5)) ds

(108)
+ (XS 8) = b(XE) 4 (2, 8), 8) + Osth(2,8)) ds + VAo (s)dBy, X ~ py.

Hence, since 9(z, s) is a random process adapted to the filtration of B, we can apply the Girsanov theorem
for SDEs (Corollary 1) on X*) and X*), and we have that for any bounded continuous functional ®,

E[®(X )]
=E[O(X@)exp (fy A\20(s) L (0(XE) + (2, 5),5) — (XL, 5) — 0414(2, ) d B (109)
— L[ IAT20(s) T (XS + (2, 5),5) — B(XLT, 5) — Datb(z, 9))|12 ds) .
We can write
E[exp (- F(X))|Xo =2+ 2] LE[exp (- F(X@+2)))] € Bexp (- F(X@ +y(2,)))]
D E[exp (- F(X® 4 4(z,-))
x exp (f)f A720(s) T (B(XE + (2, 5), 5) — b(XL) 5) — Db (2, 5)) A BB
— L[ I 20(s) T (XS + (2, 8),5) = b(XET, 5) — Dutp(z, s>>||2 ds)]
2 Elexp (- <X+w N+ o A 20(5) "1 (b(X,+16(2, 5), 8) (X, )~ Dstp(z, 5)) AB
— 10 ||A Y20(5) L (B(Xs + (2, 8),8) — b(Xs, 8) — sw<z,s>>||2ds)|xo:x]

)
( (110)

Equality (i) holds by the definition of X (®*2), equality (ii) holds by the fact X&) = x4 ¥(z, s), equality
(iii) holds by equation (109), and equality (iv) holds by the definition of XS( . We conclude the proof by
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differentiating the right-hand side of (110) with respect to z. Namely,

VoE[exp (- F(X))|Xo = 2] = V.E[exp (- F(X))|Xo =2+ z]|__,
OR[(= V.P(X +0(z, ) + A2 [T(V.10(0, 5)V,b(Xs, 5) — V20:35(0, ) (0~1) T (s)d B, ) (111)
x exp (= F(X))|Xo = 2]
In equality (i) we used (110), and that:
e by the Leibniz rule,

Vo o lo(8) 71 b, + (2, 5), 5) = (Ko, ) = Oz, 9) [P ds|

0 (112)
= VLl () B+ (0 8). ) — DX, ) — Dbz, )Yy ds = 0.
e and by the Leibniz rule for stochastic integrals (see Hutton and Nelson (1984)),
Va(fy o (X5 +9(2,5),8) = b(Xs, 5) — Dsth(2,5)) dBs) | _ (113)
= fo (Vzw((), S)vzb(XS7 ) — V.051(0,8))(c71) T (s) dBs.
O

C.3 Informal derivation of the path-wise reparameterization trick

In this subsection, we provide an informal, intuitive derivation of the path—w1se reparameterlzation trick as
stated in Prop. 4. For simplicity, we particularize the functional F' to F(X) = A~} fo (Xs,8)ds+ A" 1g(X7).
Consider the Euler-Maruyama discretization of the uncontrolled process X defined in (6), with K + 1 time
steps (let § = T'/K be the step size). This is a family of random variables X = (Xk)k o.x defined as

Xo~po,  Xpp1=Xp+0b(Xp, k6) + Voro(kd)er,  ex~ N(0,1). (114)
Note that we can approximate

Elexp (— A1 [ f(Xs,8)ds — A 1g(Xr)) | Xo = 7]

K_1 R (115)
%E[exp(— lézkzo F(Xk,8) = A 1g(Xk)) | Xo = 2],

and that this is an equality in the limit K — oo, as the interpolation of the Euler-Maruyama discretization
X("L’Z converges to the process X(*). Now, remark that for k € {0,...,K — 1}, Xp1|Xp ~ N(Xp +
5b(Xp, ko), 0A(oo ") (kd)). Hence,
Elexp (= A0 050 /(X 8) = A71g(X50)) [ Ko = ]
= C7! [figays exp (= AT flan, s) = A g(ix)
— a3 Ly o™ (kE) (@1 — 1 — (g, kD)) |2
— 5k llo (O)(xl—m—éb(x,()))ﬂz) diy - --dig,

(116)
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where C' = \/(27T5A)K HkK;()l det((c0T)(k6)). Now, let 1 : R?x [0, T] — R? be an arbitrary twice differentiable
function such that 1(z,0) = 2 for all z € R%, and (0,s) = 0 for all s € [0,T]. We can write
V.oE[exp (= A1y F(Xn,5) — A 1g(Xk)) | Xo = 2]
=V.E[exp(— 71§ 25;01 f(Xg,s) — A‘lg(XK))|X0 =z + 2]|.=0
= OV ([ gy exp (= A1 fdnss) — A 1g(x)
— o S o (k) (k1 — i — Ob (g, k) )||2

(117)
— ﬁ”o’l(O)(ilf(I+z)75b(:z:+z, O))||2) dgq - da}K) l.=o0
= OV ([ gy D (= AT @k + (2, k0), 8) = AL g(dx + (2, K9))
26)\2 ||a Yk6) (Zpr1 + (2, (k+1)0) =2k —2(2, k6) —5b(Z+10(2, kS), kb)) ||?
—axllo™ ( )(@1+9(2,8) = (2+4(2,0)) = db(z+1(2,0),0)) %) 21 - - - di )| 2=,
In the last equality, we used that for k € {1,..., K}, the variables #;, are integrated over R?, which means
that adding an offset ¥(z, k0) does not change the value of the integral. We also used that ¢ (z,0) = z. Now,
for fixed values of & = (Z1,...,2k), and letting &9 = x, we define
Ga(z) = A716 zf‘ol F(@n + (2, k8),8) + AN lg(@x + ¢(z, K9)) (118)
+33x oo 107 (k8) (Ers1 +0(2, (k + 1)6) =2k —1)(2, k8) —0b(@x+1)(2, kd), k6))||.
Using that (0, s) = 0 for all s € [0, T], we have that:
Gi(0) = A6 40y [ (k) + AT 9(8x) + gy Lo 07 (k0)(@ays — 21 —0b(2x, k6))|.
VG (2)am0 = A0 X rry! VO (0, k)Y f (dk, 5) + A1V (0, K6)Vg(ik) (119)

+ & SENTL0(0, (k + 1)8) — Vo1 (0, k6) — 5V (0, k6) Vb(ix, kd))
% (=1 T oY) (k) (g1 — i —Ob(ig, kD).

And we can express the right-hand side of (117) in terms of G3(0) and VG (2)|,=o:
v.(C™t ff(Rd)K exp (— Gs(2)) dyr -+ -dyx) = —C~* ff(]Rd)K VG3(2)|.=0 exp ( — G3(0)) dyy - - - dyk. (120)

We define ¢, = 01 (k6) (&4 1 — 3% —6b(Zk, kJ)), and then, we are able to write

Vox
Tp1 = 3p, + 6b(dy, kO) + Voo (kd)e,  do=u (121)
Ga(0) = N7 o0y fldn, s) + A g(dx) +5 Xpsg llexll?, (122)

VG (2)]m0 = A1 120 Vap(0, k6)V f (ik, 5) + AT V(0, K8)Vg(ix)

VAT 05 V.46(0, k8) 4+ O(8) =V (0, k) Vb(iy, k6)) (0~ 1) T (kd)ex (123)

Then, taking the limit X — oo (i.e. 6 — 0), we recognize (121) as Euler-Maruyama discretization of the
uncontrolled process X in equation (6) conditioned on Xy = «, and the last term in (123) as the Euler-

Maruyama discretization of the stochastic integral A~1/2 fOT(asVzt/J((L s)—V(0, s)Vb(Xs(m), 5))(e™1) T (s) dBs.
Thus,
limg o0 VoE[exp (= A0 00" f( Xk, 5) — A 1g(Xk))]
=E[(— A7 [ V(0,5 Vo f(Xs, 5)ds — A=1V(0,T)Vg(Xr)
+ATY2 [ (e, s>v b(Xs.8) = 0:V9(0.8) (o) (s) dB)
x exp ( — 1f0 s)ds — A1 g(X7))| X0 = ],

(124)

which concludes the derivation.
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C.4 SOCM-Adjoint: replacing the path-wise reparameterization trick with the adjoint
method

Proposition 5. Let Lsocm-adj : L2(RY x [0, T];RY) — R be the loss function defined as
T 2
Lsocm-adj(u) ==E[+ [ |[u(XP,t) +o(t)Ta(t,X?)||" dt x a(v, X", B)] , (125)

where XV is the process controlled by v (i.e., dX; = (b(Xy,t) +o(t)v(Xy, 1)) dt + VAo (Xe, t) dBy and Xo ~ po),
a(v, XY, B) is the importance weight defined in Equation 21, and a(t, X") is the solution of the ODE

doll) — _7,b(XP,t)a(t) — Vo f(X},1),
( ) - Vg(XT)v

Lsocm-adgj has a unique optimum, which is the optimal control u*.

(126)

Proof. The proof follows the same structure as that of Theorem 1. Instead of plugging the path-wise
reparameterization trick (Prop. 1) in the right-hand side of (23), we make use of Lemma 8 to evaluate

ViE[exp (= A7! fo (Xy,t)dt — A 'g(X7))|Xo = z]. Particular cases of the result in Lemma 8 have been
used in previous works such as Li et al. (2020); Kidger et al. (2021). We present a more general form that
covers state costs f, as well as stochastic integrals. We also present a simpler proof of the result based on
Lagrange multipliers. 0

Lemma 8 (Adjoint method for SDEs). Li et al. (2020); Kidger et al. (2021) Let X : Q x [0,T] — R?
be the uncontrolled process defined in (6), with initial condition Xo = x. We define the random process
a:Qx[0,T] — R? such that for all w € Q, using the short-hand a(t) = a(w,t),

day(w) = (= Vab(Xi(w), t)ay(w) — Vo f(Xi(w), t)) dt — Voh(X(w), ) dBy, (127)
ar(w) = Veg(Xr(w)), (128)
we have that
VLE[fy f(Xi(w),t dt+foT Xy(w), > dBy) + (X1 (w))| Xo(w) = 2] = E[ag(w)],
VoE[exp (= fy f(Xi(w),t)dt - fo ) > dBt> —g(x <w>>)| ( ) = (129)
= —Efag(w) exp (- fo fo ):t), dBy) — w)))| Xo(w) = z].

Proof. We will use an approach based on Lagrange multipliers. Define a process a : € x [0, 7] — R? such that
for any w € Q, a(w, -) is differentiable. For a given w € {2, we can write

o I dt+fo ) t), dBy) + g(Xr(w))
= fo t)dt + fo (W), 1), dBt) + g(X1(w)) (130)
_fO at dXt( ) —bg(Xt(LU),t) dt—O’(t) dBt)>

By Lemma 9, we have that

Jo (@), dXi(w)) = (ar(w), Xr(w)) = (aow), Xo(w)) = [y (Xi(w), % (w) dt. (131)
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Hence,

Vol fo F(Xuw),tydt+ [} >,t>, dBy) + g(Xr(w)))
=V. (fo (X¢(w), t) dt+f0 (w),t), dBy) + g(X7(w))
= (ar(w), Xr(w)) + (a o(w  Xo(@)) + fy ((ae(w), bo(Xe(w), ) + (22 (w), Xo(w))) dt
+ Jo (an(w), o (t) dBy))
— [TV X (@) Vo f(Xe(w), ) A+ [ Vo X (@) V(X (), £) dBy + Vo X1 (@) Vg (X1 (w)) (132)
— V. Xr(w)ar(w) + Vi Xo(w)ag(w)
+ Jo (Ve Xo(w) Viaby (X (), Das(w) + Vo X (w) 232 (w) dl
= [y VaXi (@) (Vo f (Xe(w), ) + Vaby(Xe(w), ar (w) + %t (w)) dt
+ Vo X (@) (Vag (X1 () = arw)) + ao) + fy VaXi(w)Voh(Xi(w),t)) dBr,
In the last line we used that V,Xo(w) = V. = 1. If choose a such that
day(w) = (= Vaba(Xo(w), )as(w) — Vo f (Xe(w), 1)) dt — Vo h(Xe(w), 1) dBy,

ar() = V.g(Xr ), )
then we obtain that
Vo fy f t)dt + g(X7(w))) = ao(w), (134)
and by the Leibniz rule,
VLE[fy £(X ) e+ [ ) 1), dB;) + 9(Xr(w))] (135
=E[V (fo t)dt + fo Xe(w), ), dBe) + g(X1(w)))] = Efao(w)],
and
\ E[GXP (—Jo / t)dt — fo (w),1), dBy) = g(X1(w)))]
-E[V (fo (Xe(w dt+f0 ) t), dBy) + g(Xr(w))) (136)
X exp( fo t)dt — fo (h ( (w),t), dBy) — g(XT(w)))}
= —E[ag(w)exp (— fo t)dt — fo (W), 1), dBt) — g(Xr(w)))]-
O
Lemma 9 (Stochastic integration by parts, Oksendal (2013)). Let
dXt = Q¢ dt + bt thl, (137)

dY, = fydt + g, dW?.

where ay, by, ft, g+ are continuous square integrable processes adapted to a filtration (‘Ft)te[O,TP and W1, W2
are Brownian motions adapted to the same filtration. Then,

X;Y; — XoYo = [y XodYs + [y VodX, + [j(dX,,dY) = [i XodY, + [) Yo dX, + [y (b dW], g, dW2).
(138)

Remark 2 (Related work to the path-wise reparameterization trick: sensitivity analysis). As shown above,
the adjoint method for SDEs is an alternative to the path-wise reparameterization trick. Prior to Li et al.
(2020), an array of works developed methods to compute derivatives of functionals of stochastic processes with
respect to generic parameters « that appear either in the drift or diffusion coefficients Kushner and Dupuis
(2013). This area is known as sensitivity analysis, and has been developed largely with financial applications
in mind (more specifically, to compute the "Greeks"). In low dimensions, dynamic programming Baxter and
Bartlett (2001) or finite differences Glasserman and Yao (1992); L’Ecuyer and Perron (1994) work well,
but they scale poorly to high dimensions. In high dimensions, several approaches have been proposed (see the
section 1 of Gobet and Munos (2005) for a comprehensive although dated overview):
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e The path-wise method (which we refer to as adjoint method) involves taking the gradient V E[f(X¢)]
inside of the expectation as E[V, f(X:)] and was first described by Yang and Kushner (1991).

o The likelihood method or score method Glynn (1986); Reiman and Weiss (1989) consists in rewriting
V. E[f(X7)] as E[f(Xr)H], where H is a random variable which is equal to V log p(a, X1), p(ev, ) being
the density of the law of Xt with respect to the Lebesque measure. Yang and Kushner (1991) provide
explicit weights H, under the restrictions that a appears only in the drift of the SDE (and not in the
diffusion coefficient) and that the diffusion coefficient is elliptic, using the Girsanov theorem. Gobet and
Munos (2005) provide an expression for H in the case where H also appears in the diffusion coefficient,
using Malliavin calculus.

The estimator of the path-wise reparameterization trick is formally similar to the likelihood method estimator,
but it is different in that a is the initial condition of the process, and does not appear either in the drift nor
the diffusion coefficient.

C.5 Proof of Lemma 3

Proof. Since the equality (40) holds almost surely for the pair (X, B), it must also hold almost surely for
(XV, BY), which satisfy the same SDE. That is

W(X?,0) = V(Xg,0)+ & [T [lu"(X2,8)[2ds — VA [ (u* (X7, s),dBY), (139)
Thus, we obtain that
v — v v v -t T v
a(v, XV, B) = exp (= AT'W(X",0) - 1/2f0 Xtv £),dBY) + 25 [y [o(Xy,1)]* dt)
=exp(— *1V(X6’» = A [t (XY, 8) 2 ds + A2 [ ur (X2, 5),dBY) - (140)
-1/ f() Xtv7 )’dBf +)\Tf0 HU Xz), )||2dt)7

and this is equal to exp ( - V(Xy, O)) when v = u*. Since we condition on X{§ = Zinis, we have obtained that
the random variable takes constant value exp ( — V(@init, O)) almost surely, which means that its variance is
Z€ero. O

C.6 Proof of Theorem 2
The proof of (27) shows that minimizing Var(w; M) is equivalent to minimizing
E[L [T ||w(t, v, X7, B, M) dt a(v, X7, B)]. (141)

To optimize with respect to M, it is convenient to reexpress it in terms of M = (Mt)te[o,T] as My(s) =
I+ ft Mt "Yds’. By Fubini’s theorem, we have that

[ M)V, f(XY, 8)ds = [ (T+ [ My(s') ds') Vo f(XY, ) ds

(142)
:ft V. (X2 s ds+ft My(s fs V. (X5, s)ds' ds,

— I} Q) VX ) = M) o) (90X ) ds ",

:ft My(s) (o~ 1)T(s)v(X;’,s)ds—ftTMt (s) f Vob(X2, ) (o) T (s)v(X?, s)ds’ ds,

— A2 [T (M (5)Vob(XY, 8) — My(5))(0~) T (s) dB,

¢ o . (144)

= Al/z(ﬂ My(s)(e™ 1) T (s)v(X?,8)ds — [, My(s) [, Vaib(XZ,s')(0™1)T(s') dBy ds).

Hence, we can rewrite (141) as
GAD) =E[4 fy o) (J, Vaf(X3,5)ds + Vg(Xp)

M) (S Vet (X )ds'+v9<Xa%>+<o*1>T<s>v<X:,s> (145)

— [V, ) o) T ()e(XE8) A — [T VLb(XY, ) (05T () dBy) ds) |t

S

a(v, X", B)]
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The first variation ;—g.( ) of G at M is defined as the family Q = (Q¢)tefo,r) of matrix-valued functions such
that for any collection of matrix-valued functions P = (P):c[o, 1),

V(M + €P)|—p = lim,_,o YIHLIZVAT) _ = [ [T(Ps), Qu(s)) r ds dt, (146)
where M + P := (Mt + €Pt)iejo,r)- Now, note that

aeV(M + 6P)|e:O =0, E[l fOT || T(LT me(X:»s) ds + VQ(X%)
+ [ (I >+ePt N(SEVaf(X8.8)ds' + Vg(XP) + (01T (s)u(X, s)

— [TVb(XE, ) (o) T (s)o(X2, 8)ds’ — [T Vab(X2, ') (02") T (s') dBy) ds) || dt
x a(v, X" ,B)} .o
E[2 Jy (c@o®)T () Vof(X2,s)ds+ Vg(Xy) (147)
+ [ My(s (f Vo f(X5,8)ds' + Vg(X3) + (07 1) T (s)v(XY, )
[TV )0 )T (XL, 5) ds — [T VLb(XD, ) (07T () dBy) ds),
S P ([ Vaf (X0, ds' + Vg(X) + (07 )T (s)o(X Y, 5)
—fST Vob(XY,8") (o) T (s (X2, s)ds’ — fs Vob(X0, ) (o) T (s) dBy) ds)dt
x a(v, X", B)].
If we define
X X0 B) i= [7 Vo (X0, )8+ Vg(X5) + (07) T ()ol(X ) .
V(X)) T (X 5) s’ — [T VLX) (05 () dB,
we can rewrite (147) as
OV(M+eP)|emo=E[4 [y (o) ®)(f," Vaf (XY, 5)ds+Vg(X§)+ [, My(s)x(s, X*, B) ds), (119)
ft Pt(s)x(s,X”,B)ds> ds x a(v,X'”,B)]
Now let us reexpress equation (149) as:
E[+ fy (00T ®)(Va(X3) + f)| (Vaf(XY,s) + Mi(s)x(s, X", B)) ds),
[ Pi(s)x(s, X7, B)ds) dt x a(v, X", B)]
E[7 fo Jo (Pi(s)x(s, X", B),
ol (t )(vg (X2) + [ (Vo f(X2,8) +M(s)x(s', XV, B)) ds') ) dt ds x a(v, X", B)] (150)

QEL S S5 (oo O(Va(XP) + [T (Vaf (X2, ) + My(s')x (', XV, B)) ds) X (X", 5, B) T,
Py(s)) pdtds x a(v, X", B)]

ZfOT Jo {Fo0 THE[(Vg(XY) +ft (Vo f(XY,s )+Mt(s’)x(X”,s’,B))ds’)x(X”7s7B)Ta(v,X”,B)],
Pt(s)>thds.

Here, equality (i) holds by Lemma 10 with the choices a(t,s) = P,(s)x(X", s, B), v(t) = oo ' (t)(Vg(X¥) +
ftT (Vaf(XY,s)+ M(s)x(X?, s, B))ds. Equality (ii) follows from the fact that for any matrix A and vectors
b,c, (Ab,c) = c" Ab = Tr(c"T Ab) = Tr(Abc") = (B,cb" ), where (-, denotes the Frobenius inner product
The first-order necessary condition for optimality states that at the optimal M™*, the first variation —(M *)

is zero. In other words, 3€V(M + €P)|c—o is zero for any P. Hence, the right-hand side of (150) must be zero
for any P, which implies that almost everywhere with respect to ¢t € [0,T7], s € [s, T],

E[(Vg(X3)+ [ (Vaf (X2, s)+Mi(s)X(X", ', B))ds')x (X", 5, B)Ta(v, X°, B)] = 0. (151)
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To derive this, we also used that o(t) is invertible by assumption.

Define the integral operator T; : L2([t, T]; R4*4) — L2([t, T]; R?*4) as
[Te(M))(s) = [, Mi(sDE[X(X", ', BIX(X",5,B)T x afv, X", B)] ds’ (152)

If we define N,(s) = —E[(Vg(X}) + ftT Vo f(X2,s)ds')x(X",s,B)T x a(v, X", B)], the problem that we
need to solve to find the optimal M, is
Ti(M;) = Ny. (153)

This is a Fredholm equation of the first kind.

Lemma 10. If o, 3 :[0,T] x [0,7] — R, v : [0,T] — R%, 6 : [0, T] — R are arbitrary integrable functions,
we have that

foT <f a(t,s)ds,y(t)) dt fo fo (aft,s),~(t))dtds, (154)
Proof. We have that:
717 ot >dsdt T AT (e T — )70 dsc
© fo < —8),y(T —t))dsdt (B) fo f (a(T —t,T —s),7(T —t))dtds (155)
w fo fT (AT —t,5),%(T >dtd fo Jo {alt ), 7(1)) dtds
Here, in equalities (i), (i), (iv) and (v) we make changes of variables of the form ¢ s T —t, s = T — s,
s’ T — s'. In equality (iii) we use Fubini’s theorem. 0

D Control warm-starting

We introduce the Gaussian warm-start, a control warm-start strategy that we adapt from Liu et al. (2023),
and that we use in our experiments in Figure 3. Their work tackles generalized Schrédinger bridge problems,
which are different from the control setting in that the final distribution is known and there is no terminal
cost. The following proposition, that provides an analytic expression of the control needed for the density of
the process to be Gaussian at all times, is the foundation of our method.

Proposition 6. Given Z ~ N(0,1) define the random process Y as
Y = u(t) +T()Z, where p(t) € RY, T(t) = ViD(t) € R4, (156)
Define the control u : R% x [0,T] — R? as

u(z,t) = o(t) "L (Bu(t) + (AT ()T (1)1 + L=ee DOEED O (3 (1)) — b(a, 1), (157)

Then, if Ty = 0(0), the controlled process X* defined in equation (2) has the same marginals as Y. That is,
for allt € [0,T], Law(Y;) = Law(X}).

Proof. Following Liu et al. (2023), we have that

0eXt = Oppre + 0L (H)Z = Byu(t) + (DL (1)L (1)1 (X — (1)),

S . e (158)
Viegp(x) = =X(t)" (x — pu(t)),  X(t) =T@I() .
Now, p; satisfies the continuity equation equation
Oipe = =V - ((Qupalt) + (BT ()L (1)~ (& — pu(1)))pe) (159)
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Let D(t) = 3o(t)o(t) . We want to reexpress (159) as a Fokker-Planck equation of the form
Depr ==V - (v(@, t)pe)+ 2=y Doy 0i05(Dig (D)pe) ==V - (v(@, )pe) + 321, 05 S5 (Diy (1))
==V (u(z,t)pe) + V- (DO)Vp) = =V - (v(@,)p) + V - (D()V log py()p) (160)
= =V ((v(z,t)=D(t)Vlog pi(z))p:)-

Hence, we need that

o(@,t) — D()V logpy = dep(t) + @D ()T ()~ (& — u(t)),
= w(2) = Oult) + (@ E)F(EO) (& — (1)) + 22OV log py(x) (161)
=@mw+wi@ﬁm*u—uw>(”>“zu Yo — p(t)).
If we let ['(t) = D(t)V/, then () = tD()[(#)T = t3(t) and 9,T(t) = &,T(t)v/t + 1. That is,

ol t) = Bep(t) + (AT (BVE+ SV EO (o — p(r)) — @D@W“m—mm

= u(t) + (AT (D))" (& — u(t)) + & (& — p(t)) — CT2DEOT (1))

For v to be finite at ¢ = 0, we need that (¢o " )(0)X(0)~* = I, which holds, for example, if ['(0) = ¢(0). Also,
to match the form of (2), we need that

v(x,t) = b(x,t) + o(t)u(z,t),
= u(a,t) = o(t) " (B + (B0 ()0 ()~ + LT JOEO) (1 ) — b(a, 1))

(162)

(163)

O

The warm-start control is computed as the solution of a Restricted Gaussian Stochastic Optimal Control
problem, where we constrain the space of controls to those that induce Gaussian paths as described in Prop. 6.
In practice, we learn a linear spline pu = (u(b)) , where 1(®) € R?, and a linear spline I’ = (F(b))fzo, where
I'®) ¢ R4*4. These linear splines take the role of p(t) and X(¢) in (156). Given splines p and T', we obtain
the warm-start control using (157); for a given ¢t € [0,T), if we let b_ = |Bt/T], by =b_+1, A=T/B, we
have that

fit) = (SIANC RO Ant) ) — (164)
=~ _ (by) _ (b_) —_—= (by) _p(b_)
L) = =08 00 G () = D) (165)
_ —_ ~ _ O'O'T S Ty—1 ~
i(x,t) = o(t) "L (Bpu(t) + (BT (T (1)~ 4 ez == Wy (5 — fi(h) — b(x, 1)). (166)

Algorithm 3 provides a method to learn the splines pu, I'. It is a stochastic optimization algorithms in which
the spline parameters are updated by sampling Y; in (156) at different times, computing the control cost
relying on (166), and taking its gradient.

Algorithm 3 Restricted Gaussian Stochastic Optimal Control

Input: State cost f(z,t), terminal cost g(z), diffusion coeff. o(t), base drift b(z,t), noise level A\, number of iterations
N, batch size m, number of time steps K, number of spline knots B, initial mean spline knots po = (ué )) b=0)
initial noise spline knots I'g = (P((Jb))bBZO.

forn=0:(N—-1)} do

Sample m i.i.d. variables (Z;);—, ~ N(0,I) and m times (¢;)]_, ~ Unif([0,T1]).

for j =0: K do

Set t; = jT/K, and compute fin(t;), 5t;n(1bj)7 Tn(t;), AT (t (t;) according to (164), (165) using pin, I'n
for i = 1: m do compute Yi; = ji(t;) + &1 (t;)Z; and 1, (Yis, t;) using (166);
end

Compute Lrasoc (tin, Tn) = & 2y (F Xy (311a(Yis, t) 17 + £ (Yig, t5)) + 9(Yik))

Compute the gradient of ﬁr{gsoc(,un, I',,) with respect to the spline parameters (pn,I'y).
Obtain pin4+1, [ny1 with via an Adam update on pn,, I'y resp. (or another stochastic algorithm)

end
Output: Learned splines un, I'n, control un
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Once we have access to the restricted control 4y, we can warm-start the control in Algorithms 1 and 2 by
introducing 4y as an offset. That is, we parameterize the control as ug = Uy + tg.

E Experimental details and additional plots

E.1 Experimental details
The control L? error curves show the following quantity:
Eqpur [Jus (X3, 1) — (X}, )22 VGO /R, poe [em V0] (167)

That is, we sample trajectories using the optimal control, and compute the error using a Monte Carlo estimate.
In all our experiments, the distribution X is a delta, which means that we do not need to compute V (X", 0).
We keep an exponential moving average (EMA) estimate of the control L? error, which we show in the plots.
To compute it, we sample ten batches of optimally controlled trajectories every 10 training iterations, and we
update the quantity with the average of the ten batches, using EMA coefficient 0.02.

For all losses and all settings, we train the control using Adam with learning rate 1 x 10=%. For SOCM, we
train the reparametrization matrices using Adam with learning rate 1 x 102. We use batch size m = 128
unless otherwise specified. When used, we run the warm-start algorithm (Algorithm 3) with B = 20 knots,
K =200 time steps, and batch size m = 512, and we use Adam with learning rate 3 x 10~% for N = 60000
iterations.

QUADRATIC ORNSTEIN-UHLENBECK The choices for the functions of the control problem are:

b(x,t) = Az, f(z,t) =2 Pz, g(x)=2x'Qx, o(t)= 0. (168)

where @ is a positive definite matrix. Control problems of this form are better known as linear quadratic
regulator (LQR) and they admit a closed form solution (Van Handel, 2007, Thm. 6.5.1). The optimal control
is given by:

ul(z) = —204 Fiz, (169)
where F; is the solution of the Ricatti equation
dF,
th + ATF,+ F,A—2F0000 F, + P =0 (170)

with the final condition Fr = Q. Within the QUADRATIC OU class, we consider two settings:

e Easy: Weset d =20, A=0.2I, P=021,Q=011,00=1,A=1,T =1, xin;x = 0.5N(0,1). We do
not use warm-start for any algorithm. We take K = 50 time discretization steps, and we use random
seed 0.

e Hard: Weset d =20, A=1,P=1,Q=05l,00=1,\=1,T =1, xinix = 0.5N(0,I). We use the
Gaussian warm-start (Appendix D). We take batch size m = 64 and K = 150 time discretization steps,
and we use random seed 0.

LINEAR ORNSTEIN-UHLENBECK The functions of the control problem are chosen as follows:
b(x,t) = Az, f(x,t) =0, g(z)={y,2), o(t)=op. (171)
The optimal control for this class of problems is given by (Niisken and Richter, 2021, Sec. A.4):
ui(z) = —og et (T, (172)

We use exactly the same functions as Niisken and Richter (2021): we sample (§i;),, j, once at the beginning
of the simulation, and set: T

d=10, A=-I+ (&j)icijeqr Y=L, o0=1+(&;j)i<ij<ar

(173)
T = 1, A= 17 Tinit :05N(07I)

We take K = 100 time discretization steps, and we use random seed 0.
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DouBLE WELL We also use exactly the same functions as Niisken and Richter (2021), which are the
following:

b(a,t) = -VU(z), V()= ri(a;—-1)7% gl@)=> vi@i-1?% fl@)=0, oo=1, (174)

=1 =1

where d = 10, and k; =5, v; =3 fori € {1,2,3} and k; =1, v; =1 fori € {4,...,10}. Weset T =1, A =1
and iy = 0. We take K = 200 time discretization steps, and we use random seed 0. The Double Well problem
is actually highly non-trivial, and is multimodal. The only reason we can produce a "ground truth" control to
compare to in this setting is that we use significant knowledge of the problem; we analytically reduce it to 1D
problems by decoupling each dimension and apply numerical methods to solve the Hamilton-Jacobi-Bellman
equation for these 1D problems. It is not a problem where we actually have the ground truth control in closed
form.

PATH INTEGRAL SAMPLER ON MIXTURE OF (GAUSSIANS We set

ba,t) =0,  fla.t)=0,  glx)=log(u’(x)/n(x)) = ~ 5= — d1og(2m) — log u(x), (175)

where T'= 1, and p is the density of a mixture of two Gaussians with means +e;, where e; = (1,0, ...,0),
and variance Id. Note that we take p to be normalized, i.e. [pu(z)dz = 1, or equivalently, logZ =
log (f p(x) dac) = 0. In Figure 4, we use the following Monte Carlo estimator of the control objective at the
control u:

SU(X) = [y Glle(X D)2 + F(X, 1) dt + g(X3) + [(u(XE,¢),dBy). (176)

Note that this estimator is unbiased because E[[(u(X}*,t),dB;)] = 0. This is known as the Sticking the
Landing estimator, as it has zero variance when wu is the optimal control (Roeder et al., 2017). The fact that
E[-S*(X)] < log Z = 0 with equality when u = u* is stated as (Zhang and Chen, 2022, Thm. 4).

E.2 Model architectures

As a general guideline, the control function can be thought of as the analog of the score function in diffusion
models; hence, a natural choice for the architecture can be U-Nets or diffusion transformers if the control task is
on images, audio or video. Other domains may require different architectures. In the experiments we report, we
used the architecture implemented in the class FullyConnectedUNet within the file SOC_matching/models.py.
It is a simplified version of the U-Net architecture where both the down-sampling and up-sampling layers are
fully connected with ReLLU activations, and the horizontal layers are linear transformations. We use three
down-sampling and up-sampling steps, with widths 256, 128 and 64 (hence, the first down-sampling step is
actually an up-sampling, because the data dimensions in our experiments range from 10 to 20).

The reparameterization matrices have an unusual trait, which is that their input dimension is small (two)
while their output dimension is large (d?). Hence, the kind of functions that they need to learn are low
dimensional and hence easy. In our case, we used the architecture implemented in the class SigmoidMLP
within the file SOC_matching/models.py, which is essentially a three layer multilayer perceptron with ReLU
activations and output dimension d?, whose output is averaged with the identity matrix using sigmoid weights,
in order to enforce that M;(t) be the identity matrix.

E.3 Additional plots

Figure 5 shows the control objective (1) for the four settings. The error bars for the control objective plots
show the confidence intervals for 4+ one standard deviation. As expected, SOCM also obtains the lowest values
for the control objective, up to the estimation error.

Figure 6 shows the normalized standard deviation of the importance weight for the learned control wu:
\/Var[oz(u, X, B)]/E[a(u, X*, B)]. By Lemma 3, when X}’ = Xt for an arbitrary zin;; (which is the case
for all our experiments), this quantity is zero for the optimal control u*. Hence, the normalized standard
deviation of « is an alternative metric to measure the optimality of the learned control.
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Figure 7 shows an exponential moving average of the norm squared of the gradient for LINEAR OU and
DouBLE WELL. For LINEAR OU, the minimum gradient norm is achieved by the adjoint method, while
for DOUBLE WELL it is achieved by the cross entropy loss. The training instabilities of the adjoint method
become apparent as well. Interestingly, in both settings the algorithms with smallest gradients are not SOCM,
which is the algorithm with smallest error as shown in Figure 2. Understanding this phenomenon is outside of
the scope of this paper.

Figure 8 shows that the instabilities of the adjoint method are inherent to the loss, because they also appear
at small learning rates: 3 x 1072 is smaller than the learning rates typically used for Adam, which hover from
1x107% to 1 x 1073,

Figure 9 shows plots of the control L? error, the norm squared of the gradient, and the control objective for
the QUADRATIC OU (HARD) setting, using a warm-start strategy detailed in Appendix D. Figure 3 shows
that SOCM is once again the algorithm that achieves the lowest error and the smallest gradients. Remark
that the warm-start control is a reasonable approximation of the optimal control, as the initial control L?
error is much lower than in the other figures.

Figure 10 shows the value of the training loss for SOCM and its two ablations: SOCM with constant M; = I,
and SOCM-Adjoint. For all such algorithms, the training loss is the sum of the L? error of the learned control
u, and the expected conditional variance of the matching vector field w. Thus, the difference between the
training loss plots and the L? error plots is the expected conditional variance of w. We observe that the
expected conditional variance in the QUADRATIC OU setting is orders of magnitude smaller for SOCM than
for its two ablations. For LINEAR OU, SOCM and SOCM-adjoint have similar expected conditional variance,
and a possible explanation is that the LINEAR OU setting is very simple. In the DOUBLE WELL setting, the
SOCM-adjoint training loss curve has spikes that are probably caused by instabilities of the adjoint method.
These spikes can be attributed mostly to the expected conditional variance term, since the corresponding L?
error curve in Figure 2 does not present them.
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Figure 5 Plots of the control objective for the four settings.
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Figure 6 Plots of the normalized standard deviation of the importance weights: /Var[a(u, X*, B)|/Ela(u, X*, B)].

107 4

10° 1

103

10! 4

10-1

Gradient norm sqd. (EMA 0.01)

1073

Linear Ornstein Uhlenbeck (d =10)

——SOCM (ours)

—+=SOCM M; = (ablation)
----- SOCM-Adjoint (ablation)
—=-Adjoint

—~=-Cross Entropy
Log-Variance

Moment

—Variance

Gradient norm sqd. (EMA 0.01)

107+

106 4

105 4

10%4

1034

102 4

1014

Double Well (d =10)

——S0CM (ours)

—+=SOCM M, =/ (ablation)
----- SOCM-Adjoint (ablation)
—=-Adjoint

—~=-Cross Entropy
-Log-Variance

*Moment
—Variance

3

30000 40000 50000 6000

Num. iterations

10000 20000

0

30000 40000 50000 60000 70000 80000
Num. iterations

0 10000 20000

Figure 7 Plots of the norm squared of the gradient for the LINEAR ORNSTEIN UHLENBECK and DOUBLE WELL

settings.

40



—~Adjoint LR=1e-4 .
—.-Adjoint LR=3e-5 10° 4

—~Adjoint LR=1e-4
—--Adjoint LR=3e-5 ‘

107 4

106 4

105 4

100
104 4

TP e

103 4

AR G

Control L2 error (EMA 0.01)

Gradient norm sqd. (EMA 0.01)

102 4

10! 4

U

0 5000 10000 15000 20000 25000 30000 35000 40000 0 5000 10000 15000 20000 25000 30000 35000 40000
Num. iterations Num. iterations
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for two different values of the Adam learning rate. The instabilities of the adjoint method persist for small learning
rates, signaling an inherent issue with the loss.
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Figure 9 Plots of the control L? error, the norm squared of the gradient, and the control objective for the QUADRATIC
ORNSTEIN-UHLENBECK (HARD) setting, without using warm-start.
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Figure 10 Plots of the training loss for SOCM and its two ablations: SOCM with constant M = I, and SOCM-Adjoint.
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