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Abstract

Score-based diffusion models have significantly advanced high-dimensional data generation across
various domains, by learning a denoising oracle (or score) from datasets. From a Bayesian perspective,
they offer a realistic modeling of data priors and facilitate solving inverse problems through posterior
sampling. Although many heuristic methods have been developed recently for this purpose, they lack the
quantitative guarantees needed in many scientific applications.

In this work, we introduce the tilted transport technique, which leverages the quadratic structure of
the log-likelihood in linear inverse problems in combination with the prior denoising oracle to transform
the original posterior sampling problem into a new ‘boosted’ posterior that is provably easier to sample
from. We quantify the conditions under which this boosted posterior is strongly log-concave, highlighting
the dependencies on the condition number of the measurement matrix and the signal-to-noise ratio. The
resulting posterior sampling scheme is shown to reach the computational threshold predicted for sampling
Ising models [Kun23] with a direct analysis, and is further validated on high-dimensional Gaussian
mixture models and scalar field ¢* models.

Contents
1 Introduction 2
1.1 Related Work . . . . . . . . . . e e e 4
2 Preliminaries 5
3 Evidence of Computational Hardness in the Generic Case 7
4 Posterior Sampling via Tilted Transport 8
5 Quantitative Conditions for Provable Sampling 10
5.1 Sufficient Conditions via Barky-Emery . . . . . . .. . ... ... o L. 10
5.2 CompariSOnS . . . . . ... e e e e e e e e e e e e e e e e e e e 12
5.3 Stability Analysis . . . . . ... e 13
6 Case Studies 14
6.1 Gaussian MIXtUreS . . . . . . . . .. L e e e 14
6.2 IsingModels . . . . . . . .. e 15
6.3 ScalarField ¢* model . . . . . . . . . .. 15



7 Iterated Tilted Transport 16

8 Numerical Experiments 19
9 Discussion and Future Work 20
A Proof of Proposition 4 26
B Proofs of Section 4 27
B.1 Proofof Theorem 5 . . . . . . . . . . . . . e e 27
B.2 Derivation of Solution to Equation (12) . . . . . . . ... ... ... ... . ... ..... 27
B.3 Proof for the Heat Semigroup Setting . . . . . . . . . .. . ... ... ... .. ..., 30
C Proofs of Section 5 30
C.1 Proof of Proposition 10 . . . . . . . . . . . e 30
C.2 Proof of Proposition 11 . . . . . . . . . . . . . e 32
C.3 Proof of Proposition 12 . . . . . . . . ... 32
C.4 Proof of Proposition 13 . . . . . . . . . . e 34
C.5 Proofof Corollary 17 . . . . . . . . e 34
C.6 Importance Sampling . . . . . . . . . . . . 34
C.7 Stability Analysis . . . . . . . . . 35
D Experimental Details 36
D.1 Gaussian Mixture Models . . . . . . . . .. . L 36
D.2 Imaging Problems . . . . . . . . . . e 37

1 Introduction

Inverse problems consist in reconstructing a signal of interest from noisy measurements. As such, they are a
central object of study across many scientific domains, including signal processing, imaging, astrophysics or
computational biology. In the common settings where the measurement information is limited, a reliable
solution for these problems usually depends on prior knowledge of the data. One popular approach is to choose
a regularizer that utilizes data properties such as smoothness or sparseness, and then solve a regularized
optimization problem to obtain a point estimate of the original data. However, this approach often struggles
with selecting an appropriate regularizer and might be unstable in the presence of large measurement noise.
A more robust approach takes a statistical formulation and seeks to sample the posterior distribution of data
based on Bayes’s theorem, which allows for uncertainty quantification in the reconstructed data by leveraging
a model for the prior data distribution.

While accurate models for high-dimensional distributions are notoriously complex to estimate, the
resurgence of deep neural networks has provided unprecedented capabilities for modeling complex data
distributions in certain high-dimensional regimes. Specifically, score-based diffusion models [SDWMG15,
HJA20, SSDK*20] have achieved remarkable empirical success in generating high-dimensional data across
various domains, including images, video, text, and audio. These models implicitly parameterize data
distributions through an iterative denoising process that builds up data from noise. Furthermore, there is a
growing literature developing theoretical foundations of score-based diffusion models [CCL"23, BDBDD?23,
LLT23, CLL23, CKS24], giving a comprehensive error analysis including score estimation, initialization
error and time-discretization error. By generating high-fidelity data, these models can also serve as data prior
for posterior sampling in inverse problems in high dimensions. Following this idea, many studies (see, e.g.,



[KVE21, CKM*23]) have leveraged diffusion models for posterior sampling. However, as discussed below,
various categories of approaches for posterior sampling introduce different uncontrollable errors, such as
those arising from the approximation of the conditional score or the use of a limited variational family. This
abundance of heuristics contrasts with the principled sampling used in prior data generation, and is often at
odds with the statistical guarantees needed in many scientific applications.

In this work, we aim to bridge the gap between principled diffusion-based algorithms for both prior and
posterior distributions. Focusing on the canonical setting of linear inverse problems, where measurements
are of the form y = Ax + w, with x ~ n the signal to be estimated and w an independent noise, we first
illustrate a negative result, revealing that no method can efficiently sample from the posterior distribution in
general cases, even with the prior denoising oracle. We next develop the tilted transport technique, which
utilizes the quadratic structure of the log-likelihood in linear inverse problems in combination with the prior
denoising oracle to exactly transform the original posterior sampling problem into a new one that is easier
to sample. Figure | illustrates a schematic plot of the method using two-dimensional Gaussian mixture
examples, showing that while the original target posterior problem remains multimodal, the boosted posterior
resembles a unimodal distribution.
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Figure 1: Schematic plot of tilted transport boosting posterior sampling with a 2D Gaussian mixture example.
The density plot shows the first variable’s density, and the scatter plot displays the samples.

We establish a sufficient condition where the density of the transformed posterior problem becomes
strongly log-concave, making it suitable for efficient sampling via Langevin dynamics thanks to the Bakry-
Emery criterion [BE85]. This condition showcases the interplay between a geometric property of the prior
(the so-called susceptibility y;(m); see Section 5) and the conditioning and noise level of the measurements.
Interestingly, the condition can be satisfied when the signal-to-noise ratio (SNR) is either moderately low or
moderately high, in contrast with traditional sampling methods, which typically excel only within a specific
regime.

As a first application, we show that tilted transport can sample from Ising models of the form v(x) o
e‘%xTQx, where x € {+1}¢ is supported in the hypercube, up to the critical threshold determined by the gap
Amax (Q) = Amin(Q) = 1, thus matching the performance of Glauber dynamics [EAMS22, AJK*21] as well
as the computational threshold predicted by the low-degree method [Kun23]. The sampling guarantees are
directly based on the Bakry-Emery criterion applied to the tilted posterior, and avoid the need to perform
multiscale extensions of this criterion based on localization schemes [CE22] or the Polchinksy renormalization
group [BBD23].

More generally, even when the boosted posterior is not strongly log-concave, it is more amenable to sample



than the original one. Thus, tilted transport can be combined with any existing black-box posterior sampling
methods to enhance their performance. This technique operates without any additional computational cost
and functions in a plug-and-play fashion, allowing for straightforward integration into various frameworks.
When working with high-dimensional Gaussian mixtures, where an analytical solution to the posterior is
available, we numerically validate our theory and demonstrate enhanced posterior sampling performance.
In the two-dimensional lattice scalar ¢* field model, we also observe that the Langevin dynamics exhibit
accelerated relaxation times with the boosted distribution compared to the original distribution.

1.1 Related Work

Numerous studies in recent years have explored score-based priors for posterior sampling. We note that
several recent works [SSXE22, CKJ*21, GMJS22, SLK22, CSY22] introduce hyperparameters to balance
the influence of the prior and measurements, resulting in sampling strategies that guide output to regions
where the given observation is more likely. These strategies typically deviate from the principles of Bayesian
posterior sampling and often lack a precise definition of the resulting distribution. In contrast, other
approaches adhere more closely to Bayesian principles. One such approach is variational inference, which
involves designing variational objectives and optimization methods based on the structure of score-based
diffusion [KEES22, MSKV23, FSR*23, IDMO24]. However, even with an accurate prior score, the accuracy
of posterior sampling heavily depends on the choice of variational family and optimization procedures, not
to mention the additional optimization cost. Another popular strategy focuses on approximating the score
conditional on the measurement using various heuristics [SSDK*20, KVE21, JAD*21, CKM*23, MK22,
SVMK?22, SZY*23]. In this approach, approximation errors typically remain largely uncontrollable due
to the challenges associated with tracking the conditional distribution for intermediate states. Recently,
some studies have adopted sequential Monte-Carlo methods to systematically approximate the conditional
score [WTN*23, CICM24, DS24], providing consistency as the number of particles used to approximate
the conditional distribution of the intermediate states increases. However, this particle-based method still
struggles with high-dimensional problems due to the curse of dimensionality [BLB0O8]. We note that
[CICM24, HDMOB24] also intuitively explores the possibility of reducing the original posterior to an
equivalent one under restrictive conditions in the discrete time setting or purely denoising setting. In contrast,
our tilted transport technique operates in a fairly generic setting and is supported by a clear theoretical
foundation.

Notations:. P (R<) denotes the space of probability measures over R¢, and P, (R%) denotes those measures
with finite second-order moments. y4 denotes the d-dimensional standard Gaussian measure, and by slight
abuse of notation, ys or yy denote the centered Gaussian measure with covariance 61, or ¥ when the context
is clear. For Q > 01in R?*? and b € R in the span of Q, the quadratic tilt of r is the measure Topr <
with density proportional to deQ;rbﬂ (x) o exp {—%xTQx + be}. We also use the notation T when b = 0.
||Q|| denotes its operator norm. 7 %y denotes the convolution of two measures 7 and y. For @ > 0 and
7 € P(RY), we define D,7(x) := a?n(ax) as the dilation of 7. For 8 > 0 and 7 € P(R%), we define

Cpm(x) := 7 * (Dg-12ya) as the Gaussian convolution of .
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and NSF DMS-MoDL 2134216.

2 Preliminaries

Problem Setup. Consider a high-dimensional object of interest x € R, drawn from a certain probability
distribution 7 € P (R¢). We suppose that one has managed to learn a generative model for 7 via the DDPM
objective [HJA20]; in other words, for any y € R? and o > 0, we have access to the denoising oracle
DO, (y, o) := E[x|y], where y = x + ow, with x ~ 7 and w ~ 4 independent. It is by now well-established
that such denoising oracle enables efficient sampling of &, well beyond the classic isoperimetric assumptions
for fast relaxation of Langevin dynamics [CCL*23].

Suppose that we now measure y = Ax + ow, where again x ~ 7 and w ~ 4 are independent, but now
A € R?*4 s a known linear operator different from the identity. Given these linear measurements, we are
now interested in the posterior sampling of x given y. This corresponds to the basic setup of linear inverse
problems, encompassing many applications such as image inpainting, super-resolution, tomography, or source
separation, to name a few. We are interested in the following natural question: can the power of denoising
oracles be provably transferred to posterior sampling?

By Bayes’ rule, the posterior distribution vy, 4 (denoted simply by v when the context is clear) has density

1

37 [|Ax — y||2} 7(x), and thus we can write it as a quadratic tilt of x:

proportional to 7w (x)p(y|x) o exp {—

v=Tgpr, withQ = o 2ATA, b= —O'_ZATy .
We readily identify certain regimes where sampling from v might be easy:

o If Amin(Q) is sufficiently large, Amin (Q) > 1, then one expects v to be strongly log-concave, enabling
fast relaxation of Langevin dynamics.

o If Amax (Q) is sufficiently small, A1 (Q) < 1, then one expects v = & in the appropriate sense, and
therefore that samples from 7 (which can be produced efficiently thanks to DO ;) may be perturbed
into samples from v.

* If A € Oy is a unitary transformation, then Q = Id and the inverse problem reduces to isotropic
Gaussian denoising, and is thus at first glance ‘compatible’ with the structure of the denoising oracle
(such observation will be formalized later).

At this stage, we can already identify two key parameters of the problem that are likely to drive the difficulty of

posterior sampling: on one hand, a proxy for the signal-to-noise ratio, measured e.g., by SNR := A,in (Q) =
/lmin(A)2
o2

. On the other hand, the conditioning of the measurement operator A, k(A) := ’}{"'ﬁ“ Eﬁ)) . As we shall
see, these two characteristics of the linear measurement system will characterize necessary and sufficient
conditions for probable posterior sampling. In the following, we assume the log of prior density m is smooth

and its Hessian exists Vx € R9.

Denoising Oracles and Score-Based Diffusion. Let us first review the natural connection between denoising
and score-based generative modeling. Score-based diffusion models consist of two processes: a forward
process that gradually adds noise to input data and a reverse process that learns to generate data by iteratively
removing this noise. For example, one widely used family for the forward process is the Ornstein—Uhlenbeck



(OU) process!:
dX, = -X,dr + V2dW,, Xo~n, (1)

where W; is the standard Wiener process. We use r; to denote the density of X;, given by the action of the
OU semigroup m; = Oy, defined by O, f(x) = E[ f(X;)|Xo = x], and explicitly given by dilated Gaussian
convolutions, O; := Cg,Dg,, with §; = 1 — e * and @; = e!. With a sufficiently large 7', we know that mr
is close to the density of standard Gaussian y,, owing to the exponential contraction of the OU semigroup:
KL(77|lya) < e "KL(x||ya).

Finally, the measure r; solves the Fokker-Plank equation

oy =V - (xm;)+Any, my =1 . )

By writing (2) as a transport equation 0,71, = V - ((x + Vlog r; )7, ), we can formally reverse the transport
starting at a large time 7" and solving

o7ty =V - (=(x+Vlogry_)ft;) , Fo =77 . 3)

Since &1, = np_; for 0 < ¢ < T, introducing again the dissipative term leads to 0;7; = V- (—(x+2V log &;)7;) +
ARty , g = nr , which admits the SDE representation

dX, = (X, +2Vlog 7, (X,))dr + V2dW,, Xo ~ 7 . 4)

In practice, one runs this reverse diffusion starting from Xo ~ v4 rather than Xo ~ nr. However, by the
data-processing inequality, we have that KL(7||77) < KL(77||yq) = O(e~T), thus incurring in insignificant
error. To facilitate later exposition, we write the above process reverse in time [And82, HP86]

dX;” = (=X~ —2Vlog m,(X;7))dt + V2dW,, X5 ~ ya, (5)

and interpret the data generation process as running the reverse SDE from 7" back to 0.
By the well-known Tweedie’s formula, and up to time reparametrisation, the denoising oracle is equivalent
to the time-dependent score V log r;:

Fact 1 (Tweedie’s formula, [Her56]). We have Vlogm;(x) = —(1 — e )71 (x — e DO, (x, 1 — €?)).

The OU semigroup corresponds to the so-called ‘variance-preserving’ diffusion scheme. Instead one
could also consider the ‘variance-exploding’ scheme, given directly by the Heat semigroup Hyw = 7 * y,.
One can immediately verify that denoising oracles are equally valid to reverse the associated Fokker-Plank
transport equation, given by 0,7, = Ar;. Indeed, the reverse SDE now reads

dX = (=2Vlog (X)) dr + V2dW,, X5 ~yq4. ©)

Log-Sobolev Inequality and Fast Relaxation of Langevin Dynamics. Given a Gibbs distribution
7 € P(R?) of the form 7 « e~f, a powerful and versatile method to sample from 7 is to consider the
Langevin dynamics

dX; = —V£(X,)dt + V2dW, , Xo ~ po » 7

In practice, it is also common to introduce a positive smooth function 8: Ry — R4 and consider the time-rescaled OU process
dX; = —B(t) X;dt + /2B(r)dW;. Our results could be applied directly to these variants by rescaling time. For the ease of notation,
we keep B(¢) = 1 in the main text.



where pg is an arbitrary initial distribution. It is easy to verify that these dynamics define a Markov process
that admits 7 as its unique invariant measure. Perhaps less obvious is the fact that the Fokker-Plank equation
associated with eq. (7), given by 0,u = V- (V fu) + Au (and where y; is the law of X;) is in fact a Wasserstein
gradient flow for the relative entropy functional KL (u||7) [JKO98]. Under this interpretation, one can quantify
the convergence of Langevin dynamics to their invariant measure, i.e., its time to relaxation, by establishing
a sharpness or Polyak-Lowacjevitz (PL)-type inequality. Indeed, by noticing that %KL(M |7) = —1(ul|7),
where I(u||r) = E,[||V]ogu - Vlog n||?] is the Fisher divergence, the PL-type inequality in this setting is
given by the Logarithmic Sobolev Inequality (LSI) [Gro75, Led01]: we say that a measure 7 satisfies LSI(p)
if for any u € P(R?) it holds

KL(ull7) < 5-1(ull) ®
0
This functional inequality 2 directly implies KL(u,||7) < e 2*"KL(uo||7). While for general 7 it is typically
hard to establish, there are two important sources of structure that lead to quantitative (i.e., p = Qg(1))
bounds: when 7 is a product measure 7 = 7%¢ (in which case r satisfies LSI with the same constant as 7), and
when 7 is strongly log-concave?, i.e., —~V?log 7(x) > al for all x, in which case the celebrated Bakry-Emery
criterion [BES5] states that p > a.

3 Evidence of Computational Hardness in the Generic Case

We start our analysis of posterior sampling by discussing negative results for the general case. Recently,
[GJP*24] established computational lower bounds for this task using cryptographic hardness assumptions. In
this section, we complement these results by illustrating a correspondence with sampling problems on Ising
models, leading to an arguably simpler conclusion.

For this purpose, consider 7 = Unif ({+1}¢) the uniform measure of the hypercube. Quadratic tilts of 7
define generic Ising models, a rich and intricate class of high-dimensional distributions. Since 7 is a product
measure, its associated denoising oracle becomes a separable function that can be computed in closed-form:

Fact 2 (Denoising Oracle for 7). Let y(t; u, o) = exp {—riz(t - y)z}. Then we have

v(t,+1,0) —y(t,-1,0)
y(t,+1,0) +y(t,-1,0)

DOz(y,0) = (¢(yi30))i=1..a » With ¢(t,0) = &)

Given a symmetric matrix Q € R4*?, an Ising model is given by the tilt To7 € P({x1}¢). In our
setting, we can thus view such models as the posterior distribution of a linear inverse problem associated with
the uniform prior 7. Efficiently sampling from Ising models is a fundamental question at the interface of
statistical physics and high-dimensional probability, and several works provide evidence of computational
hardness under a variety of settings.

Notably, by treating Q as the adjacency matrix of a regular graph, [GSV16] establishes that sampling
from v is impossible for Apmax (Q) — Amin(Q) = 2 + &, for any € > 0, unless NP = RP. In other words, for
poorly conditioned tilt Q (in the sense that there is a large gap between the smallest and largest eigenvalue),
there is no efficient posterior sampling algorithm, even with the knowledge of the prior denoising oracle.
The threshold can even be reduced to 1 + & by using a weaker notion of computational hardness [Kun23],
given by the low-degree polynomial method [BHK" 19, KWB19]. Remarkably, this threshold agrees with
the current best-known algorithmic results for sampling generic Ising models with Glauber dynamics

2Note that we use the convention from [MV00] where the relevant direction is to lower bound p, as opposed to the other common
direction KL(u||7) < §1(u||7), e.g. [BGL14, Definition 5.1.7].
3or a suitable perturbation of it via the Hooley-Strook perturbation principle [HS87]



[EKZ22, AJK*21, BB19]. Finally, we also mention that when Q is a random Gaussian symmetric matrix, the
associated model is the so-called Sherrington-Kirkpatrick (SK), which has been analyzed in [EAMS22, Cel24].
In this setting, these works establish that ‘stable’ sampling algorithms “ fail to sample from the SK model as
$00N a8 Amax (@) — Amin(Q) > 4, and that this threshold can be reached with dedicated sampling algorithms
based on AMP.

In summary, we have:

Fact 3 (Computational Hardness of Sampling Ising Models, [Kun23, GSV16]). There exist no general-
purpose, efficient posterior sampling algorithms, for Q sufficiently ill-conditioned, even under the knowledge
of the prior denoising oracle.

One could wonder whether this computational hardness comes from the discrete nature of the hypercube.
It is not hard to observe that this is not the case: the following proposition, proved in Appendix A, shows a
simple reduction from a model where the prior 7 is replaced by a smooth mixture of Gaussians 7 centered at
the corners of the hypercube, with variance 6.

Proposition 4 (Hardness extends to smooth priors). Assume a posterior sampler exists for the smooth prior
with TV error € and & = 0(d~"/?). Then there exists a sampler for the associated Ising model with TV error
1.1e.

In conclusion, one cannot hope for a generic method that leverages the prior denoising oracle to perform
efficient posterior sampling, as soon as A is mildly ill-conditioned. Thus, in order to perform provable
posterior sampling, one needs to either (i) constraint the measurements, or (ii) exploit structural properties of
the prior measure. In the following, we focus on (i), namely providing guarantees for well-conditioned A that
leverage the OU semigroup for generic prior distributions.

4 Posterior Sampling via Tilted Transport

We now present a simple method that reduces the original posterior sampling problem to another posterior
sampling problem with more benign geometry, by leveraging the shared quadratic structure of the posterior
tilt and the OU semigroup. The power of the denoising oracle to perform sampling of the prior 7 comes from
its ability to run the transport equation (3) in either direction, and leveraging the fact that sampling from 77
is easy. To transfer this power to posterior sampling, we can thus attempt to replicate this scheme: can we
implement a transport between the posterior v and a terminal measure v that is easy to sample, that only
relies on the pre-trained prior DO ?

A Motivating Example. Consider first the denoising setting: y = x + ow. According to the forward OU

process, we have p (X;|Xo) 4 N(e 5 X, (1—e~2)1,). Introduce T > Oand define § = e~ Ty = e Tx+e Tow

T 2 2T

such that p(7|x) d N(e Tx,e7?T0?I;). We match the variance by letting e 2702 = 1 — 7?7, ie,

T = % log(1 + 02), so p(¥]x) = p(Xs|Xo), and thus (x, ¥) d (Xo, X7). Therefore, to perform the posterior
sampling p(x|¥), we only need to do the sampling p(Xo|X7), which can be achieved through the reverse SDE.
Specifically, let X7 = e~”y and run the reverse SDE (5) from T to 0, then X, will be the desired posterior.

Hamilton-Jacobi Equation and Quadratic Tilts. If 7, solves the Fokker-Plank eq. (2), then one can verify
that the time-varying potentials f; := log m; solve the viscous Hamilton-Jacobi PDE (HJE)

Oife =Af +IVEIP+x -V, fo=f. (10)

4Defined as sampling algorithms whose output law depends smoothly on Q in the Wasserstein metric




In the heat semigroup setting, one obtains a closely related HJE without the last linear term. Now, the posterior
v = Tg, pn creates an additional quadratic term in the potential logv = f — %xTQx +x - b. One could naively
hope that this additive quadratic term would still define a solution of the HJE with the tilted initial condition
fo = log v — or equivalently that the measure To,pm; solves the transport equation (3). Unfortunately, due to
the nonlinearity in (10) brought by the terms ||V f; ||, this is not the case. However, as we shall see now, this

is not far from being true: one just needs to consider time-varying quadratic tilts in order to satisfy the HJE.

Tilt Transport Equation. We consider then a one-parameter family of distributions v, of the form
Vi i=To, b7, With Qo=Q, bg=b. an

As it turns out, one can ensure that log v; solves the HJE associated with the reverse OU process by asking
that Qy, b, satisfy the first-order ODE:
0r=2(1+01)Q:. Q=0 12
by =(1+20,)b;, bo=b

Theorem 5 (Tilted Transport under OU Semigroup). Assume t < T such that the ODE (12) is well-defined
on [0,t]. By initializing X; ~ v, and run the reverse SDE (5) from t to 0, we have X ~ v for s € [0,t],
specifically, Xo gives the desired posterior.

Solution to eq. (12). Without loss of generality, we assume d’ < d, and the observation operator

A € R¥*4 has a general singular value decomposition form A = UZVT with non-zero singular values

Ay > Ay = -+ = g > 0. By diagonalizing Q and solving the scalar ODE ¢, = 2(1 + ¢;)q, for diagonal
2t 2t

1 ol 1 e ... e ... T 1 1
entries, we have Q; = Vdiag vy 102/ B, 0, ,0] V', where the solution is defined up

to the blowup time 7' := % log(1+0?/ /l%) = % log(1+ Amax(Q)~1). b; can be further solved from the solution
QO;; see Appendix B.2 for more details.

With the explicit solution of Q,, b;, we can interpret the term exp(—%xTth +x"b,) as the likelihood
of the inverse problem with respect to the new prior distribution 7; and the corresponding operator. Based
on this observation and Theorem 5, we have the following corollary, transforming the original posterior
sampling problem to a new posterior sampling problem exactly. We remark that when A is identity, the
corollary recovers the analysis we have in the motivating example; see Appendix B.2 for the proof and more
discussions.

Corollary 6 (Posterior Sampling via Tilted Transport). Fix t < T. Sampling from the original posterior
v = Ton is equivalent to a two-step process: first, sample from a new posterior X; ~ v;, and then run the
reverse SDE (5) from time t to O.

Remark 7 (Tilted Transport under Heat Semigroup). If we consider the ‘variance-exploding’ setting, in
which the prior evolves along the Heat semigroup m; = 1 * vy, the tilted transport equation has the same
quadratic structure:

Y 2 _
{Q,—zgt, Q=0 .

bz :2let s bO =b

which blows up in time T = ||Q||'/2, and has the analytic form Q; = Vdiag(1;(1 —2t2;)"H)VT. See
Appendix B.3 for more details.



Remark 8 (Covariance Decomposition of [BB19] and Polchinsky Flow). In [BB19], the authors develop a
transformation of the tilt by Q via a decomposition of its associated covariance Q. Specifically, they consider
a decomposition of the form Q' = ||Q||"'1d + B™!, which expresses the Gaussian measure with covariance
Q! as the convolution of two Gaussian measures, with covariance ||Q||~'1d and B™" respectively. Our
modified tilt at blowup Q* = Qr is precisely Q* = B in the Heat semigroup setting (and Q* = B(1+||Q||™")
in the OU setting).

In that case, in the language of the Polchinsky flow of [BBD23], given the original measure v = Tgn,
the measure at blowup is v. = To« (7 * y|g|-1), which can be viewed as the renormalised measure
T(c-cy-1(m = yc;) corresponding to Co = Q' and C; = f1d. In other words, we run the isotropic
Polchinsky flow C; =1d for t < 7 as long as Co, — C; > 0, which happens precisely at f = ||Q]| ™"

Collecting these remarks thus leads to the following.

Corollary 9 (Posterior Sampling via Tilted Transport, Heat Semigroup Setting). Sampling from the posterior
v = Tomn can be achieved by first sampling from v.. := To, (1 * 7y g|-1), where 0;'=07"—|0l7"1d, and
then running the reverse SDE (6) from time ||Q||~'/2 to 0.

S Quantitative Conditions for Provable Sampling

The new posterior sampling problem described above may be easier to sample than the original posterior
sampling problem due to two separate aspects. On the one hand, the (negative) eigenvalues of the quadratic
tilt —%xTQ,x + x b, become more negative, essentially meaning that the SNR of the new observation

model becomes larger. To be more specific, as t — T, Anin(Q;) — /14 (g;li“ﬁf(ﬂQ)_(l o) > Amin(Q).
On the other hand, the new prior distribution 7 becomes closer to a single-mode Gaussian (recall that
KL (7 |lyq) = O(e™)), which is also easier to sample. Let us now quantify the above intuition by leveraging

the Bakry-Emery criterion.

5.1 Sufficient Conditions via Barky-Emery

We start by giving a simple sufficient condition that ensures that vy is strongly log-concave. As discussed
earlier, by the Bakry-Emery criterion, this ensures fast relaxation of the Langevin dynamics, enabling efficient
sampling from vy — and therefore of v as per Corollary 6. For that purpose, given the prior 7 € £(R%) and
t > 0, we define

Xi(7) := sup [[Cov[Typ rxmll], (14)
xeR4

where the covariance is given by Cov|[u] = Ex-p[xx"] = (Ex~p [x])(Ex~p[x]) 7. x¢(7) thus measures the
largest ‘spread’ of any tilted measure of the form T, 7, and is also known as the susceptibility in certain field
models [BD22]. The covariance of isotropic tilts is a central object in the stochastic localization framework
of Eldan [Eld20, CE22], as well as the Polchinsky renormalisation group approach of [BB19, BBD23].
Equipped with this definition, we have the following simple sufficient condition to ensure that vr is strongly
log-concave:

Proposition 10 (Strong Log-Concavity of vy). Let k = Amax (Q) /Amin(Q) denote the condition number of Q.
Then vt is strongly log-concave if

1 K
xiel(m < llQlI™ — . (15)
k—1
When Q is degenerate (Amin(Q) = 0, or equivalently k = o), v is strongly log-concave if
xiol (™) < el (16)
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The proof is in Appendix C.1. By the Barky-Emery criterion, Equation (15) is sufficient to ensure a
fast relaxation of the Langevin dynamics with drift V log vy, which can then be used to produce samples
of v thanks to Corollary 6. One can also verify that the same exact condition implies that v, (defined in
Corollary 9) is strongly log-concave, thus the conclusion also applies to the Heat semigroup setting.

Proposition 10 relates two parameters of the measurement process, the condition number of A (equal to
vk in the above definition) and the signal-to-noise ratio in terms of ||Q||, with a geometric property of the
prior, the susceptibility y; (7).

Controlling y; (7). The susceptibility is not generally explicit, and may not exist for general distributions in
Pz(Rd).S One can nevertheless consider a simple sufficient condition from [MCJ*19], that guarantees that
x:(m) < oo for all ¢, capturing several representative high-dimensional settings:

Proposition 11 (Sufficient Condition for Finite Susceptibility). If 7 € P5(R%) is such that © = =7, with
f € C m-strongly convex outside a ball of radius R, and V f is L-Lipschitz, then y; () < (m/2 + t)_lel6LR2
for all t.

This sufficient condition, proved in Appendix C.2, thus imposes both concentration, obtained here through
strong log-concavity (up to perturbation), and smoothness. These conditions are also (jointly) necessary, as
illustrated by the following counter-examples, proved in Appendix C.3:

Proposition 12 (Susceptibility Blow-up). There exists 1 € P> (R) such that y;(rw) = oo for any t > 0.
Moreover, there exists m € P> (R) with subgaussian tails, i.e., P (|Y| > z) < e~% | such that X () = oo for
anyt > A.

We can additionally establish simple, yet useful, properties of the susceptibility (proved in Appendix C.4):

Proposition 13 (Properties of x;(x)). We have the following:
(i) Tensorization: If f = 1 ® o - - - ® Wy, then x, (1) = max; y, (1;).
(ii) Asymptotic behavior: If 1 = e/ and V f is Lipschitz, then y; () = 1/t + o(1/t) as t — oo.
Finally, we conclude with explicit examples that will be used later:

Example 14 (Examples of y;(7)). We have the following:

(i) Gaussian measure: x;(yq) = ﬁ

(ii) Compactly Supported Gaussian Mixture: If u is compactly-supported in a ball of radius R and 6 > 0,

2
then x; (1 +vs) < (182)" + 5

(iii) Uniform measure on hypercube: If nt is uniform on the hypercube Hy, then y,(m) = 1.

In light of these simple properties of the susceptibility, we can already extract useful information out of
Proposition 10: in the regime where ||Q|| < 1, corresponding to the low SNR setting, and under compact
support assumptions, the LHS converges to a finite value, while the RHS diverges, leading to log-concavity of
vr. On the other hand, in the regime where ||Q]| > 1, corresponding to the high SNR setting, under minimal

regularity assumptions we will have x| o (7) = loel=! < 1o -5, leading also to a sampling guarantee.

SIn contrast to the expected covariance in the Stochastic Localization framework, which contracts thanks to the martingale
property [Eld20, Equation 11].
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5.2 Comparisons

With Langevin dynamics. As introduced above, Langevin dynamics and its discretized version, Langevin
Monte Carlo (LMC) [RT96, MCF15] serve as natural baselines for efficient posterior sampling. As such, to
assess whether sampling from v is easier than sampling from v, ideally one would like to compare the LSI
constants p(v) and p(vr) associated respectively with v and vy.

While this direct comparison is not available in general, one can resort to comparing lower bounds. The
starting point is to compare conditions for log-concavity, which imply lower bounds for p via Bakry-Emery.
At low SNR regimes where ||Q|| < 1, Proposition 10 and Example 14 show that v; becomes log-concave
under mild assumptions on &r. On the other hand, v will be generally non-log-concave in this regime, since
the Hessian V2 log v = —Q + V2 log 7 will converge to the prior.

Alternatively, by Remark 8, we can relate lower bounds for p(v) and p(vr) via the multiscale Bakry-Emery
criterion obtained with the Polchinksy flow using a specific covariance decomposition. Indeed, by setting
g=10II"",C; =1dfor0 <t < g,and C; = (Q~' —¢qld)"'1(¢q < t < g + 1), from [BBD23, Theorem
3.6, Remark 3.7] (noting the difference in time parameterization by a factor of 2 between [BBD23] and our
dynamics in the heat semigroup) we obtain the following lower bounds on p(v) and p(vr):

1 1

1 q+] - 1 q+1 B
pv) 2 5 (/ e‘u’dt) > plvr) 2 5 (62’1‘1/ e‘”‘dt) , a7
0 q

with A; = fol Agds and (A,); any sequence satisfying, for t € (0,q + 1),
C,V2log(m * ye,)Cr = A,C; . (18)

Now, observe that for ¢ € (0, g), the optimal choice for A; is simply inf Ayin [V2 log(m * 7y, (x))]. Thus, if
the prior is such that
inf Amin [V log(n * y,(x))] <0 for 1€ (0,q), (19)
X

we have A, < 0, and therefore

q+1
(82/1‘7 / e 2 dt)
q

-1 -1

q+1
> ( / e—%dz) (20)
q

q+1 -1
5 ( / e_u’dt) , 21
0

showing that the lower bound for p(vr) in (17) dominates that of p(v). The condition (19) describes the
generic setting where the heat semigroup, run for ¢ € (0, |Q||™"), is not sufficient to make the prior measure
log-concave, as the latter requires a much stronger condition:

31t € (0,q) suchthat sup dmax [V log(m *y,(x))] <0. (22)
X

We emphasize however that the lower bound for p(v) in (17) might not be tight for this particular choice of
covariance decomposition, and that often one needs to adapt the decomposition to the specific model.

With Importance Sampling. In the low SNR regime with a well-conditioned A, the posterior measure can
be viewed as a small perturbation of the prior. As such, a natural baseline for posterior sampling is Importance
Sampling (IS), using the prior as a proposal — for which samples can be efficiently obtained thanks to the
denoising oracle. In the low SNR regime, one thus expects the variance of the sampled weights to be small.
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However, we now argue that, while IS is a nature baseline in this low SNR regime, it generally suffers
from exponential complexity when the SNR is high. In order to estimate an integral of a function f with
respect to the posterior measure v

1) = [ i,

the idea of importance sampling is to independently sample X1, ..., X,, from the prior 7 and calculate
n
1 f(Xi)T(X;)
In(f) = : ln l - ’
i=1 7(X;)

where 7(x) is the observation likelihood exp (—%xTQx + xTr). With DO, we can sample from the prior

efficiently. When o is large such that the ratio 7 is close to 1, I, ( f) computed from prior samples can efficiently
approximate /(f). On the contrary, if o is small, 7(x) can have very large variance and the importance
sampling can be inefficient since many prior proposals have very small weights. The work [CD18, Theorem
1.2] proves that, in a fairly general setting, a sample of size approximately exp(KL(v||r)) is necessary and
sufficient for accurate estimation by importance sampling, where KL (v||r) is the Kullback—Leibler divergence
of  from v:

KL(v||n) = / log (ﬂ) dv = / (—leQx +be) dv(x) = —1(2, O)+c'h,
Rd dr rd \ 2 2
where X = E, [xx"] and ¢ = E, [x] are the first two moments of v. This result confirms one part of the
intuition above: if o is sufficiently large, then the magnitude of Q and r will be sufficiently small, and
so is KL(v||7) and the number of samples needed in the importance sampling. Next we show that for a
fairly generic prior distribution 7, when the SNR is large, KL(v||7) will be also large such that we need
approximately O(e4SNR) examples to implement importance sampling, which is unachievable.
Without loss of generality, we assume the covariance of the prior r is Id.

Proposition 15 (Importance Sampling Sample Complexity Lower Bound). Assume Vlog r(x) is L-Lipschitz:
IVlog m(x) — Vlogn(z)|| < L|lx —z|| . (23)
Then, when SNR > L + 2, we have
KL(v||7) = O(exp(d - SNR)) , (24)
and therefore the sample complexity of IS is exponential in dimension.

The proof of Proposition 15 is in Appendix C.6, and leverages Talagrand’s transport inequality to relate
the KL divergence term to the Wasserstein distance sz(v, ), which can be effectively bounded in the regime
of high SNR.

5.3 Stability Analysis

In the numerical implementation of boosted posterior, we typically encounter certain errors. Especially, we
may have imperfect score subject to certain L? errors, and we may not be able to sample the boosted posterior
v, exactly. Suppose that instead of starting from v, at ¢t and run the exact reverse SDE (5), we start from an
approximate distribution g, =~ v, and run the reverse SDE (5) with approximating score s¢g(x,?) ~ Vlog m;(x)
where 6 denote the parameters parametrizing the score. Denote the distribution of the final samples by gg.
We have the following error estimate
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Proposition 16 (Stability of Tilted Transport). Suppose v;, q;,V1ognr,, sg(x,t) has enough regularities such
that the reverse SDEs exist, if the Novikov’s condition

t
E [exp(/ |V log 77 (x) — s¢(x, 7)||?d7) | < o0
0
holds, then
t
KL(v||go) < / E,.||Vlognm.(x) - so(x, 7)|?dt + KL(v;||q2). (25)
0

The above proposition ensures that if both the initialization error and score L? error (over the posterior
paths) are small, then the distribution of our final samples is close to the target posterior. Note that the score
L? error in the RHS is nor a Fisher divergence, since we are estimating the error using the posterior v
rather than the prior .. The stability guarantee in Proposition 16 thus requires a Denoising Oracle robust
to Out-of-Distribution errors. That said, this OOD robustness appears to be unavoidable in our setting of
posterior sampling.

The proof is provided in Appendix C.7. Note that we consider the reverse dynamics in continuous-time
without time discretization error. There are various works [LLT22, LL.T23, CCL*23, BDBDD24] analyzing
the time discretization error and those techniques can be further incorporated into the above error estimate.

6 Case Studies

In this section we specialize the results of Section 5 to representative models. Posterior distributions of the
form v = Tom where 7 is a product measure provide particularly explicit calculations.

6.1 Gaussian Mixtures

By applying Proposition 10 to Example 14 (ii), we directly obtain the following guarantee for generic
comptactly supported Gaussian mixtures (proof in Appendix C.5):

Corollary 17 (Tilted Transport for Gaussian Mixtures). If 7 = u * ys and diam(supp(u)) < R, then vr is

strongly log-concave if

2 (1 4+ 8SNR?)(5k(A)% + SNR7?)
k(A)2 -1 ’

It also holds when 6 = 0 and the prior rt is any distribution with a bounded support radius R.

R

(26)

Figure 2 displays several contours of the condition in eq. (26) as a function of SNR and «(A). Each
U-shaped contour is determined by a combination of ¢ and R, which uniquely characterizes the prior. For all
points ((SNR), k(A)) outside of a contour, representing a specific inverse problem, vy is strongly log-concave
and thus easy to sample. Given an observation model where both SNR and «(A) are fixed, it is straightforward
to see that the condition in eq. (26) is more readily satisfied as ¢ increases and R decreases. Figure 2 also
confirms this result since as ¢ increases or R decreases, the U-shaped contour shrinks and the region of
easy to sample expands. Now we discuss the implications in the reverse scenario where the prior is fixed
and the observation model is adjusted. If we look at Figure 2 horizontally, we know that given a prior and
k(A), the target posterior can be reliably sampled if the SNR is either sufficiently low or high, with the region
of mid-SNR being challenging. The closer «x(A) is to 1, the smaller this challenging region is. When the
problem is denoising such that k(A) = 1, the challenging region vanishes, and sampling the posterior is
straightforward using the denoising oracle, as previously explained.
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Figure 2: Phase diagram for the boosted posterior vy being strongly log-concave in Corollary 17.

6.2 Ising Models

As a direct consequence of Proposition 10 and Example 14 (iv), we establish a sampling guarantee for Ising
models:

Corollary 18 (Tilted Transport for the Ising Model). Let  be the uniform measure on the hypercube, and Q
such that Amax (Q) — Amin(Q) < 1. Then vt is strongly log-concave, and therefore v = T on can be sampled
efficiently (in continuous-time).

This result thus establishes that Ising models may be sampled using Tilted Transport, provided their
spectrum satisfies Apmax (Q) — Amin(Q) < 1, thus precisely matching the computational lower bound of [Kun23].
We remark though that our procedure is not (yet) algorithmic; a careful analysis of the discrete-time complexity
and the approximation rates to avoid the singularity of the score of 7, as t — 0 (via Proposition 4) should be
formalized.

In itself, this sampling guarantee should not come as a surprise, since, as discussed previously, Glauber
dynamics are already known to mix efficiently in this regime [EKZ22, AJK*21], and a Log-Sobolev Inequality
was established even earlier than these in [BB19]. That said, these positive guarantees both require a
‘multiscale’ decomposition of entropy that goes beyond the Bakry-Emery criterion, using either the framework
of stochastic localization [E1d20, CE22] or the similar Polchinsky renormalisation group framework [BBD23].
In that sense, an arguably interesting feature of our result lies in its simplicity: we only exploit the Bakry-Emery
criterion at the tilted measure vr.

If one specializes Corollary 18 to the Sherrington-Kirkpatrick (SK) model, the equivalent inverse
temperature that guarantees sampling is 8 = 1/4, which remains below 3 = 1, the threshold of the hard phase.
For this threshold, dedicated AMP-based sampling succeeds [EAMS22, Cel24]. As future work, it would be
interesting to explore whether the Polchinsky-based multiscale Bakry-Emery criterion could be applied to v
to improve upon Proposition 10 in this model. Similarly as in the referred prior works [Eld20, CE22, BB19],
the key ingredient that would remove the roadblock is a sharper bound on the susceptibility y;(x); and in
particular extending the existing bounds on the covariance of the SK model [EAG24, BXY?23], valid for
B < 1, to arbitrary external fields.

6.3 Scalar Field ¢* model

As a further illustration, we now consider the two-dimensional lattice scalar ¢* field model, where v is given
by
V= T,BAﬂ'ﬁ € P(Q) s 27)
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where Q is a discrete two-dimensional lattice of total size d, § is the inverse temperature, A is the discrete
Laplacian on  and g = ,ug’d is a product measure, whose marginal in each site is given by

dup(¢) o« eI gy

The scalar potential thus has the familiar double-well profile that enforces configurations close to +1.

This model is known to satisfy a Log-Sobolev Inequality with p independent of d as long as 5 < 5. =~ 0.68,
by exploiting the multiscale Bakry-Emery criterion along a Polchinsky flow with carefully chosen covariance
decomposition [BD22, BBD23]. We can alternatively apply Proposition 10 directly to vy. Using ||SA| = 48,
and Anin(A) = 0, we obtain that v can be efficiently sampled using tilted transport whenever

1
n < — , where n =supCov|[ Ty ouo] , (28)
(03

4B

where Ty . is thus a linear tilt. Numerically estimating 1 gives n = 0.52 and therefore v is log-concave
whenever § < 0.48. This is slightly below the phase transition S, = 0.68, indicating that in this example
the direct Barky-Emery criterion, even if it is applied to the tilted measure, is not as sharp as the multiscale
criterion.

A natural question is thus whether one could apply the techniques of [BD22] to vy. Let us briefly
describe the main technical challenge that needs to be overcome for this purpose. We recall that the tilted
posterior is v, = T, (7 * | o) (using the Heat semigroup w.l.0.g.), where Q.. = (B'A - (4p)~1d) L.
The covariance decomposition used to establish the sharp LSI bound for v exploits a key structural property
of the operator Q = A, namely that it is ferromagnetic, i.e., Q;; < 0 for alli # j, enabling a sharp control
of the associated susceptibility y;(v); see [BD22] and also [CE22, Section 5.1.2] for further details. The
ferromagnetic property is unfortunately lost in Q.., despite being a more ‘convex’ potential.

7 Iterated Tilted Transport

We have shown that posterior sampling of v = Ton can be reduced to sampling from vz by running the
reverse SDE. While v is easy to sample under the conditions presented in Section 5, these may not be
verified in several situations of interest. In this context, a natural question is whether one could still leverage
the tilted transport, at the expense of introducing sampling error. This is what we address in this section.

Let A1,... A4 be the eigenvalues of Q. Let us assume for simplicity that all eigenvalues have multiplicity
1,s0 4; > A;41. We also adopt the heat semigroup to simplify the exposition without loss of generality. We
define the events T for j = 1...d given by

1
Tj = 345" (29)

Denote by

/i(t)— 00 ifl‘ZTj,
7 Aj(t) otherwise,

where 4;(1) = 1_’;—’% is the solution to the ODE ¢; = 2¢? for tilted transport in the heat semigroup
setting. By abusing notation, we denote by Q, the matrix that shares eigenvectors with Q, and with
eigenvalues (11(), ..., A4(t)). Denote by Vi = [vg_x ...vq] € R?*K the orthogonal projection onto the

last k eigenvectors.
While previously we considered only the transport between v and v; := vz, now we can consider the
sequence vy = TQ_Tk nr, for k =1,...,d, where we denote nr; = 7 * y,, the action of the heat semigroup
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on . Observe that vi is a measure supported on a subspace i of dimension d — k; in other words, k
directions are singular, corresponding to the eigenvectors associated with the oo eigenvalues of O, , and thus
Qr={xe€ Rd;Vka =y} for some y € R¥.

Now, let us consider k* = min{k; v is s.l.c.}; that is, the first k such that v is strongly log-concave, and
therefore efficiently sampleable by Langevin dynamics. By defining « := :}—Z as the condition number of the
truncated Q, we immediately obtain from Proposition 10 the bound

k* < min{k;)mk(n) <k 1} . (30)
Ki —

For k < k*, assume first that one had sampling access to vi,;. Running the reverse tilted transport for
time 1y := Tx+1 — Tx produces samples from a tilted measure vy := TQk 7., where Qy has eigenvalues

(A (T, - o s A(Tr)s Apst (Tr)s Ars2 (Ti)s - - -, Aa(Tx)) (31
. Ak+1 Ak+1 Ak+1 Ak+2 Ad
- , , . (32)
1— 2 A 1= 27 At 1= 27 At 1= A A 1-2."2q
k times

One can easily verify the above fact by noting that under the ODE ¢ = 24> with initial condition ¢ (7%) = A i (Tw),
then the solution at time Ty, will be exactly g(Ti41) = A j(Txs1). Since all 1 j(Tx) < oo, i is thus a non-
singular measure in R, capturing the fact that the Brownian motion driving the reverse dynamics is isotropic,
and thus oblivious to the existence of the singular support of vy.

We thus need a procedure to transform samples from ¥, to approximate samples of vi. The simplest way
is to simply marginalize the coordinates (xi,...,xx) =V, x € R*,i.e.,

Vk(xk_,.], e ,xd) = /k Vk(dX], Ce. ,dxk,xk+1, e ,xd) € P(Rd_k) ,
Rk
and then ‘lift’ this measure in the subspace Q, i.e.,

Vi (X Xog) = 6(Xk — i) Vi (X—k) (33)

where we defined x; = (xy,...,xx) and X_ = (Xg+1, . ..,xq). Under this definition, given a sample from vy,
we just project its k components to Yy to get a sample from Vi, as an approximation to the sample from vy.

Algorithm 1 Sampling Using Iterated Tilted Transport

1: Start by sampling X+ ~ vix.

2: fork =k*—1to0do

3: Run tilted transport starting at Xz, for time 7, resulting in X.
4: Set X; = (yk;X_k).

5: end for

6: return X,

We can then iteratively run the tilted transport backwards, from k = k* — 1 to k = 0, as illustrated in
Algorithm 1 and Figure 3. By the data-processing inequality, the TV error will accumulate linearly at each
step. Denoting v the law of Xy, we have

TVEY) < > TV W) - (34)
O<k<k*
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Figure 3: Scheme plot of iterated titled transport in an example with d = 3, k* = 3. The tilted transport
from Ty to Ty transforms samples of v, (corresponding to eigenvalues Zj(TkH) to ¥, (corresponding to
eigenvalues A i(T%)), and marginalization/thermalization (denoted by the dashed lines) further transforms
samples of 7; toward vy.

This bound can be interpreted as the accumulation of errors arising from conditioning a measure by
marginalizing over its first k components. To the extent that ’1/1"—2‘ ~ 1 such that n; < 1, these variables are
nearly deterministic, so one would expect that marginalization is a good approximation of conditioning. The
outstanding question is to understand conditions when this error guarantee can be quantified.

Inspired by [CCL*24], a natural extension of this simple iterative procedure based on marginalization is
to apply ‘thermalization’ towards the stationary measure v after line 4 of Algorithm 1 above, by running

Langevin dynamics in € with score V log v:
dX, = Vlog v (X,)dt + V2dW, , Xo ~ ¥x. (35)

The drift of this diffusion is available, since both Q_Tk and Vlog nr7, are known, so is Vlog vi.

Denote by v the law of X, after time r = By. While the time to relaxation of such Langevin dynamics is
generally not quantitative (otherwise k* < k), even a short amount of thermalization is able to improve upon
the previous method. Indeed, by the reverse transport inequality [BGLO1, Lemma 4.2], a weaker Wasserstein
guarantee W, (¥, vx) can be ‘upgraded’ to a TV guarantee of the form TV (v, vi) = O (VL W2 (¥x, vi)) by
running Langevin dynamics for time By = ©(1/Ly), where L; = sup, Amax(V?log vi(x)) > 0 is the largest
eigenvalue of V2 log vy, which is positive by definition of k* and k < k*. Notice also that from Equation (72)
we have the upper bound

K
L < (1+ A) (ﬂk)(/lk(ﬂ)— L ) .
K — 1

In summary, the ‘thermalized’ iterated tilted transport satisfies an error bound of the form
TV S > VLWa(i,vi) - (36)
O<k<k*

We can interpret the error guarantee of Equation (36) as being able to leverage a warm-start in Wasserstein
distance when running Langevin dynamics at each step k. In that sense, it would be interesting to understand
whether the further structure of the warmstart could be further exploited.
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Interpretation as a Homotopy ‘Frequency-Marching” Method. If one considers an inverse problem
where the data x is a signal over a physical domain, e.g. an image or a time-series, and the measurement
operator A is a translation-invariant low-pass filter, then Q = AT A diagonalises in the Fourier basis, and the
eigenvalues of Q are sorted from low to high-frequencies. In this prototypical setting, the iterative tilted
transport Algorithm 1 can be viewed as an homotopy method for sampling, whereby the low-frequency
projection of the measurements (encoded in the vector yy) is used to condition the reverse diffusion process;
this is reminscient of ‘Frequency-Marching’ methods, a powerful heuristic used in several imaging inverse
problems [Che97, BGPS17].

8 Numerical Experiments

Gaussian Mixture Model. We verify our theoretical results using the Gaussian mixture model in high
dimensions. Same to the models considered in [CJCM?24], the prior distribution is a mixture of 25 components
with known means and variances (see Figure 1 for a 2D visualization and Appendix D for detailed settings).
We examine three cases where d = 20, 40, and 80. In each scenario, we set d’ = d, fix k = 20, and vary the
SNR from 1073 to 10~!. We use the Sliced Wasserstein distance as a principled error metric, computed from
samples obtained by our algorithms and samples directly from the analytically computed posterior Gaussian
mixture. Figure 4 illustrates the comparison between LMC and LMC boosted by tilted transport. As analyzed
earlier, LMC is effective when the SNR is high enough to render the target posterior strongly log-concave, but
its error quickly increases as the SNR decreases. In contrast, the tilted transport enhances LMC to perform
well in both low and high SNR regimes with small sampling errors. Its performance is weaker in the mid-SNR
regime compared to the extremes, as predicted by Corollary 17. However, the tilted transport still improves
upon LMC in this challenging regime by boosting effective SNR and simplifying the prior.

d=20 d=40 d=80
~$— Langevin

g 101 __ =i~ Boosted Langevin
g
2 8
©
£
] 1
@ ° L
]
a _—
3 4
=
o
S 29
“ -§./‘

04 4

1073 107 1073 102 10°' 10°% 1074 1073 102 10t 1073 1074 1073 1072 107t
SNR SNR SNR

Figure 4: Comparison of Langevin and boosted Langevin for Gaussian mixture prior. We generate the prior,
measurement and sample the posterior under 20 different instances in each setting. The sliced Wasserstein
distances are plotted with the median in the middle, and the 25th and 75th percentiles indicated by the error
bars.

We further test tilted transport when d’ < d, in which A, (Q;) remains zero but the signal corresponding
to the non-zero eigenvalues still gets enhanced. Therefore, although it becomes more difficult for v to be
strongly log-concave, the tilted transport can still make the new posterior easier to sample even if it is not
strongly log-concave yet. Detailed results are reported in Appendix D.1.

Scalar Field ¢* model. We test the effect of tilted transport on the scalar field ¢* model. We run the
Langevin dynamics for the target measure v in Equation (27) and its tilted version near blowup time, using
a lattice size of 128 x 128. To compare the relaxation time speed, we compute the autocorrelation of each
single site over 100,000 steps after the burn-in stage. Figure 5 shows the autocorrelation averaged over all
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Figure 5: Comparison of autocorrelation in Langevin dynamics between the original posterior and boosted
posterior distributions. The autocorrelation is computed for each site individually and then averaged.

sites for 8 = 0.2,0.4, and 0.6. We clearly observe that the relaxation becomes slower as 8 increases, but in all
three cases, the tilted transport accelerates the Langevin dynamics.

9 Discussion and Future Work

In this paper, we theoretically investigate posterior sampling using powerful priors provided by denoising
oracles. We demonstrate that efficient posterior sampling can be challenging even with a perfect denoising
oracle for the prior. To achieve provable posterior sampling, one must either constrain the measurements
or leverage the structural properties of the prior. In this paper, we focused on the former, showing that
well-conditioned measurements enable the proposed tilted transport technique to simplify the task significantly,
providing a clear, verifiable condition for efficient sampling, as demonstrated on the Ising model.

That said, several questions remain open: Can this approach provably handle poorly-conditioned
measurements, such as inpainting? Can it be extended from linear to nonlinear inverse problems? We showed
in Section 7 how to extend the tilted transport beyond the condition of Proposition 10 via ‘iterated tilts’, at the
expense of introducing approximation errors. A natural goal is to quantify these errors in practical situations.
On the theory side, the key object underlying the success of the tilted transport is the susceptibility y;(7); in
particular, understanding when one can remove dimension dependence is an interesting question. We also aim
to systematically evaluate the empirical performance of tilted transport in imaging and scientific computing.
Appendix D.2 provides a proof-of-concept for various imaging tasks. We suspect that tilted transport could
even improve existing posterior point estimate methods by boosting SNR and enabling proper uncertainty
quantification through the reverse process.
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A Proof of Proposition 4

Let 6 > 0 and 7 be the uniform measure in the d-dimensional hypercube. Consider a Gaussian mixture prior
m defined as 1 = T * ys.

Since both 7 and y s are product measures, it follows that 7 is also a product measure, and therefore its
denoising oracle DO is explicitly given by DO, (y, t); = ¥ (y;, t), with

'/’(V, t) = / MCIv,t(”)du > (37)
R
qv,t(u) — Z—l (e—%(5—2(u—1)2+t‘2(v—u)2) + e-%(é—z(u+l)2+t_2(v—u)2)) ‘ (38)

Observe that g, ; is the density of a Gaussian mixture in R of the form e N (b_, o) + (1 — @)N (b4, o), with
parameters

c=624172 (39)
+672+17 2y
po== 1 (40)
p
(67247212
e 202
@= (67 2+172v)2 (=6=24¢72v)2 (41)

e 207 +e 202

and thus ¢ (v, 1) = ab_ + (1 — a@)b,.

Let us now denote by g the target Ising model, supported in the d-dimensional hypercube, and define
the approximation ,ug := Tom. Suppose that there is an algorithm A that leverages the denoising oracle of r
that can efficiently sample from ,uCQr: its law f satisfies TV (u 0 f) < e with runtime polynomial in d and
log(e™1).

Let now R(x) = sign(x), and consider the sampler R o A, which is now supported in the hypercube. By
the triangle and data-processing inequalities, we directly have

TV(Rafi. o) < TV (Rafl, Rapey) + TV (Rpigy. o) (42)
< TV(#, pug) + TV (Rypg, o) 43)
< €+ TV (R, Ho)- (44)

It remains to bound the second term in the RHS. We have to compare two measures in the hypercube. For
o € Hy = {+1}9, they are given respectively by

1 T
Ho(0) = Ze 17707, 5)
Ry =3 Y [ erteTomstiaigy (46)
Z JeH, IR)=0

Applying the Laplace approximation into each integral we obtain, as 6 — 0,

~ -307Q0 T
/ -0 2 x—zlP) 4y _ | Cd6€ i - ifz=0, N
R(x)=0 ~ Cy5e”2(00)7Q(082) ™55 otherwise |

where o @ z is the XOR, and |0~ — z| is the Hamming distance. We thus have, for any o € Hy,
C’R#,ug(O') - e_%‘TTQ‘T‘ < 24 ednin(Q)/2 =367 (48)

< 10700 d yd(Amin(Q)+Amax (2)) /2 =567 (49)
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It follows that we can write R#,ug (o) as

R#pg(cr) = C(e_%‘TTQ‘T +70) ,
with a relative error

el a0 (@)t @) 6722 (50)

e—%(rTQ(r
It follows that
TV(Rugy: o) = 0(0) , (5D

and thus if § < ‘/l;i, we have a negligible TV approximation.

B Proofs of Section 4

B.1 Proof of Theorem 5

Proof. We denote the time-dependent score function V log 7y (x) by s;(x). As derived in Section 2, if we
initialize X, according to density p, and run the reverse SDE eq. (5), the density of X, for r < 7, denoted by
Py, satisfies the backward PDE:

0rpr =V - ((x +2s1)p1) — Apy. (52)

We need to verify that v; satisfies the above PDE.Note that a general positive function p, satisfies this PDE is
equivalent to that h, = log p, satisfies the following Hamilton-Jacobi PDE

Ohy =d+2V -5, +Vh - (x+2s,) — (Ahy + ||VA|?). (53)

By definition, we know h, = log , satisfies the above PDE, and we need to prove &, = logv, = logm; —
%xTQ,x +x"b; + F(1) satisfies this PDE as well. Here F(t) denotes the normalizing constant. Taking the
difference between two equations, we need

1 . . .
— =xTQux +xTh + F = (=Qx + by) - (x +25,) + trace(Qy) + [Ise | = lls: = Qux + b, (54)

2
1 . . .
s - ExTQ,x +x b+ F=x"(=Q; — 07 0)x +x" (b; +20Q] b;) + ||b,||* + trace(Q,) (55)
which can be satisfied by the ODE dynamics (12). [

B.2 Derivation of Solution to Equation (12)

Sanity Check for the Motivating Example. In the denoising setting, we have Q¢ = ﬁl d,bo = ﬁ y. The

ODE (12) has the explicit solution

eZt

:—d.
1+02—¢2

o

Note that this solution has a finite blowup time when 1+ 02 — ¢? — 0%, which is exactly at T = % log(1+07?),
as derived in the main text by matching the SNR. Ast — T, Q; — ool

1
ve =exp| f; (x) - szQ,x +xTh; +F(1)| = N(QO; b, 07Y).
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To see the limit of Q; 'b,, we only need to consider the ODE for each component since Q is diagonal. So we
view the above ODE as scalar ODEs. Considering the dynamics of

dr _fQ—rQ__L
) °

gives Q7 'b, = e"Qalbo. Therefore

lim Q;'b, =e TQ5'by=eTy,
(1)~ Qz t Q() 0 y
which matches the initial condition derived in the main text for the denoising case. Furthermore, we can
explicitly verify that the intermediate distribution of X; by running the reverse SDE from v is v;:

p(X | Xr=eTy) o« p(X)p(Xr =e Ty|X,)
e Ty - e_(T_’)xllz)

o< 7y (X;)exp (_E Toy

Llle™"y —x|?

= ﬂ[(Xt) exp (_Eez(T_—t)—l) (57)

e2t

e2<Tlr)—1 = 5 Q;'b, = e7'y, which are the solutions of the

To match the form of v;, we have Q; =
ODE (12).

Solution to eq. (12). We recall that the observation operator A € R4 *¢ has a general singular value
decomposition form A = UZV " with non-zero singular values 1; > 1, > --- > 14 > 0. By definition, we
have Q¢ = Vdiag(/lf/az, e /lfl,/ol, 0,---,0)VT. By left multiplying V' and right multiplying V to the
first ODE in (12), we can diagonalize it to scalar equations ¢; = 2(1 + ¢;)q, for each diagonal entry. Solving
this ODE gives

2t 621 .
=Vdiag| ———,-- -, ,0,---,0|V". 58
o 21 +02/A - e 1+02/22, - e %)
Here we explain how to solve b, from eq. (12). We denote V = [vy,--- ,v4], in which v; are eigenvectors of
0 (and Q; as well), and denote the eigenvalues of Q; (0 <t < T) by
2t
) —  1<i<d
Ai(t) =3 1+ 0?%/27 - ¥ (59)
0, d+1<i<d
By definition, we know A; satisfies the ODE
1=2(1+ 1)1

We rewrite the solution b, = Zfl & (t)v; and aim to solve &;(t). From bg = V(ﬁi‘,T UTy), we have the initial
condition A

— Uy, l<i<d
o

0, d+1<i<d

£i(0) = (60)

Taking the inner product between v; and both sides of the ODE 7, = (I + 2Q;)b;, we have
Ei(1) = (1+2:(0)é&(1).
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Therefore, ford’ +1 <i <d, &(t) =0. For 1 <i < d’, same to the derivation in eq. (56), we have

a6 &
dr 2 A
which gives
{i(t) —e! {1(0) ’ (61)
Ai (1) 1i(0)
2t 2
L e e Ty,
:>(1+0'2//1%—€2t) &i(t)=e /l% 0'2(U V)i, (62)
(UTy). (63)

= &) = A (1+ 0'2//15 —e2t)

Proof of Corollary 6. Given Theorem 5, we only need to prove that sampling from

1
Ve = T, b, o m(x)exp (—ExTth +bet)

is equivalent to sampling from a new posterior. Taking &, as the corresponding prior, we only need to
show that the factor exp (—%xTth + be,) is the likelihood of certain observation model in the form of
y = A;x +w with w ~ y4. To end, we need to ensure

1 1 -
exp (_EXTth +bet) o< exp(—3[lA.x - 51%)

Choosing A; in the standard SVD form A, = X,V where the singular values of A, (the diagonal entries of

>,) are m for 1 <i < d’, the quadratic term is matched. Matching the first order term requires

b, = ATy = VX §. Further matching the coefficients in the basis of V requires that

et

Uy, 1<i<d.
(o2 —en V)

(Z 9)i=¢&) = y

1

1 .
(0’2+/l%(1—e2’))1/2’ ey (0'2+/lzl/(1—62r))1/2 satisfies the

It is easy to verify that § = X/U"y with X, = diag

above requirement.

Remark 19. Also, one can directly use the backward transport equation (3) to generate samples with the
probability flow ODE [SSDK"20] backward in time

dX;” = (-X; = Vlogn,(X;”))dt (64)

from X3~ ~ y4. Combining the fact that v, satisfies the PDE (5) and Av; =V - (Vv;) =V - (s, = Q;x + by),
we have that v, also satisfies the transport equation O;p; =V - ((s; + (I + Q;)x — b;)p;). Therefore, for any
t < T, by initializing X; ~ v; and run the reverse ODE dX;~ = (-=(I + Q;)X,” — Vlogn;(X;”) + b;)dt then
X, also gives the desired posterior. However, we note that unlike the reverse SDE case, the corresponding
transport PDE and the vector field in the reverse ODE case are different from those used in the prior data
generation. As discussed below, both Q; and b, are singular near T. Therefore running the reverse SDE
might be preferrable for better numerical stability.
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B.3 Proof for the Heat Semigroup Setting

We first follow the proof of Theorem 5 to derive the ODE:s for tilted transport in the heat semigroup setting.
We again denote the time-dependent score function Vlog ;(x) by s:(x). As derived in Section 2, if we
initialize X, according to density p, and run the reverse SDE eq. (6), the density of X, for ¢ < 7, denoted by
Py, satisfies the backward PDE:

O1pr =V - (2s:01) — Apy. (65)

We again wish to find Qy, b; such that
Ve =T, bt
satisfies the above PDE. Note that p, satisfies this PDE is equivalent to that i, = log p, satisfies the following

Hamilton-Jacobi PDE
O hy =2V - 5, +2Vh; - 5, — (Ahy + ||V |%). (66)

By definition, we know h, = log mr; satisfies the above PDE, and we need to find 4, = logv, = logn, —
%xTQ,x +x b, + F(t) satisfying this PDE as well. Here F () denotes the normalizing constant. Taking the
difference between two equations, we need

1 .. S
- EXTth +bet +F =2(-0x +b;) - s, +trace(Q;) + ||St||2 —|lsy — Qwx + bt||2 (67)

1 .. S
s - ExTth +xTh, +F = —x"(Q] Q1)x +2x7(Q] b;) + ||b;||* + trace(Q,) (68)

which leads us to the ODE (13). Therefore, the eigenvalues of Q; evolve according to the ODE ¢ = 242,

whose solution has the form 1
i

1-2t4;
So the ODE will blowup at time 7 = ||Q||~!/2. The full solution of Q; and b; can be solved similarly as
in Appendix B.2.

Ai(t) =

(69)

C Proofs of Section 5

C.1 Proof of Proposition 10

Proof of Proposition 10. By definition, we need to show

~Ain(Q7) + SUP Apax (V2 log 77(x)) < 0. (70)

From the argument in the main text, we know T = % log(1 + Amax(Q) 1), and thus

1 +/lmaX(Q)_1
Amin = .
(QT) /lmin(Q)_1 - Amax(Q)_l
From Corollary 21, we have
sup Amax (V2 log 7 (x)) < (1 + 121 (I121Lx ) () = 1) - (71)

Let m = Apin(Q). Therefore, we can guarantee that vr is strongly log-concave if

L+]o]I”"

T T (1+le (Ielxygy(x) - 1) , (72)
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or equivalently

K*(A)

Xlo|(m) < ||Q||_lm . (73)

Lemma 20 (Hessian of Gaussian Mixture Potential). Let m1 = u * ys be a Gaussian mixture. Then
V2logn(x) = 7! (Cov [Tg-1 5o, 271 1) .

Proof. Let us first compute the score V log . By definition we have

Viogr(x) = 5! (x ~ fy/,t(y)e‘lé(x—y)Tz“(x—y)dy) )
[ u(y)e 2= gy
=27 —E [Ty 5-10m]) (75)
and thus
V2 log n(x) = £! (Cov [Teotyonu] 27 - 1) : (76)
where we defined Cov|[u] = Ex-y[xxT] = (Ex~px) (Ex~px) . |
Corollary 21. In particular, we have
SUp Amax (V2 log 77(x) < (1+ 121D (I121lxyen () ~ 1) - (77
Proof. From Lemma 20 and ; = C;_ -2 (Dot ) = Dot %y _ -2, we directly have
V2 log 7, (x) = (1 — e~2)! ((1 — &™) 7' Cov [T(1 gyt (1_e-2ry-15(Der) | = 1) . (78)

Now, using the commutation property between the isotropic tilt and the dilation Do T;),0 = T2, 09Das We
have

Cov [T(l—e—%)—l,(l—e—b‘)—lx(De’ﬂ)] = Cov [DetT(eZt_])—l,e—t(]_e—Zt)—lxﬂ'] (79)
= e_ZtCOV [T(eZ’—l)‘1,e"(l—e‘2’)‘1xﬂ] . (80)
and therefore
sup”Cov [T(]_e—Zt)—l,(l_e—Zt)—lx(Detﬂ')]” < E_Zt)((ezz_l)—l(ﬂ') . (81)
X

Using that ¢*T — 1 = ||Q]|~!, we thus obtain

sup Amax (V2 log 7(x)) < (1 + (11 (I1Q1lxy0y () = 1) . (82)

Lemma 22 (Isotropic Tilt of a Gaussian Mixture). If m = u = ys, then

T m=d*ys, (83)
where 02 =6+t and

(5) o< u((o25 = 2)8)e2 (7 IFIP=8lloy=2l?) (84)
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Proof. By definition, we have

By expressing
el 3z = 587 =yl = o e = 51 + €
we have
o 2=6"+1, (85)
5= 55__1? - (86)
¢ =3 [P - 57 IP] (87
which gives the desired result after performing the affine change of variables from y to J. [

C.2 Proof of Proposition 11

Proof. Applying [MCJ*19, Lemma 1], under our assumptions, we can approximate the potential f (recall
that 7 = e~/ with a m/2-strongly-convex potential f, satisfying osc[ f — f] < 16LR?, where the oscillation
of a function is defined as osc(g) := sup, g(x) — inf, g(x).

Now, for any x, we approximate the potential of the quadratic tilt

AT, oxn(y) = e 2l =xIP=F(3)-log Zy gy,
by
) = F0)+ Sy = 2l +log Zs.
We verify that £, is (m/2 + t)-strongly convex, and that
0sc [fx - logT,,,xn] = 0SsC [f— f] < 16LR?.

By the Holley-Strook perturbation principle and the Barky-Emery criterion, we therefore have that,
under our assumptions, the measures T; ;.7 satisfy a Poincaré inequality uniformly over x, with constant
C:=(m/2+ t)e‘l6LR2.

Finally, observe

ICov[Tsexm]ll = sup Varr,, [67Y] (88)
llel=1
< C'E, .lll01P1 = C7F, (89)
showing that y; () < (m/2 + t)‘leléLRz, as claimed. [ ]

C.3 Proof of Proposition 12
Proof. Let n € P(R) be of the form

N:Zajéyj , with y; Zzbi,

j=0 i<j
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where 0 < by < by < ... 1is an non-decreasing sequence with lim;_,o, b; = 00, and aox = @2x41, b2k = boks1

for all k € N, satisfying
Daj=1, Ylajh<w. (90)
J J

Note that E,[y?] < 2 ajj2b§ and thus 7 € $,(R).

We set x = %(ygk + y2k+1) and consider the tilted measure T, ;7 it is also atomic and supported in
{y;};, with weights

aje_%z(yj_x)z
B Y, azem 2! 0imx)? '

Let us now lower bound the weights @, and @&x+1. We have

@

L (yr—x)2 _ip? L (yr—x)2
Zaie 21007 = (@ + aoper e P2 + Z aje 210X 1)
i i#2k,2k+1
< e_%b%k+12a2k 4 o~ 5 (b2t [2+b2)? 92)
_ip? 2
= e 8P (ZCYZk +e tbz’*) , (93)
thus
—_Lp2
o a’2k€ 82k
@2k 2 (94)
_Lbz _th
e 872k 2a2k+e 2k
1
- P 95)
2+ a;te ™ bu
2k

and clearly @px+1 = @o.
Now, observe that

—
Var(T, 1) > %bgk . (96)
Therefore, the susceptibility y, () satisfies
b2
Xi(7) = sup = : o7)

kK 2(2+a5) e )

We identify two regimes of blowup for y;(7): for any ¢ > 0 when 7 has heavy tails, and for t > A1 > 0 for
subgaussian tails.

Indeed, for the first setting, let apx =~ k=%, byx ~ k", with s > 0, » > 0 and s — 2r > 3. Then (90) can be
satisfied, and we verify that for any # > 0 the RHS of (97) is unbounded. Finally, by choosing 4 > 0, setting
b%k =k and e = e~ for k > k* with a large enough k* € N and appropriate a»x for k < k*, we can have
the condition (90) satisfied. We verify that for this choice of parameters, m has subgaussian tails; Indeed, for
sufficiently large z,

Po(Y >2) e . (98)

Meanwhile, we have a blowup for the susceptibility as soon as ¢ > A:

k

Xt () Z:BEWZOO- 99)
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C.4 Proof of Proposition 13

Proof of Proposition 13. If u is a product measure, we observe that the isotropic tilt T,u is also a product
measure, and therefore its covariance is diagonal.
If 7 = e/ with Vf L-Lipschitz, we apply the Brascamp-Lieb inequality to T, ;7

Theorem 23 (Brascamp-Lieb Inequality, [BL76]). If  is a strongly-log-concave measure on R?, ie of the
formnt = e with V2 f(x) > ald for all x € R4, then ||Cov(n)|| < a™'.

Observe that T, ;,7(y) o« e~H12IyIP+x.3+f and thus
V2 (=log Ty sxm) = (r = L)Id,

and hence y, () < t_#L provided 7 > L.
|

Proof of Example 14. The first example is immediate, after observing that T,y is a Gaussian of variance
(1 +1¢)~!. For the Gaussian mixture example, we observe from Lemma 22 that T,(u * ys) is a Gaussian
5_1

S l4t”

mixture of variance (¢ + 6~ !)~!, where the mixture distribution is supported in a ball of radius R
Moreover, the covariance of a homogeneous mixture of the form yu * yy is £ + Cov(u).
Finally, by the Proposition 13, if & is the uniform measure on the hypercube, then y; () = x; (%(6 1+

0+1)) = L.
|

C.5 Proof of Corollary 17

Proof of Corollary 17. We plug the susceptibility y; () = y; (i * ys) < (%)2 + -2 from Example 14

(ii) into eq. (26) to get (we use « to denote x(A) for simplicity)

2 2
i R 0 100
Il (K2—1)>(1+5||Q||) *Tvol0] (100)
((1+611Q1))<> ) )
1+6 - = R 101
o1+ IIQII)( T 5] > (101
(1+310ID(E +olo)
R 102
olwe-n (102)
2 2 -2
o (1+5SNRK)2(fK1 +SNRD) oy 103)
| ]

C.6 Importance Sampling

Proof of Proposition 15. We wish to lower bound KL(v||7) with tools of functional inequalities for the
concentration of measure. By the celebrated work [OV00, BGLO1] that the log-Sobolev inequality implies
the Talagrand transport-entropy inequality, we have

LSI(v)W (v, n)?
—

Here W (v, ) denotes the Wassertain distance between v and x:

KL(v||7m) > (104)

W(v,n) = \/ inf |lx - y|2dy(x, y) ,
yel'(v,n)
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where I'(v, 7r) denotes the set of probability measures on R4 x R¢ with marginals v and 7.
First by Equation (23), we have

V2 (-logv) > (SNR - L)Id , (105)

which gives
LSI(v) > (SNR-L), (106)

by Bakry-Emery criterion [BE85]. Furthermore, we have the lower bound for the Wasserstain distance [Gel90]

W2(v, ) > ||mean(v) — mean(r)||* + trace(Cov(v) + Cov(rr) — 2(C0V(7r)%Cov(v)Cov(n)%)%) (107)

> trace(Cov(v) + 17 — 2COV(V)%) (108)

= trace(Diag(Cov(v)) + I; — 2Diag(COV(v))%) (109)
d

= > (1 =8d(m)?), (110)
i=1

where the second-to-last equality comes from the fact that the trace remains unchanged under orthogonal

transformation. By (105) and Brascamp-Lieb Inequality (Theorem 23), we have Std(v); < 4/ m. With
the condition SNR — L > 2,

2
W2 (v, ) > (1—\/2) d. (111)

Collecting eqs. (104), (106) and (111), we obtain our final estimate

KL(v||7) > O(d - SNR) . (112)

C.7 Stability Analysis

The proof is similar to that in [SDMEZ21]. Here we provide the proof in our posterior sampling context for
completeness.

Proof of Proposition 16. Consider the following two reverse dynamics needed for the error estimate: one is
based on the exact score and starts from the exact boosted posterior

dX; = (=X; — 2Vlog m+(X:))dr + V2dW,, X, ~ v, (113)
and another one is based on the approximate score and starts from the approximation to the boosted posterior
dX,; = (=X, = 2s¢(X;, 7))dr + V2dW,, X, ~ g1, (114)

Note that these two dynamics are defined backwardly for 7 € [0, ¢] and we drop the superscript  for notation
simplicity. We denote the path measure of {X+}+¢|o,;] and {XT}TG[O,I] by v and g, respectively. Then v and
qo are the marginal distributions of the two path measures at = 0. By data processing inequality and chain
rule of KL divergence, we have

KL(v[lg0) < KL(v||q) (115)
< KL(vllg7) + Ezvy, KL(v(-|X; = 2)llq(-1X; = 2)) (116)
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Given the Novikov’s condition, we can apply the Girsanov theorem [Oks13] to eq. (113)114 to compute the
second term above

Ez-v, KL(v(:|X; = 2)|lq(-1X; = 2)) (117)
< -E, [log d—q] (118)
dv
t t

=E, [2/ (Vlogm(x) — sg(x,1))dW; +/ |V log 7+ (x) — s¢(x, 7T)||?d7 (119)

0 0

t
“E, [ [ 191087000 = sutx P (120)
0
t
= / E,. ||Vlog . (x) - sg(x,7)|*dr . (121)
0

]

D Experimental Details

D.1 Gaussian Mixture Models

For a given dimension d with d mod 2 = 0, we consider prior data a mixture of 25 Gaussian distributions,
the same as considered in [CJCM24]. The Gaussian distribution has mean (8i,8/,-- , 8,8;) € R? for
(i, j) € {=2,-1,0,1,2}? and unit variance. Each (unnormalized) mixture weight is independently drawn
according to a y? distribution.

For the measurement model considered in Figure 4, we generate A in the following way. We first sample
a d X d matrix with each entry sampled from the standard normal and compute its SVD to get U and V for A.
The singular value is given by [1, - -+, 1/20] where each component in between is independently sampled
from Unif([1/20, 1]) such that the condition number of A is 20. The observation noise is then determined by
SNR. For the measurement model considered in Table 1, the matrix U and V for the SVD form of A is the
same to the above. Each singular value in S is independently sampled from Unif ([0, 1]), and o is sampled
from Unif([0.2 max S, max S]).

For all the experiments we run the boosted posterior from 7' — 0.01 such that the ODE solution Q, b is
well-defined. We use BlackJAX [CCLL24] to implement the No-U-turn sampler.

Besides results reported in Figure 4, we further test tilted transport when d’ < d. In this setting, Anin (Qr)
remains zero but the signal corresponding to the non-zero eigenvalues still gets enhanced. Therefore, although
it becomes more difficult for v to be strongly log-concave, the tilted transport can still make the new posterior
easier to sample even if it is not strongly log-concave yet. As shown in Table 1, when d’ = 0.9d, 10% percent
eigenvalues of Q, are zero, our tilted transport technique still reduces the statistical distance of the posterior
samples significantly. We also consider an even more challenging case where d’ = 1 such that the target
posterior is still heavlily multimodal (as visualized in the 2D example in Figure 2). In this case, LMC suffers
from the local maxima of the potential and thus cannot explore the multimodal distribution efficiently. We
use the No-U-turn sampler[HG14], a Hamilton Monte Carlo (HMC) method, as the baseline method, which
can move among different modes more efficiently than Langevin. We find that the tilted transport technique
can still boost the performance of HMC in this challenging setting. We also verify Theorem 5 by sampling
from the boosted posterior directly from its analytical formula and running the reverse SDE, and the obtained
samples approximate the target posterior well, as reported in Table 1.
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Table 1: Sliced Wasserstein distance for Gaussian mixture prior for degenerate case

I d’ =0.9d d =1
. Boosted Analytic Boosted Analytic
d || Langevin Langevin Boost HMC HMC Boost

20421 +1.87 2.32+2.42 0.02+0.00(1.33+1.02 1.11 +0.83 0.12+0.07
40(/4.09 +2.02 2.45+1.79 0.02+0.00|2.04+1.26 1.81 +1.03 0.13+0.07
80| 4.40+2.31 2.754+2.10 0.02+0.00|2.98 +£2.15 2.77+2.32 0.11 +0.06

D.2 Imaging Problems

We perform four inverse tasks on the Flickr-Faces-HQ Dataset (FFHQ) [KLLA19] to demonstrate the application
of the tilted transport technique on imaging data as a proof of concept. To apply the proposed tilted transport
technique to these problems, we still need to select a baseline method for sampling from the boosted posterior
vr. In the case of ill-conditioned problems, sampling v may still be challenging for principled algorithms like
LMC, and we still need to rely on heuristic methods for imaging tasks. However, as noted in the introduction,
most existing heuristic methods primarily facilitate conditional generation based on the measurement, lacking
principled guarantees for posterior sampling. Consequently, we lack a principled interpretation for enhancing
these methods with tilted transport. Nevertheless, we can still experiment with such methods as a proof of
concept. We chose Diffusion Model Based Posterior Sampling (DMPS) [MK22] as the baseline method for
the following reasons: The main assumption of DMPS in approximating the time-dependent conditional score
is that the prior x is uninformative (flat) with respect to X;, such that p(Xo|X;) o« p(X;|Xp). This assumption
only holds approximately in early phases of the forward diffusion, and hopefully a higher SNR provided by
tilted transport makes the effect of this approximation error smaller.

We conducted four tasks: (a) denoising; (b) inpainting with random masks from [SCC*22]; (c) 4%
super-resolution; and (d) deblurring using a Gaussian kernel. Our algorithm was implemented using the
NVIDIA codebase [MSK V23] with 1000 diffusion steps for posterior sampling, and utilized the score function
from a pretrained diffusion model [CKJ*21]. Similar to our Gaussian mixture model experiments where
we adjusted the timing for the boosted posterior to avoid the singularity of Q;, we shifted 6 - 10 timesteps
for setting the boosted posterior. Experiments show that the final performance is robust with respect to the
number of shifted steps. Figure 6 showcases examples from the inpainting task, demonstrating how tilted
transport enhances the baseline DMPS method. Additionally, we report various sample statistics including
peak signal-to-noise ratio (PSNR), structural similarity index (SSIM), and Learned Perceptual Patch Similarity
(LPIPS). However, it is important to note that while these statistics assess the quality of prior data generation,
they may not accurately reflect the quality of posterior samples.

Table 2: Performance for tasks on FFHQ Dataset.

Task H Denoising ‘ Inpainting ‘ Super-resolution ‘ Deblur

Metrics || DMPS Boost | DMPS Boost | DMPS  Boost | DMPS Boost
PSNR(dB) T || 32.153 32.350 | 22.458 23.312 | 26.761  26.899 | 29.088 29.155
SSIM 7 0.886 0.886 | 0.786 0.800 | 0.760  0.754 | 0.815 0.815
LPIPS | 0.060 0.039 | 0.131 0.098 | 0.129  0.109 | 0.098 0.094
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Original Observed DMPS DMPS from Boosted

Figure 6: Examples for inpainting with random masks over FFHQ dataset
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