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CONVERGENCE OF UNADJUSTED LANGEVIN IN HIGH
DIMENSIONS: DELOCALIZATION OF BIAS

YIFAN CHEN, XTAOOU CHENG, JONATHAN NILES-WEED, AND JONATHAN WEARE

ABSTRACT. The unadjusted Langevin algorithm is commonly used to sample proba-
bility distributions in extremely high-dimensional settings. However, existing analyses
of the algorithm for strongly log-concave distributions suggest that, as the dimension
d of the problem increases, the number of iterations required to ensure convergence
within a desired error in the Wa metric scales in proportion to d or v/d. In this paper,
we argue that, despite this poor scaling of the Ws error for the full set of variables,
the behavior for a small number of variables can be significantly better: a number of
iterations proportional to K, up to logarithmic terms in d, often suffices for the algo-
rithm to converge to within a desired W2 error for all K-marginals. We refer to this
effect as delocalization of bias. We show that the delocalization effect does not hold
universally and prove its validity for Gaussian distributions and strongly log-concave
distributions with certain sparse interactions. Our analysis relies on a novel Wy g0
metric to measure convergence. A key technical challenge we address is the lack of a
one-step contraction property in this metric. Finally, we use asymptotic arguments
to explore potential generalizations of the delocalization effect beyond the Gaussian
and sparse interactions setting.

1. INTRODUCTION

Overdamped Langevin dynamics
(1.1) dX; = —VV(X,)dt + vV2dB;

has been used extensively to sample from high dimensional probability distributions in
applications ranging from molecular dynamics to Bayesian inverse problems and data
assimilation [33]. Here V : R? — R is a function in R? referred to as the potential and
B, is the d-dimensional Brownian motion. The target distribution 7 is proportional to
exp(—V'), which is the stationary distribution of (1.1).

The overdamped Langevin Monte Carlo algorithm, also known as the unadjusted
Langevin algorithm, is obtained by applying the Euler-Maruyama scheme to (1.1):

(1.2) Xty = Xiw — hVV (Xpn) + V2h(B(r1yn — Bin) »
where h is the step size. The distribution of Xy, is denoted by pgp,.

1.1. Motivation. The unadjusted Langevin algorithm (1.2) is biased, meaning that
even when k — oo, the distribution pgp will not converge to the exact target distribution
7 for any finite step size h. For strongly log-concave distributions, pgp converges in the
W5 metric to the stationary distribution of (1.2), 7, at a rate that is independent of
dimension (see, e.g., [17]). Consequently, the dependence of the error Wa(pgp, ) on
dimension, d, is completely determined by the bias Wa(m,, 7). This bias depends on the
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step size h, which, according to state-of-the-art analyses, needs to scale proportionally to
1/dor1/ V/d to achieve a bounded bias for any d. Since the iteration complexity typically
scales as 1/h (up to logarithmic factors), this small step size implies a computational
cost of order v/d or d.

Unbiased samplers based on (1.1), such as the Metropolis-adjusted Langevin algo-
rithm [37, 36] and proximal samplers [26, 5], are available, but these algorithms also
require a small step size when d is large in order to ensure that the acceptance rate is
non-negligible; see the review in Section 1.2. In short, existing theoretical analyses of
both the unadjusted Langevin algorithm and unbiased variants require step sizes scaling
as d— ¢ for some ¢ > 0. In the former case, small step sizes are required to ensure small
bias; in the latter, small step sizes are required to maintain a reasonable acceptance
rate.

In the case of the unadjusted Langevin algorithm, however, these theoretical predic-
tions seem at odds with abundant empirical evidence that the scheme samples efficiently
in extremely high dimensions. As an example, molecular dynamics simulations using
integrators closely related to (1.2) with up to billions of atoms are not uncommon [22].
In these simulations, the step size is typically set to several femtoseconds, irrespective
of the system size [28].

In this paper, we argue that the mismatch between theory and practice is due, in large
part, to the metric used to measure convergence. Standard metrics such as W5 measure
accuracy of the entire distribution, but practitioners are often interested in averages of
functions involving a relatively small set of variables. Based on this observation, we
aim to investigate the convergence behavior of the algorithm under alternative metrics
designed to characterize the accuracy of low-dimensional marginals. We identify a new
“delocalization” phenomenon for the bias of the unadjusted Langevin algorithm to show
that, even in high-dimensional settings, the step size may not need to be very small if
the quantities of interest depend on low-dimensional marginals only. Consequently, the
iteration complexity required to achieve a bounded error exhibits a benign dependence
on dimension d.

1.2. Literature review. We begin by reviewing existing works on the analysis of
Langevin algorithms, with a particular focus on the dependence on dimension d. Anal-
ysis of (1.2) dates back to the work of Roberts and Tweedie [36], where asymptotic
properties such as ergodicity of the discrete Markov chain are studied. Asymptotic bias
of the discrete SDEs can be investigated using Taylor’s expansion and the Poisson equa-
tion [39, 40, 1, 31]. Non-asymptotic analysis of the algorithm (1.2) aims to characterize
the step size and iteration complexity to achieve bounded error under certain metrics;
again, the iteration complexity typically scales inversely with the step size (up to loga-
rithmic factors of d). Here, we focus on the scaling of the step size with dimension. A
large body of work considers strongly log-concave distributions:

Assumption 1.1. Let 7 oc exp(—V) and V € C*(R%). Assume V is a-strongly convex
and B-smooth such that ol < V2V (x) < BI at any x € R, Here 0 < a < 8 < 0.

Under Assumption 1.1, existing non-asymptotic bounds for the unadjusted Langevin
algorithm (1.2) mainly focus on metrics such as the total variation distance, the Wo
distance, and the Kullback-Leibler (KL) divergence; see [13, 12, 16, 17, 8, 15]. In these
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studies, to maintain a bounded error or bias as the dimension d increases, the step size
h must scale inversely with d, i.e., h ~ 1/d. With additional smoothness assumptions
on the Hessian of V, the bound on the step size can be improved to h ~ 1/ Vd; see
[29] and the mean squared analysis framework developed in [30]. Other convergence
results exist, such as those using the x? and Rényi divergences as metrics [41, 20],
under weaker assumptions like the log-Sobolev inequality [41, 9] or other conditions on
7 [4, 19, 32, 27], and alternative discretization schemes [38, 23]. All these results lead to
power law scaling of the step size with d (up to logarithmic terms) to attain a desired
error for any d.

Metropolis-adjusted Langevin algorithms (MALA) [36] and proximal samplers [26]
are two common unbiased schemes for the Langevin dynamics (1.1). For MALA, the
asymptotic analysis in [35] shows that, when h ~ 1/d'/3, the algorithm admits a non-
degenerate diffusion limit as d — oo, provided 7 is a smooth product measure and
the algorithm starts at stationarity; see also further generalizations beyond product
measures and stationarity [3, 11, 34, 24] and note that out of stationarity, the results
suggest the scaling h ~ 1/v/d. Non-asymptotic bounds on the mixing time of MALA
have also been investigated in the literature [18, 6, 10, 43, 7]. These bounds require a
specific choice of step size, scaling as h ~ 1/v/d for MALA initialized at a warm start
and h ~ 1/d for a feasible start, up to logd terms; see also related studies on the lower
bounds of the mixing time [10, 25, 43]. For proximal samplers [26], a key component is
the implementation of the restricted Gaussian oracle (RGO), and the step size h needs to
be small to ensure efficient implementation. Existing analyses suggest choosing h ~ 1/d
if the RGO is implemented via rejection sampling [5], and h ~ 1/+/d if it is implemented
via approximate rejection sampling [21].

In summary, for both MALA and proximal samplers, choosing the step size inversely
proportional to d or v/d is necessary for efficient implementation and to achieve the
desired mixing time bounds. For the unadjusted Langevin algorithm, similar scaling is
required to attain a bounded error on the bias under the aforementioned metrics.

Under this context, the goal of this paper is to show that the requirement on the step
size in the unadjusted Langevin algorithm can be significantly improved if we use an
alternative W o metric to measure convergence. The convergence bounds we prove
in this metric indicate that, in some situations, the bias of the unajusted Langevin
algorithm is delocalized, in the sense that the bias in individual coordinates is nearly
dimension-free. This is precisely the behavior observed when 7 is a product measure.
Our results show that this phenomenon holds in wider generality.

References [2] and [14] studied target distributions for which larger stepsizes are
possible in high-dimensions if the observable of interest has Lipschitz constant that
scales as 1/v/d, such as the averaged observable f(z) = 2 2?21 ® () with £2-Lipschitz
®. In these cases, a constant step size is sufficient to achieve a bounded error regardless
of dimensionality. Our results go beyond these studies by establishing bounds that
are not limited to averaged observables. Our analysis implies that the algorithm could
achieve a bounded error for low-dimensional marginals in any dimension using a step
size that is dimension-independent up to logarithmic terms.

1.3. Main results. In this section, we outline our main results, including a novel metric
W ¢ to measure convergence, two positive and one negative example that illustrate
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the delocalization effects of bias, and our main theorem regarding the convergence result
for strongly log-concave distributions with sparse interactions.

1.3.1. A new metric to measure convergence. We introduce the following W), y« metric:

1/p
(1.3) W) = (min [ o= yoardndy) .
YE(p,v)

where || is the £*° norm of a vector and II(u, ) represents the set of measures in the
joint space R? x R? that have marginals y, v.

We note that |z — y|so > |29) —yU)| for any 1 < j < d, where we use the superscript
(j) to denote the j-th component of a vector. This observation implies that W), g (1, /)
serves as an upper bound for the W), distance between one-dimensional marginals of
p and v. Moreover, since K|z — y5, > Zf; |20t — )P for any 1 < j; < d, we
have that K1/7 . W), e (i, v) serves as the upper bound for the W), distance between
any K-dimensional marginals of y and v. In summary, the metric W), s~ is capable
of measuring the accuracy of low-dimensional marginals. In this paper, we specifically
focus on the case p = 2, i.e., the W o metric.

Another important observation is that

Wa peo (prh, ™) < Wapoo (prn, Th) + Wapoo (h, m) < Wo(prn, Th) + Wa oo (T, )

which, combined with the dimension-independent contraction result in the W5 metric,
implies that the W5 s bias governs the dependence of the W; ¢ error on d.

1.3.2. Positive and negative examples: delocalization effect. How should we expect the
Wy s bias of (1.2) behave? To motivate the discussion, we first consider the examples
of product measures and Gaussian measures. We begin with the product measure case
for which a bound on W g (7, ) can be obtained by a contraction argument similar
to the Ws analysis (e.g., [12]). We include a sketch of the argument for later reference
in the sketch of the proof of our main result, Theorem 2.2 in Section 2.2.

Example 1.2. Consider m o« exp(—V) where V(x) = Zle Vi(x®) satisfies a <
V2V; < B. Then, for h < a/B?, it holds that

Wa e (s, ) = O(2\/hlog(2d)).

Sketch of Proof. Given k € N, we couple the continuous-time Langevin dynamics at
stationarity Y;, kh < t < (k + 1)h and the discrete-time iterates X, in (1.2) so
that they share the same Brownian motion. Introducing an auxiliary random variable
?(k+1)h =Yin — hVV (Yip) + \/i(B(kH)h — Byp) and using the triangle inequality then
lead to

VEIX Gerh — Yo nnlZo) < VEIX gernn — ¥ ernnl2e] + VEIY geriyn — Yarnl2] -
(a) ()

Here (b) is the one-step discretization error which is bounded by O(Bh3/2,/log(2d))
given b < o/f% And (a) = VE[Xin — Yin — M(VV (Xin) — VV (Vi) 2] < (1 —
ah)\/E[[ Xk — Yin)2) < exp(—ah)\/E[| Xk — Yin|2] where we apply the strong con-
vexity of V; to bound each coordinate of the vector yielding the final /°° norm bound.
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This shows that there is a one-step contraction in the £*° norm. We then couple the
distribution of Xy and Y} such that \/IEHth — Yin|%] = Wa oo (pgn, 7). Using the
definition of the W5 yoc norm, we get

W00 (P(k1yhs ) < exp(—ah) W oo (pien, ™) + O(BR3/21/log(2d)) .

Iterating this inequality implies W poo (73, m) = O(gwhlog@d)). A detailed proof can
be found in Appendix A. O

Example 1.2 shows that the W5y bias scales only as the square root of log(2d); that
is, the bias is nearly independent of the dimension. The key in the proof for Example
1.2 is the one-step contraction property in the ¢°° norm, which relies on the structure of
the product measures. This property does not hold for general 7. On the other hand,
we know that for Gaussian distributions, we have an explicit formula for the law of
iterates in the algorithm and thus the biased distribution 7y, so we can investigate the
W3 oo bias directly without concerning the one-step iteration property; see the following
Example 1.3 with proof in Appendix B.

Example 1.3. Consider m oc exp(—V) and V(z) = $(z—m)TE" (z—m) where m € R
and o < X~V < BI. Then, for h <1/, it holds that

Waee (s ) = O(hy/Blog(2d)) = O(y/hlog(2d))

Again, Example 1.3 shows that the W5 4o bias is nearly independent of the dimension.
Using the property of the Wy ¢ metric, this further implies that the W> distance
between K-marginals of 7, and 7 is bounded by O(y/Khlog(2d)), nearly independent
of d. We can interpret this as the overall bias being nearly delocalized accross all one-
dimensional marginals. A step size of O(1/K), up to logarithmic terms, suffices for
a bounded bias and error in K-marginals for any dimension; the iteration complexity
scales with K and is also nearly independent of d.

On the other hand, a simple example shows that delocalization of bias does not always
hold:

Example 1.4. Consider = = p®¢ where p is a one-dimensional centered log concave
distribution for which the biased distribution pp obtained by the corresponding one di-
mensional unadjusted Langevin has nonzero mean', so that their mean differs by 6 > 0.
Consider the observable f(x) = - 2?21 @ for x € R%. It holds that

d
=d§.

'/ﬂw—m

Now, consider the rotation matriz Q which satisfies (Qz)(Y) = % Z?:l 2O, Let 7 =
Q#7. We have 7y, = QFmy,. Consequently, it holds that

[0 =) = | [ 1z =)

LFor example, Proposition 3.1 can be used to show that p can be taken to be a univariate mixture of
Gaussians pN (u1, 1) + (1 — p)N (p12, 1) with pus + (1 —p)u2 = 0, 0 < p < 1/2, and |1 — p2| sufficiently
small.

=Vds.
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We then find Wy goo (7, 75) = Wi goo (7, 7p) > ‘ [2W(7 — 7y)| = V.

Example 1.4 shows that for the rotated product measure 7, the W5 s bias is of
order v/d. This indicates that the bias is not declocalized, but concentrated on one
specific dimension. Thus, the delocalization effect of the bias over marginals is a delicate
phenomenon and does not hold universally. We note that Example 1.4 is characterized
by strong, dense interactions between coordinates after the rotation.

1.3.3. Strongly log-concave target distributions with sparse interactions. In this paper,
our main result is to show that the delocalization effect holds for distributions with
sparse interactions; see the following Figure 1 and Theorem 1.5.

O Some i-th variable: z(®) .
O‘O 1st layer neighborhood: N (%) . .
E E E E E 2nd layer neighborhood: No(7) . . O

V(z) = S0, Vi(&x?), where X' = {zU) : j € Ny(3)},

: : : : : and Vj is a function depending on variables in X
RORON EO) | 5

: : : : : Sparsity parameter s := sup;<;<q4 INk(4)]
OO0 OO i cmmpier .~ 002

FIGURE 1. Tlustration of a potential V(x),z € R? with sparse interactions.

Theorem 1.5 (informal). Let Assumption 1.1 hold. Suppose V' further satisfies the
sparsity conditions illustrated in Figure 1 and rigorously formulated in Section 2.1 below
with the sparsity parameter s, < C'(k+ 1)", then

Wo goo (1, ) < \/mmin {(O(glog@d)))%ﬂ, O <§\/g>} )

The precise statement of the theorem is in Section 2. The key technical challenge
in extending the delocalization of bias result beyond product measures and Gaussian
measures is the lack of one-step contraction in the W5 oo metric and the lack of explicit
formulas of the solutions. We employ a novel multi-step coupling argument to derive a
multi-step contraction result and crucially use the sparsity of the potential to control
the accumulated errors over these steps to prove the theorem.

The theorem implies that for such a sparse potential, the W5 s bias is nearly inde-
pendent of d, up to logarithmic terms and assuming the condition number 3/« is also
nearly independent of d. As a consequence, by taking h ~ 1/K, the iteration complex-
ity scales with K to ensure a desired Wy error for all K-marginals, up to logarithmic
terms on d. Thus, for these potentials, the unadjusted Langevin algorithm proves more
scalable than its unbiased variants when the quantities of interest are low-dimensional
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marginals. We note that these sparse potential illustrated in Figure 1 can arise in
physical applications and Bayesian inference; see Section 2.3.

Generalizing the delocalization of bias effect beyond sparse potentials can provide
further insights on the behavior of the algorithm in high dimensions. We also approach
this through an alternative asymptotic perspective, in the spirit of methods using Tay-
lor’s expansion and the Poisson equation [39, 40, 1, 31]. We derive explicit formulas for
the bias of observables in first orders and demonstrate how the delocalization of bias,
in the context of observables, can hold in a wider generality.

1.4. Organization of this paper. Section 2 presents our main result on sparse po-
tentials. In Section 3, we discuss generalizations of our result through asymptotic argu-
ments. We conclude the paper in Section 4. All proofs are deferred to the appendices.

1.5. Notations. We write A = O(B) or A < B to mean that there exists a constant C
independent of «, 3, h,d such that A < CB. On the other hand, A = Q(B) or A 2 B
means that there exists a constant C' independent of «, 3, h,d such that A > C'B. We
use | - |0 and | - |2 to represent the /*° and ¢ norms for vectors and matrices. When
applied to matrices, they stand for the corresponding operator norms. We use < for
the Loewner order such that if M < N where M, N are symmetric matrices, then the
matrix N — M is positive semi-definite.

2. STRONGLY LOG-CONCAVE DISTRIBUTIONS WITH SPARSE INTERACTIONS

In this section, we begin by mathematically defining the potential with sparse in-
teractions (as illustrated in Figure 1) in subsection 2.1. Subsection 2.2 presents the
convergence bound. Finally, in subsection 2.3, we discuss examples of sparse potentials
that satisfy the assumptions of our theorem.

2.1. Sparse graphical models. Consider an undirected graph G with d nodes, labeled
by 1 <4 < d. If there is an edge between node i and j, we write i ~ j, meaning that
the two nodes are connected. We denote by N(i) the neighborhood of the node i, which
is a set of nodes connected to i. Here the neighborhood relationship is symmetric,
and without loss of generality, we assume ¢ ~ ¢ for all 1 < ¢ < d. Furthermore, we
define recursively that Ni(i) = {1 < j < d: 3 ¢ € Ni_1(i), such that j ~ (¢}, for
k > 2. Here Ny(i) := N(i). Denote the cardinality of the set Ng (i) by [Nk ()| and let
maxi<i<q [Ni(i)| = si. We also write s = sy.

Assumption 2.1. Let the potential V' be of the form
d .

(2.1) V(z) =Y Vi(x")
i=1

where X' = {z9) : j € N(i)} and V; is a function depending on variables in the set X

We can also understand G as a factor graph, where F = {X*,1 < i < d} represents the
factor vertices. By definition, the potential V' described above exhibits sparse interaction
when the graph is sparse.
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2.2. Convergence bound for unadjusted Langevin. Below we present the bias and
convergence bounds in terms of the W5 y« metric. The sparsity parameters s, will play
important roles in our bound.

Theorem 2.2. Let Assumptions 1.1 and 2.1 hold. Assume 0 < h < 1/ and denote
q = exp(—ha). Let r; = [e%ihf3 + log\/d]| for i € N. Then, for any N € N such that
2qN,/er < 1, we have the bound

WQ,Z“’ (7Th7 7T) S biaS(N, q, 57 h)

(2.2) _ 283 ¢ e (2 BTV + 35 fiog(2d)

1—2¢N. /sy
Moreover, the following convergence bound holds for any k € N:
(2.3) W (pins ™) < " Wa(po, mn) + bias(N, q, 8, h) .

Sketch of proof. Using the same coupling argument and notations in Example 1.2, we

have

VEIX(ernn — Yasnlk] < (a) + O(85°2 \/log(24))
where (a) = /E[|Xgn — Yir, — B(VV (Xn) — VV (Yin))|%). Now 7 is not a product
measure and we no longer have the contraction (a) < (1 — ah)\/E[|Xgn — Yinl%]. In
fact, using Taylor’s expansion, we can write

Xin = Yin — W(VV (Xpn) = VV (Yin)) = Hi(Xin — Yin)
where Hy, = I — hfol V2V (uXpn + (1 — u)Ysp)du. Here |Hyls < 1 — ah. When 7 is a
product measure, Hy, is a diagonal matrix and thus its £>° norm equals 2 norm so we
can get the contraction property. However, in general, |Hg|o can be much larger than
|H}|2 so the one-step contraction fails. Specifically |Hj|oo < \/51|Hj|2 based on the fact

that Hj has only s; nonzero entries in each column. As a result, we must employ a
multi-step coupling argument to analyze the iterations. We now have

VEIXGrn — Yernl2) < VEIHR(Xin — Yin) 2] + error(1),

where error(1) = O(8h3/2,/log(2d)). Applying the bound again within the first term
on the right hand size, yields

VEIX griyn — Yirenn 2] < VEIHeHi—1(X(—1yn — Yir—1yn)loo] + error(2) |
where error(2) represents the two-step error. More generally, for any k, N € N, we get
VEIX e — YoemnlZ] < VE[Hys N1 Hysn—2 - Hy(Xin — Yi)loo] + error(N) .

Now by choosing a large N, we will get |Hin_1Hpin—2- -+ Hi|oo < 1. In fact, a simple
bound is

|Hy N1 Hpyn—2 Hiloo < Vd|Hpyny 1 Hpyn—o- - Hyla < Vdexp(—Nah).

Thus N ~ loﬁd will lead to a contraction. In our proof, we leverage the sparsity of the
potential to produce a potentially tighter bound |Hyyny_1Hgin—2 -+ Hiloo < 2qN\/%.

The primary challenge lies in controlling the growth of error(/N). A naive approach
would lead to polynomial dependence on d since the bound may grow exponentially
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fast in /N without contraction. In contrast, our analysis hinges on a sparsity bound of
the propagator of the unadjusted Langevin algorithm over multiple steps; see Appen-
dix C.1. This sparsity enables us to obtain tighter bounds on these £°° errors across
multiple iterations. In fact, we can see that in (2.2), r; scales with the physical time ih,
which justifies that s,, can characterize the sparsity of interactions after i steps of the
algorithm. Using the sparsity bound, we finally control the accumulated discretization
errors in N steps by

N
error(N) < 26(2 g '/5) (hQ\/E,TUVV]go] + 3h3/2\/10g(2d)) :
i=1

With the N-step contraction and the bound on the accumulated discretization errors,
we will get

Wg’goo (p(k—l—N)ha 7T) < 2qN‘/STNW2’goo (Pkm 7'(') + eI‘I‘OI‘(N) s

for any k, N € N. When 2¢", /Sry < 1, we can let K — oo and get the final bound in
(2.2). The complete proof for Theorem 2.2 can be found in Appendix C. (]

Overall, Theorem 2.2 implies that the bias depends on the sparsity growth, the ex-
pectation of |VV|2,, and log(2d). In the following, we state a result that provides an

oo

upper bound on the expected |VV|2,.
Proposition 2.3. Let Assumptions 1.1 hold. Then, it holds that

(2.4) VE[VVIA] < 2%\/log(2d) .

Sketch of Proof. When V is strongly convex, by the Bakry—Emery criterion, 7 satisfies
the log-Sobolev inequality with constant 1/a. Using this fact and Herbst’s argument
leads to the bound (2.4). The complete proof can be found in Appendix C.3. ([l

Now, we are ready to provide one instantiation of Theorem 2.2 and Proposition 2.3
for the case that the sparsity of the neighborhood of the graphical model grows at most
polynomially. We need to carefully calculate an explicit bound on the terms in (2.2); the
detailed proof is in Appendix C. Section 2.3 will provide concrete examples illustrating
this case.

Theorem 2.4. Let Assumptions 1.1 and 2.1 hold with s < C(k+1)" for any k € N,
where C' > 0 is a generic constant and n € N. Then for h < Bag, we have

(2.5) Wagoo (7, m) < 1/hlog(2d) min {(o(g log(2d))> o , 0 <§\/E>} .

Moreover, it holds that
(2.6)

141
Wo poo (prn, ™) < *Wa(po, ) + /hlog(2d) min {(O(g log(2d))> ’ , O <§\/E>} )

2_1’_1
In Theorem 2.4, we express (O(glog@d))) ® " in this manner to ensure that the
hidden constant is also independent of n. In the worst-case scenario, where there is no
sparsity present at all, n scales with logd.
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Theorem 2.4 implies that the W5 g bias is nearly independent of d, up to logarithmic
terms, if we assume n is independent of d and the condition number 3/« is also nearly
independent of d. In such case, by taking h ~ 1/K, the iteration complexity scales with
K to ensure a bounded Ws error for all K-marginals, up to logarithmic terms on d, per
the discussion in Section 1.3.

Remark 2.5. The current upper bound in Theorem 2.4 involves v/A. This is in alignment
with the Wy bound proved in the literature (under Assumption 1.1) based on coupling
arguments where such square root dependence manifests. The second part of the bound,

\/hlog(2d)O (gx/a), is consistent, up to logarithmic terms in d, with the established
result for the W5 bound. In fact, using the W5 bound, we have that W5 geo (15, m) <
Wy(mp, ) = O(gvdh). O

2.3. Examples of sparse graphical models. In this subsection, we provide examples
that satisfy Assumptions 1.1 and 2.1. For the bound in Theorem 2.4 to be non-trivial,
the ratio 3/a should not grow too rapidly with the dimension. The simplest case would
be when o and 3 are fixed constants, independent of the dimension.

It is not immediately apparent that given constant values of a and § such that o < g3,
there exists a potential function V for any dimension d € N with ol < V2V (z) < I
at any point € R? and where s, grows at most polynomially in k, as required in
Theorem 2.4. As the following example shows, a natural class of examples of such
potentials arises from Laplacians of sparse graphs.

Example 2.6. We provide an example of V : R? — R for which ol < V2V (z) < BI at
any © € R? with o, B independent of d, and s = min{2k + 1,d}.
Consider the following matrix

2+ Az) -1 0 0 0
—1 24 Nz) -1 0 0
0 —1 24 \z) -1 0 _pixd
0 0 —1 24 Nz) -1

0 0 0 —1 24 \a)]

This matriz can be seen as —A+ \(x)I, where A is the discretization of the 1D Laplace
operator with homogeneous Dirichlet boundary conditions. This operator satisfies 0 <
—A = 4I. Therefore, if V is a potential such that V?*V (z) is equal to the above matriz
and X\ is a bounded function satsifying min,cgpas AM(x) = o > 0, then we have s =
max{2k + 1,d} and ol < V2V (z) = BI with B = 4 + max, g \(¥), in any dimension
d. Thus this model satisfies the assumption in Theorem 2.4 with n = 1.

More generally, consider a sparse, bounded-degree graph G on the variables (), . .., z(4)
and potentials of the form V(z) = S>%, V;(z®) 4 3 zi’j:(i,j)eE(G)(x(i) — 202, where
Vi,...,Vy are arbitrary smooth and strongly convex functions and E(G) is the edge set
of G. The resulting probability measures are log-concave perturbations of a Gaussian
free field. Then V will satisfy Assumptions 1.1 and 2.1 with a and 8 independent of the
dimension, analogous to Example 2.6. An important special case is when G is a subset
of the lattice Z", in which case the sparsity parameter satisfies s < C(k+ 1)".
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These examples can arise in physical systems where there are local interactions and
a restoring force for each state which plays the role of Vi(az(l)), or in Bayesian inverse
problems where such V;(z(®) terms can come from priors.

3. DISCUSSIONS AND (GENERALIZATION WITH ASYMPTOTIC ARGUMENTS

In this section, we discuss generalizations of the results beyond log-concave distribu-
tions with sparse interactions. While our analysis requires strict sparsity, where most
interactions are zero, we anticipate that the analysis can be extended to cases where
all but a small number of interactions are weak. Moreover, our sparsity assumptions
treat different coordinates equally, and it is of interest to consider heterogeneous sparse
models where some coordinates have more, but potentially weaker, connections with
others. The study of these scenarios is left for future endeavors.

Alternatively, we can approach the question from a different perspective, employing
asymptotic analysis. More precisely, we adopt the Poisson argument and utilize the
generator of the Markov process to derive an asymptotic formula for the bias of certain
observables. By doing so, we can gain additional insights into the algorithm’s bias.

Recall our definition V(z) = —logw(z). Let £ and Lj be the generators of the
continuous Langevin dynamics and the unadjusted Langevin algorithm, respectively.
By definition, Lu = Vlogm - Vu 4+ Au and

E[u(x + hV log (z) + vV2hE)] — u(x)
h

Below we calculate the first order formula for the bias of an observable f. We assume

that f is sufficiently regular so that the Taylor expansions and integration by parts used

in the Proof of Proposition 3.1 below are valid. In this section, we use the notation

A = o(h) to mean that the term A is a higher order term than h as h — 0.

Lypu(z) =

Proposition 3.1. Without loss of generality, assume [ fr =0. Then it holds that

(3.1) /fﬂ' - /fﬂ'h = ih/(—2Af + |Vlog w3 f)m + o(h).
Moreover, we also have the following formula:
(3.2) /fw - /fﬂ'h = —ih/(Af + fAlogm)m + o(h) .

The proof of the formula can be found in Appendix D. Let us make some observations
regarding Proposition 3.1. If 7 is Gaussian, then [ f(Alogm)m = 0 since [ fm =0. We

have /fﬂ_/fﬂh:_ih/(Af)ﬂ—ko(h).

This means that if f is a linear observable, then the first-order term of the bias is zero.
Moreover, if f depends only on a small number of coordinates of z € R?, then the
integral [(Af)m will scale with that number, rather than d, because the entire integral
will rely only on the marginal distribution of 7 at these coordinates. Thus, to leading
order, the bias of the observable is delocalized across dimensions.

In fact, the above argument can be further generalized to 7 that is a perturbation of
Gaussians; see the following Proposition 3.2, and its proof is in Appendix D.
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Proposition 3.2. Let m o< exp(—V(z)) x N(x;m, ) exp(—U(x)) where N'(x;m,X) is
the density of a Gaussian with mean m and covariance . Assume 7 is centered, and
f(AU)27T < Cy for some constant Cy independent of d. Suppose f depends only on K
coordinates of x € R?, then the first-order term of the bias depends on K, not d. In
particular, for the observable f(x) = Eszl %) under the additional assumption that w
satisfies a Poincaré inequality with a positive dimension-independent constant, we have

Jrefe

where C1 is a constant independent of d.

< C\WEKh+ o(h),

Proposition 3.2 shows that the delocalization of bias for observables holds if 7 is a
perturbation of a Gaussian distribution, suggesting that the delocalization effect may
hold in significant generality. Note, however, the asymptotic arguments in this section
do not provide insight into the behavior of the higher order contributions to the bias. On
the other hand, the asymptotic formula is applicable beyond log-concave distributions
and can be applied to study the bias of any observable of interest.

Proposition 3.2 also suggests that the Gaussian part may not have a significant effect
on the bias of the observable f. Recall that our W5 bounds apply to Gaussian
distributions (which can have dense interactions) and log-concave distributions with
sparse interactions. It is natural to inquire whether our W5 g analysis can be extended
to the case of a distribution that is the product of a dense Gaussian and a sparse
log-concave distribution.

4. CONCLUSIONS

In this article, we studied the convergence of unadjusted Langevin algorithms in high
dimensions. For strongly log-concave distributions, existing results showed that the
iteration complexity scales proportionally to d or v/d in order to achieve a desired error
in the W5 metric for any dimension d. We demonstrate that for Gaussian distributions
or distributions with certain sparsity structures, a constant number of iterations, up to
some logarithmic terms in d, suffices to achieve a bounded error in the Wy s metric.
Consequently, a number of iterations proportional to K (up to some logd terms) can
achieve a bounded Ws error for all K-marginals. This result implies that even in
extremely high-dimensional settings, unadjusted Langevin algorithms can still be highly
scalable if the quantities of interest depend only on low-dimensional marginals. We note
that this desirable property is not satisfied for unbiased schemes such as the MALA or
proximal samplers, where the constraint on the step size necessitates poor scaling in d.

Our discussion hinges on a delocalization effect of the bias: the overall bias of the
algorithm is delocalized to a comparable order across each one-dimensional marginal
distribution. Thus, to obtain accurate low-dimensional marginals, one does not suffer
from a poor dependence on the full dimension d. The delocalization effect is rigorously
shown in this paper for Gaussian distributions and distributions with certain sparsity
structures. Our error bounds have a favorable dependence on d; however, the depen-
dence on the condition number 5/« may potentially be improved. We also provide
counterexamples of a rotated product measure for which the bias is not delocalized.
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Extending the delocalization analysis to other broader classes of distributions is of fu-
ture interest. In fact, our asymptotic arguments based on Poisson equations provided
further insights into how the first-order terms of the bias of general observables scale
with dimension.

More broadly, it is an important question to understand how the complexity of other
unadjusted MCMC algorithms scales with dimension when the quantities of interest
depend solely on low-dimensional marginals. Addressing this question can provide valu-
able insights to help practitioners select appropriate algorithms and understand their
computational complexity when dealing with high-dimensional sampling problems.
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APPENDIX A. PROOFS FOR LOG-CONCAVE PRODUCT MEASURES

Proposition A.1l. Under Assumption 1.1, let V(z) = Ele Vi(z9) such that m o
exp(—=V) is a product measure. Assume 0 < h < 1/8 and denote ¢ = exp(—ha).
Consider the Langevin dynamics dY; = —VV (Y;)dt + 2dB; with Yo ~ 7. Let pp
denote the probability distribution of Xy, from the iterations of the unadjusted Langevin
algorithm with stepsize h. Then, the following estimates hold for any k € N:

832
(A.1) W poe (D(k1)hy T) < qWo g0 (prn, ™) + B (—fa h* + 8h3)log(2d) .
This implies that
B 8p
oo <2 (22 .
W oo (T, ) < o (3a h? + 8h) log(2d)

Furthermore, if h < %, we get

48
00 < —+/hlog(2d) .
WZ,Z (7Th,7T) = h Og( d)
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Proof. First, for the continuous-time Langevin dynamics Y; and the discrete-time iter-
ates Xpp in the unadjusted Langevin algorithm, we have:

(k+1)h

Yier1yn = Yen — / VV (Y2)dt + V2(Bgy1yn — Brn)
(A.2) kh

Xt tyn = Xpn — WYV (Xin) + V2(Beyn — Bia) -

We couple the two processes using the same Brownian motion. We aim to estimate
E| X (k41)n — Y(k+1)h|go]. For this purpose we introduce an auxiliary random variable

(A.3) Y e = Yin — hVV (Yin) + V2(Bgey1yn — Brn) -

Using the triangle inequality then leads to
(A.4)

VEIX (e — YarnlZe) < VEIX @i — Y ernnl2] + VEIY (ern — YarinlZ) -
(a) (b)

For (a), we have

= \/E |th — Yin — h(VV(th) - VV(Ykh))|c2>o]

-/ E{max |X35) — V) — (VV(X}3) = VVi(vg))P?
(A.5)

< \/Elmax (1 - ha)?(X[5) - Y,

< q\/E[| Xpn — Yinl2]

where we used the facts that V(z) = 2?21 Vi(z®) and 0 < 1 — hfB < 1 — ha. For (b),

we have

(A.6)
o , (k+1)h ,
ElV s 1n — Yoernml%] = EI /k V() - V(e
(k+1)h
<h E[IVV(¥:) — YV (Yin) % dt

k 1h
<h/k " / (|V2V (uY; + (1 — u)Yin) (Vs — Yin) |2 dudt

(k+1)h
< g / E[[Y; — Vi 2.]dt
kh
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where in the last inequality, we used the fact that V2V (uY; + (1 — u)Y}y,) is a diagonal
matrix with each diagonal entry bounded by £ in magnitude. We further have

(k+1)h
/ E[|Y; — Vi 2]t
kh

(k+1)h t
:/ E[| [ VV(Yi)ds + V2B;_gp|%]dt
kh kh

t

(k+1)h
< / (2E[| VV (Y,)ds|%] + 2E[ﬁBt_khlio]) dt
k

(A7) h h
(k+1)h ¢ (k+1)h
g/ 2(t—k:h)/ E[\VV(}@)\go]dsdH/ 2E[V2B;_ |3 |dt
kh kh kh
(k+1)h (k+1)h
<2 / (t — KR)2EL[[VV(Y)2.)d¢ + / 16(t — kh) log(2d)dt
kh kh

=2 WELVV (V)] + 87 log(2d),

where we used the fact that all Y; ~ 7, and the bound E|B,|%, < 4ulog(2d) holds for
any u > 0 due to Lemma B.1.

Then by Proposition 2.3, we have \/E[|[VV|2] < 2%\/log(2d). Combining all the

bounds above, we get

3 1. B 88, 3
\/E[\X(kﬂ)h — Yoqnld) < Q\/E[\th — Yinl2] + o (3—ah + 8h?) log(2d) .

We can now couple the distribution of X5 and Y} such that \/E[]th — Yinl2] =
Wa goo (pkn, ™). With this and using the definition of the Wy oo norm, we get

8 2
W27£oo (p(k+1)h,7T) § qW27goo (pkh,ﬂ') + g (%}ﬁ + Sh) log(2d) .

Iterating this inequality leads to the bound on the W5 o, bias. Furthermore under the
assumption h < %, we get

8 4
Wa e (miom) < 2\ (S 4 9hog2a) < 22, /log(2d).

The proof is complete. O

APPENDIX B. PROOFS FOR GAUSSIAN DISTRIBUTIONS

We first state a lemma for the expected squared maximal norm of a random vector
whose entries are sub-Gaussians. This lemma will also be used in the proof of our main
theorem.

Lemma B.1. Suppose Y = (Y(l),Y(z),...,Y(d)) e R? and each Y is centered and
sub-Gaussian with variance prozy o?, namely

(B.1) Elexp(AY )] < exp(%/\Qaz).
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Then, it holds that
(B.2) E[|Y|%] < 40%log(2d) .
Proof of Lemma B.1. By the property of sub-Gaussian random variables [42], we have
that for 0 < X < 1/(20?),
1
V1—2Xo2
Using the convexity of the exponential function, we can derive

(B4)  exp(AB[max (v")%)) < Elexp(A max (v)%)] = E[max exp(A(y )]

(B.3) Elexp(A(Y?)?)] <

Then, we can bound the right hand side as follows:

d
V1 —2\o?
Thus, combining the above two 1nequaht1es and taking logarithms, we find
logd 1
2 () = - 2
(B.6) E[|Y[oc] = E[ max (¥ VIS = = gy los(1 - 2207,
for any 0 < A < 1/(20?%). Taking A = ;- =,
(B.7) E[|Y|%] < 402 logd + 202 log 2 < 402 log(2d) .

The proof is complete. O

(Z < (@)
(B.5) E[lrglaz(dexp Y ZEexp (Y)2)] <

we arrive at

With Lemma B.1, we present the proof for the statement in Example 1.3 as follows.

Proof for Ezample 1.3. When 7 is Gaussian, the potential V = 2(z — m)TS " (z — m)
is quadratic. In this case, the iteration takes the form
Xeriyn —m = (I = hE™) (X —m) + V2(Bgyyn — Bia) -
Suppose Xgp ~ N (myg, Xi), we have
Mpp1 —m = (I —hE Y (mp —m),Spy1 = ([ — WX HER(I — hX™1) + 2hT .
Let 0 < h < 1/|Y7 Y9 = 1/, then as k — oo, we have m,, = m. For ¥, we have the
identity:
Ypr1 = (I — WX HER(I — hX™1) + 2hT

k
= (I - hS HFHISe(7 — hS )M 2n > (T - A
=0
Letting £ — oo, we get
Yoo =20(I — (I —hE N3t =5(1 - gz—l)—l

Thus, 7, = N (Moo, Xoo) When m = N (m, ). Consider the coupling X = 227 +m
and Y = 21/22 + m where Z ~ N(0,I). Then, for this specific coupling, we have the
bound

(B.8) W3geo (m,m) < E[IX — Y[3] = E[[(ZY? - ) ZI%].
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Setting YV = (S/2 — £Y?)Z, we see that Y ~ A/(0, 0?), where o7 = ((X1/2 - SUA2), <
|x1/2 — E}Xé2|§. In particular, the entries of Y are |£1/2 — E})éz@-subgaussian.

Consider the eigendecomposition ¥ = QTAQ where @ is an orthogonal matrix and
A = diag(A1, ..., A\g); we note that o < )\% < 8,1 <i <d. Then we have the formula

Sao = QTA - AT Q= QTAKQ,

where
A A
Aoo:diag< 1h,..., dh).
Ll > v
We obtain
\s
1/2 _ y1/2) _ _ v =
(B.9) V% - 2] = max Vi — O(\/Bh).

Combining this bound with Lemma B.1, we get Wy goo (3, ) = O(v/Bhy/log(2d))
O(y/hlog(2d)) as h < 1/p.

O

APPENDIX C. PROOFS FOR LOG-CONCAVE DISTRIBUTIONS WITH SPARSE
INTERACTIONS

C.1. Sparsity of the propagator of unadjusted Langevin. First, we present a
proposition concerning the £*° norm of matrices that include the propagator of the
Langevin Monte Carlo algorithm as a special case. We will use this proposition when
analyzing the convergence of the algorithm in the next subsection.

Proposition C.1. Assume 0 < h < 1/8 and denote q = exp(—ha). For the potential
function in Assumption 2.1, the following facts hold:

(i) The matriz (V2V (21))(V2V (22))...(V2V (2,.)), which is the multiplication of v
Hessian matrices, is s, sparse, for any ©1,Zs,...,x, € R, r € N. Here we say a
matriz is s.-sparse if each row of the matriz contains at most s, nonzero entries.

(i) Let vy,...,vn be any probability measures in RY. Define the matriz

(C.1) Py = <I—h/V2VdV1> <[—h/v2Vdu2) (I—h/V2VdVN> .

We have the inequality

(C.2) 1PN oo < v/5rq" + Vdexp(—r)
for any r > e2Nhp. In particular, taking rn = [e2Nhj + log \/E], we get that
(C.3) |PN oo < 2v/5rnq” -
(iii) In the context of (i), consider additionally a probability measure vy and the
matriz
(C.4)

IN = </V2Vduo> <I—h/V2VdV1> (I—h/V2de2> <I—h/V2VdVN> :
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We have the inequality
(C.5) [ Tnloo < B(V/5rg"N ™ + Videxp(—r))
for any r > e2Nhp. In particular, taking rn = [e2Nhj + log \/E], we get that

(C.6) TN oo < 28/5rna™ -

Proof of Proposition C.1. We prove the above facts one by one.
Proof for (i). We know that the ij-th entry of the matrix

(V2V () (V2V (22))...(V2V (2,.))

is nonzero if and only if j € N, (7). Since maxj<;<4|Ny(7)| = s,, we will have at most s,
nonzero entries in each row. This implies that the matrix is s,-sparse.

Proof for (ii). Let us denote Ay = [ V2V duy, then Py = (I —hA;)(I —hAg)--- (I —
hApy). Expanding the product, we have

N
Py =Y _(-DFn* > A4
(07) kjo 1<i1<...<ix <N .
k=0 1<it<..<ip <N k=r+1 1<i1 <...<ip<N

For k > r 4+ 1, we bound

ko k , , kok [N (NhB)* eNhj .\
(C.8) (=1)kh S A4 gh5<k>§ o < ( el

1<i1<...<ix <N

2

where in the last inequality, we used the fact that k! > k*/exp(k). This fact can be
seen by taking x = k in the inequality exp(z) > z*/k!.
When r > e2Nh/3, we can bound

(C.9)
N N N
eNh
St Y Ay < 3 (B S (k) < exp().
k=r+1 1< <. <, <N 2 k=r+1 k=r+1

Furthermore, we obtain ‘Zi\;rﬂ(—l)khk di<iy<ncipen Qi Aiy .

the Cauchy-Schwarz inequality.

< Vdexp(—r) by
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On the other hand, |Pyle < I, [I — hAg|2 < (1 — ha)™ < ¢V where we used the
fact that h < 1/3. Then, for each row i of Py,

N
MAPN)GI = D 1PVl + > (Pl
j=1 JENL (i) JENL(0)

< +/IN,.(i |(Pn)ij]? + Vdexp(—r)

(C.10) JGN i)

N
< Ve | D 1(Pa)is|? + Videxp(—r)
j=1
< Vsrq" + Vdexp(—r),

where in the second inequality, we used the fact that

N
STAPNGI T Y FDFRE T A A

JEN,(2) k=r+1 1<i1<...<ip<N

since a nonzero term (Py);; for j ¢ N, (i) can only be produced by product of more than
r matrices of the kind of A;,, as a consequence of the argument in (i). In summary, we
get the result that if » > e2Nhg, then

N
[Py oo = miaxz (Pv)ij| < v/srg" + Videxp(—r).
j=1
We note that the above inequality will also hold true when r > d.
Taking ry = [e2Nhj + log Vd], we get
(C.11)

|PVloo < V/Erna + Vdexp(—ry)
< /Srx exp(—haN) + Vdexp(—e2Nhj — log Vd)
< /5rx exp(—haN) + exp(—e2Nhp) < 2,/5, exp(—haN) = 2. /5, ¢"

Proof for (iii). Note that Jy = (f Vv dl/o) Hy . Following the proof for (ii), we have
that when r > e2Nhp,

/V2Vdu0 STEDERE YT A4
(C.12) k=r+1 1<y <...<ip<N 9
eNh
<53 (MY <5 3 exp(h) < Bexpl(—r).
k=r+1 k=r+1

Thus the co-norm of the above matrix is bounded by v/d3 exp(—r). Then, for any
1<i<d,

N
(C.13) D 1Nl < Bvsrg™ + VdBexp(—r) .
J=1
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Therefore, |Jx|oo < B(v/5:¢V '+ Vdexp(—r)) for r > e2Nhj. Taking ry = [e2NhS +
log Vd], we get |Jn|oo < 28y/5rnq’ - The proof is complete. O

C.2. A multistep coupling argument. To prove Theorem 2.2, we first show the
following Proposition C.2, which bounds the W5 = metric through a multistep coupling
argument. Note that the one-step coupling argument that is commonly used in bounding
W> distance is not enough here, as the one-step contraction property is lost in the W g
metric.

Proposition C.2. Let Assumptions 1.1 and 2.1 hold. Assume 0 < h < 1/ and
denote ¢ = exp(—ha). Consider the Langevin dynamics dY; = —VV (Y;)dt + v/2dB;
with Yo ~ mw. Let pxp represent the law of Xy from the iterations of Langevin Monte
Carlo with stepsize h. Then, the following estimates hold for any k, N € N:

N
(C.14)  Wapee (p(hsniyns ™) < 207 /Sy Wagoe (pin, ) + 25(2 g/ sy ensn—i)

i=1
where 1;,1 < i < N is defined in Proposition C.1, and e? = fj(j+1)h E[|Y; — Yjp|%)dt for
j € N, which satisfies

ej < W32\ EL[|VV(Y)[2] + 3h4/log(2d) .

Proof of Proposition C.2. Let dY; = —VV (Y;)dt++/2dB;. We write down the following
identity:
(k+1)h
Yiernyn = Yen — /kh VV(Yy)dt + V2(Bs1)n — Brn)
Xer1yn = Xin — hVV (Xpn) + V2(Be1yn — Brn) -

We couple the two processes using the same Brownian motion. The goal is to estimate
E[| X (k1) — Y(kH)h\go]. To do so we introduce an auxiliary random variable

(C.15)

(C.16) Y ks = Yin — hVV (Yin) + V2(Bey1yn — Brn) -
Using the triangle inequality then leads to
(C.17)

VEIX k1 — YarnlZe) < VEIX @ — ¥ esnnl2] + VEIY (e — YarimlZ) -
(a) ()

For (a), we have

(@) = VE[ Xpn — Yi — A(VV (Xpn) — VV (Yin)[2]

1
(C.18) = E[| X — Yin — h(/o V2V (uXph + (1 — w) Y )duw) (Xin — Yin)|4]

= \/E[]Hk(th = Yin)lZ]

where Hk(th — Ykh) = (I —h fol V2V(uth + (1 — u)Ykh)du)(th — Ykh)- We can view
Hj. as arandom matrix depending on Xy and Ygy,. In particular, each realization of this
random matrix can be written in the form (I —hf ViV du) where v is a probability
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measure; here v has its mass on a line. This form allows us to use Proposition C.1 to
analyze the iterations.
For (b), we have

(C.19)
- (k+1)h
E[Y (o1)h — Yier)nl] = E[] . VV(Yy) = VV (Yin)dt ]3]

(k+1)h
<h / E[VV(Y}) — YV (¥ig) 2]
kh

k+1
<n / V2V (i + (1 — 1) Yin) (Vi — Yi) 2o dudlt

(k+1)h
< h3152/ E[|Y; — Yin|%|dt = hs152%€r
kh

which can be understood as the one-step discretization error of the overdamped Langevin
dynamics. In the above, we used the fact that V2V (uY; + (1 — u)Y}y) is si-sparse and
V2V (uYy+ (1 —u)Yen)|2 < B; thus V2V (uY;+ (1 —u)Yin)|oo < /518. We overestimate
the right hand side s13% < 4s,, 3°.

Now, combining the above estimates, we arrive at
(C.20) VEIX g — Yoernn 2ol < VEIH(Xin — Yin) 2] + 24/hs, e,

We move one step back further and get
(C.21) \/E[|Hy(Xpn — Yin) 2] < VE[H( X — Vi) 2] + VEIHi (Vi — Yin) |2,

(c) (d)

where, similar as before, we define Yy, = Y1y, — hVV (Y3_1)n) + V2(Byp, — Bi—1)n)-
For (c), we use the same argument as earlier to get

= VE[HiHi1 (X1 — Y% -

For (d), it holds that
E[|Hy(Y kn — Yin)|2

2
kh N
<h / B[ H(VV () — YV (Vi) 2 )t
<h / [ BTV 0+ (0 0¥ )0 Ve Rlauat
l
§4h3r2/82 2/ EHYZ }/ik 1h‘oo]dt—4h3r25 q ek 1

(k—1)h

where we applied (iii) of Proposition C.1 to the the matrix H, V2V (uY;+(1 —u)Y(k—1)n)-
As a summary, we get

VEIX e 1yn — Yrs1ynlZ]
<VEIHHy—1 (X go—1yn — Yoy loo] + 28(v/hsp 6 + /sr,hger—1)

(C.22)
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Iterating the above arguments N times, and for simplicity of notations writing k + N
in place of k 4+ 1, we get

\/EHX(HN)h = Yiesnynl2]

N
(C.23) S\/E[\Hk+N—1Hk+N—2 o Hyp(Xpn — Yan)|2] + 25(2 ¢ /hsrerin-i),
. =1
N .
<20™ /5 VVEI Xin — Yinl2] + 2800 ¢/ hsperan—i)

i=1
where in the last step, we applied (ii) of Proposition C.1 to the matrix Hy 1 Hgip_o- -+ H.

We can now couple the distribution of X5 and Y} such that \/E[]th —Yinl2] =
Wo goo (pkn, ™). With this and using the definition of the Wy oo norm, we get

N
Wa oo (Pt Ny T) < 20 /57 Wogoo (pih, ™) + 25(2 ¢ /IS e n_i) .

i=1
With this expression, we can ensure contraction in the Wj g metric by iterating suf-
ficiently large number of steps N, so that the factor ¢V is small enough to offset the
increasing sparsity parameter s, . In particular, in the dense case where s,, = d, such
a contraction can be achieved by taking N ~ lo%l.
We can further bound e? using the same approach as in (A.7), which implies that

(C.24) ¢j < B2\ EL[|VV(Y)[2] + 3hy/log(2d) .

The proof is complete. O
C.3. Convergence bounds.

Proof of Theorem 2.2. With the bound on ¢; in Proposition C.2, we take the limit
k — oo in (C.14) to obtain the bias bound.

Once we have the bound on the bias, we can utilize the convergence bound for Wy
to establish the following:
(C.25)

Woa poo (pih, ™) < Wa goo (pichs Th) + Wogoo () < Wa(prh, Th) + Wa goo (Tp, )

< ¢"Wa(po, mn) + bias(N, g, B, ),

where we used the contraction in Wy to get Wa(ppn, 71) < ¢*Wa(po, 7). The proof is
complete. O

Proof of Proposition 2.3. By the Bakry—Emery criterion, for distribution 7 that is a-
strongly log concave, 7 satisfies the log-Sobolev inequality with constant 1/«. Then, by
Herbst’s argument [42], we have

(C.26) Ex[expA(Y® —E,Y®))] < eXp(;\—a) :

Furthermore, since VV is §-Lipschitz, Herbst’s argument leads to
)\2 2

(C.27) E. [exp(M(V,V (V) — ExViV(Y))] < exp(oln),

2
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where V,;V is the i-th component of the vector VV'. This implies that the distribution
of V;V(Y) has a sub-Gaussian tail. Thus, by Lemma B.1, we get

(C.28) VEAVV(Y) — E[VV(Y) 20 «/log 2d) .

Note that E[VV(Y)] = — [7V]legnm = [ Vr = 0. The proof is complete. O

Proof of Proposition 2.4. We will use Theorem 2.2. Recall the definition ry = [e2Nhj3+
log V/d] and q = exp(—ha). There is a universal upper bound on s;, given by s; < d.
Choose N = (W], which leads to 2¢" /5,y < 1/2. Based on Theorem 2.2, it

remains to calculate the bound on Zf\il ¢ /5.

Since ¢ < 1, we have the bound Z
N N
> N <> VC(ePihB 4 log Vd + 2) 2
i=1 i=1

N+1
< \/5/ (eyhB +log Vd +2)% dy
1

C.29 n
(C.29) (e2(N+1)hﬁ+10g\/8+2)2+1

(n/2+ 1)(e2hp)
(46 log(4f) +log\/_+2)
(n/2 4 1)(e2h3)

<VC

<VC

Therefore, we get

; v (4e? log(av/d) 2 + log v +2) *F
o =22 VA S 4V (n/2+1)(e*h)

i=1

(C.30)

:% <O(§ log(2d))> o .

On the other hand, the trivial bound s; < d leads to

N
. Vi

31 =<
(C.31) ;q Vo < —
Thus, we have another bound

N
B i-1 48vd

. N )< .

(C.32) s TTNQ;Q VER) < —

Moreover, by Proposition 2.3, we have

(C.33) W2\ EL[[VV (Y))2] + 3032 /log(2d) < ( h2+h3/2> log(2d) .

Using the fact that h < % 7 and combining the above two inequalities leads to the final
result. g
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APPENDIX D. ASYMPTOTIC BIAS FOR GENERAL OBSERVABLES
In the proof, we use the notation = = (z1, ..., z4) € R%

Proof of Proposition 3.1. Let Lu = f. Then, we get [ fr — [ fm, = — [ Lum, =
J(Lru — Lu)mp,.

E[u(Z + v2h¢)] — u(Z) + uw(z) — u(x)
h 9
where & = x + hV log w(z). Then, by Taylor’s expansion, we get
(D.2)
E[u(z + V2hE)] — u(z)

=5 2 BTV + Y - DMu(@EL] - (45%) + olh?)

(D.1) Lru(x) =

d
=hAu(z) + h? % Z Du(z) + Z D?D?u(i") + o(h?)
i=1 1<i<j<d

d
=hAu(x) + h*(VAu(z)) - Vg w(z) + h* % Z Diu(z) + Z DfD?u(m) + o(h?)
i=1 1<i<j<d

—hAu(z) + B(VAu(z)) - Vlog () + %h%% +o(h?),

where in the first identity, we used the notation that a = (ay, ..., a4) is a multi-index
with non-negative entries and |a| = 4 implies that ), o; = 4. Moreover a! = ay!-...-agq!

and £* =& f;‘d. In the second identity, we used the notation Dfu = (,i;u and the
fact that E[¢?] = 1 and E[¢}] = 3 for & ~ AN(0,1). In the third identity, we performed
the Taylor expansion at x, based on the fact £ = x + hV log w(x). In the last identity,
we noticed the fact that the terms in the big bracket equals A?u.

Moreover, u(Z) — u(z) = hVu(z) - Vlog 7(z) + $h*(Vlog 7(2))T V2u(x)V log 7(z) +
o(h?). Therefore, we get

03 Lpu(x) — Lu(z) =h(VAu(x)) - Vlog (x) + %h(v log 7(2))T V2u(x)V log 7 (z)
' + %hAzu(:E) +o(h),

where we have used the definition Lu = Vlog 7 - Vu + Auw.
We note that

(D.4) /wVAu-VlogW = /VA’LL'VF = —/ﬂ'A2’LL.
Therefore, we get

(D.5) /W(ﬁhu — Lu) = %h/w (VAu -Vlogn + (Vlog )T (VZu)V log 71)) +o(h).
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Now, note that,

Vf=VLu=V(Vlogr Vu+ Au)
(D-6) = (VZlog m)Vu + (V?u)Vlog w4+ VAu,
we get

(D.7) /W(Ehu — Lu) = %h/w(Vf -Vliogm — (Viegm)T (V2 1og7r)Vu) +o(h).

Let g = %|Vlog 7|3 which satisfies the equation Vg = (V2?logm)V log . We know that
the adjoint of the generator satisfies L*(g7) = V - (7Vg). Thus

/7T(Vlog7r)T(V2 log m)Vu
D) /V (mVg)u
—— [ tgmpu
—/gfﬂ-
Therefore,
/fﬂ'—/fﬂ'h = /ﬂh(ﬁhu—ﬁu) = /ﬂ(ﬁhu—ﬁu)+o(h)
(D.9) :%h/w(Vf-v1ogw+%|v1ogw|§f)

— / (~2Af + [Vlog 73 ) + ofh),

where in the last identity, we used the fact 7V log® = V7 and integration by parts.
Moreover, note that Vo = 7V log m and thus

Am =Vr-Viegn + rAlogm = n|Vlogn|3 + mAlogr,
which implies that

/|V10g7r|§f7r:/fAﬂ—fﬂAlogﬂ:/ﬂAf—fwAlogw.

Therefore, we also have another representation of the bias

(D.10) /fw—/fwh:—ih/(Af—kalogw)ﬂ—ko(h).

Proof of Proposition 3.2. We have

‘ [rava < [ups [@opm<va [

When f only depends on K number of coordinates of € R?, then the integral J(f 2w
will only scale with that number, rather than d, because the whole integral will only rely
on the marginal distribution of 7 at these coordinates. As such argument also applies

(D.11) ‘/f (Alog m)m
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to the term —% (Af)m, we get that the first order term of the bias depend only on K
rather than d.
In particular, for f(x) = Zszl z®), we have Af = 0. Then, using the assumed

Poincaré inequality, we get \/ J(f)?m < \/ Cp1 [|Vf]2r = O(VK) where Cpy is the
Poincaré constant. Thus, in such case,

(D.12) '/f(A log ™)

The proof is complete. O

= O(VKh) + o(h).
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