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Abstract

Optimal transport (OT) has profoundly impacted machine learning by providing the-
oretical and computational tools to realign datasets. In this context, given two large
point clouds of sizes n and m in R?, entropic OT (EOT) solvers have emerged as the
most reliable tool to either solve the Kantorovitch problem and output a n X m cou-
pling matrix, or to solve the Monge problem and learn a vector-valued push-forward
map. While the robustness of EOT couplings/maps makes them a go-to choice in
practical applications, EOT solvers remain difficult to tune because of a small but
influential set of hyperparameters, notably the omnipresent entropic regularization
strength ¢. Setting ¢ can be difficult, as it simultaneously impacts various perfor-
mance metrics, such as compute speed, statistical performance, generalization, and
bias. In this work, we propose a new class of EOT solvers (PROGOT), that can esti-
mate both plans and transport maps. We take advantage of several opportunities to
optimize the computation of EOT solutions by dividing mass displacement using a
time discretization, borrowing inspiration from dynamic OT formulations [McCann,
1997], and conquering each of these steps using EOT with properly scheduled
parameters. We provide experimental evidence demonstrating that PROGOT is a
faster and more robust alternative to EOT solvers when computing couplings and
maps at large scales, even outperforming neural network-based approaches. We
also prove the statistical consistency of PROGOT when estimating OT maps.

1 Introduction

Many problems in generative machine learning and natural sciences—notably biology [Schiebinger
etal., 2019, Bunne et al., 2023], astronomy [Métivier et al., 2016] or quantum chemistry [Buttazzo
et al., 2012]—require aligning datasets or learning to map data points from a source to a target
distribution. These problems stand at the core of optimal transport theory [Santambrogio, 2015] and
have spurred the proposal of various solvers [Peyré et al., 2019] to perform these tasks reliably. In
these tasks, we are given n and m points respectively sampled from source and target probability
distributions on R?, with the goal of either returning a coupling matrix of size n x m (which solves
the so-called Kantorovitch problem), or a vector-valued map estimator that extends to out-of-sample
data (solving the Monge problem).

In modern applications, where n, m > 104, a popular approach to estimating either coupling or maps
is to rely on a regularization of the original Kantorovitch linear OT formulation using neg-entropy.
This technique, referred to as entropic OT, can be traced back to Schrodinger and was popularized
for ML applications in [Cuturi, 2013] (see Section 2). Crucially, EOT can be solved efficiently
with Sinkhorn’s algorithm (Algorithm 1), with favorable computational [Altschuler et al., 2017, Lin
et al., 2022] and statistical properties [Genevay, 2019, Mena and Niles-Weed, 2019] compared to
linear programs. Most couplings computed nowadays on large point clouds within ML applications
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Figure 1: (left) EOT solvers collapse when the value of ¢ is not properly chosen. This typically
results in biased map estimators and in blurry couplings (see Fig. 2 for the coupling matrix obtained
between Xin and Yiin)- (middle) Debiasing the output of EOT solvers can prevent a collapse to the
mean seen in EOT estimators, but computes the same coupling. PROGOT (right) ameliorates these
problems in various ways: by decomposing the resolution of the OT problem into multiple time steps,
and using various forms of progressive scheduling, we recover both a coupling whose entropy can be
tuned automatically and a map estimator that is fast and reliable.

are obtained using EOT solvers that rely on variants of the Sinkhorn algorithm, whether explicitly,
or as a lower-level subroutine [Scetbon et al., 2021, 2022]. The widespread adoption of EOT has
spurred many modifications of Sinkhorn’s original algorithm (e.g., through acceleration [Thibault
et al., 2021] or initialization [Thornton and Cuturi, 2023]), and encouraged its incorporation within
neural-network OT approaches [Pooladian et al., 2023, Tong et al., 2023, Uscidda and Cuturi, 2023].

Though incredibly popular, Sinkhorn’s algorithm is EOT PrOGOT
not without its drawbacks. While a popular tool due

its scalability and simplicity, its numerical behavior .

is deeply impacted by the amount of neg-entropy = =

regularization, driven by the hyperparameter €. Some
practitioners suggest to have the parameter nearly
vanish [Xie et al., 2020, Schmitzer, 2019], others
consider the case where it diverges, highlighting lm =& = om]|
links with the maximum mean discrepancy [Ramdas 00500 Yo pyvs Yo v
etal., 2017, Genevay et al., 2019]. ’ ’ ’ ’ )

Figure 2: Coupling matrices between train
points in Fig. 1. Comparison of EOT with a
fairly large £, and PROGOT which automati-
cally tunes the entropy of its coupling accord-
ing to the target point cloud’s dispersion.

Several years after its introduction to the machine
learning community [Cuturi, 2013], choosing a
suitable regularization term for EOT remains a
thorny pain point. Common approaches are setting
€ > 0 to a default value (e.g., the max [Flamary
et al., 2021] or mean [Cuturi et al., 2022b] normalization of the transport cost matrix), incorporating
a form of cross-validation or an unsupervised criterion [Vacher and Vialard, 2022, Van Assel et al.,
2023], or scheduling € [Lehmann et al., 2022, Feydy, 2020]. When ¢ is too large, the algorithm
converges quickly, but yields severely biased maps (Figure 1, left), or blurry, uninformative couplings
(Figure 2). Even theoretically and numerically debiasing the Sinkhorn solver (Figure 1, middle) does
not seem to fully resolve the issue [Feydy et al., 2019, Pooladian et al., 2022]. To conclude, while
strategies exist to alleviate this bias, there currently exists no one-size-fits-all solution to this problem.

Our contribution: an EOT solver with a dynamic lens. Recent years have witnessed an explosion
in neural-network approaches based on the so-called Benamou and Brenier dynamic formulation
of OT [Lipman et al., 2022, Liu, 2022, Tong et al., 2023, Pooladian et al., 2023]. A benefit of this
perspective is the ability to split the OT problem into simpler sub-problems that are likely better
conditioned than the initial transport problem. With this observation, we propose a novel family of
progressive EOT solvers, called PROGOT, that are meant to be sturdier and easier to parameterize than
existing solvers. Our key idea is to exploit the dynamic nature of the problem, and vary parameters
dynamically, such as ¢ and convergence thresholds, along the transport. We show that PROGOT

* can be used to recover both Kantorovitch couplings and Monge map estimators,
* gives rise to a novel, provably statistically consistent map estimator under standard assumptions.
* strikes the right balance between computational and statistical tradeoffs,

* can outperform other (including neural-based) approaches on real datasets,



2 Background

Optimal transport. For domain 2 C R%, let P, () denote the space of probability measures over
Q2 with a finite second moment, and let P ».(£2) be those with densities. Let p, v € P2(€2), and
let T'(u, ) be the set of joint probability measures with left-marginal p and right-marginal v. We
consider a translation invariant cost function ¢(x, y) := h(x — y), with h a strictly convex function,
and define the Wasserstein distance, parameterized by h, between w and v

W(u,v) = inf // x —y)dn(z,y). (1
el (p,v)

This formulation is due to Kantorovitch [1942], and we call the minimizers to (1) OT couplings or

OT plans, and denote it as my. A subclass of couplings are those induced by pushforward maps. We

say that T : RY — R? pushes p forward to v if T(X) ~ v for X ~ pu, and write Ty = v. Given

a choice of cost, we can define the Monge [1781] formulation of OT

Ty == argmin/h(m —T(z))dp(z) )

T:Typ=v

where the minimizers are referred to as Monge maps, or OT maps from p to v. Unlike OT couplings,
OT maps are not always guaranteed to exist. Though, if © has a density, we obtain significantly more
structure on the OT map:

Theorem 1 (Brenier’s Theorem [1991]). Suppose p € Pa 4c(2) and v € P2(S2). Then there exists a

unique solution to (2) that is of the form Ty = Id —Vh* o V fy, where h* is the convex-conjugate of
h, i.e. h*(y) = max,(z,y) — h(zx), and

o ansms [ o [, .

(f.9)eF

where F := {(f,g) € L*(u) x L*(v) : f(z) + g(y) < h(x — y), Vz,y € Q.}. Moreover, the OT
plan is given by mo(dz, dy) = o7y (z) (y)pu(da).

Importantly, (3) is the dual problem to (1) and the pair of functions (fy, go) are referred to as
the optimal Kantorovich potentials. Lastly, we recall the notion of geodesics with respect to the
Wasserstein distance. For a pair of measures p and v with OT map 7§, the McCann interpolation
between p and v is defined as

pro = ((1 = a)Id +aTo)yp, )
where « € [0, 1]. Equivalently, p,, is the law of X, = (1 — a)X + aTo(X), where X ~ . In the
case where h = || - ||P for p > 1, the McCann interpolation is in fact a geodesic in the Wasserstein

space [Ambrosio et al., 2005]. While this equivalence may not hold for general costs, the McCann
interpolation still provides a natural path of measures between p and v [Liu, 2022].

Entropic OT. Entropic regularization has be-  Algorithm 1 SIN K(a,X,b, Y, e, 7, finic, Sinit)-
come the de-facto approach to estimate all
three variables 7y, fo and Ty using samples
(x1,...,%Xp) and (y1,...,ym), both weighted
by probability weight vectors a € R’ ;b € R’
summing to 1, to form approximations fi,, =
> a0y, and Dy, = > bjdy . A com-
mon formulation of the EOT problem is the fol-

lowing e-strongly concave program:

f, g < finit, Sinit (zero by default)
X17"'7Xn:X, yl,...,ym:Y
C « [h(xi —y;)ij

while || exp (% 1,, —alj; < 7do

f+—cloga—min . (C—fadg)+f
g+ clogb —min. (CT —gaf)+g
end while
return f,g, P =exp ((C—-f® g)/e)

AN A S ol e

f*a g* = argmax <f7 a> + <g7 b>
fER" gcR™

—e(e'/%, Kes/7), (5)

where ¢ > 0 and K; j; = [exp(—(x; — y;)/¢)]i,; € R}*™. We can verify that (5) is a regularized
version of (3) when applied to empirical measures [Peyré et al., 2019, Proposition 4.4]. Sinkhorn’s
algorithm presents an iterative scheme for obtaining (f*, g*), and we recall it in Algorithm 1, where
for a matrix S = [S; ;] we use the notation min. (S) = [—elog (1Te~S:/¢)];, and & is the tensor



sum of two vectors, i.e. f @ g := [f; + g;];;. Note that solving (5) also outputs a valid coupling
P, =K, jexp(—(ff + g})/e), which approximately solves the finite-sample counterpart of (1).
Addmonally, the optimal potential f, can be approximated by the entropic potential

fe(@) = min([g] — h(z — y;)];), (©)
where an analogous expression can be written for g. in terms of f*. Using the entropic potential,
we can also approximate the optimal transport map Tj by the entropic map

To(x) =2 = Vh* o Vf.(x). )

This connection is shown in Pooladian and Niles-Weed [2021, Proposition 2] for h = 1| - ||* and
[Cuturi et al., 2023] for more general functions.

3 Progressive Estimation of Optimal Transport

We consider the problem of estimating the OT solutions 7y and 7, given empirical measures f and ©
from n i.i.d. samples. Our goal is to design an algorithm which is numerically stable, computationally
light, and yields a consistent estimator. The entropic map (7) is an attractive option to estimate OT
maps compared to other consistent estimators [e.g., Hiitter and Rigollet, 2021, Manole et al., 2021].
In contrast to these methods, the entropic map is tractable since it is the output of Sinkhorn’s algorithm.
While Pooladian and Niles-Weed [2021] show that the entropic map is a bona fide estimator of the
optimal transport map, it hides the caveat that the estimator is always biased. For any pre-set € > 0,
the estimator is never a valid pushforward map i.e., (1) 4 # v, and this holds true as the number
of samples tends to infinity. In practice, the presence of this bias implies that the performance of T
is sensitive to the choice of ¢, e.g. as in Figure 1. Instead of having Sinkhorn as the end-all solver,
we propose to use it as a subroutine. Our approach is to iteratively move the source closer to the
target, thereby creating a sequence of matching problems that are increasingly easier to solve. As a
consequence, the algorithm is less sensitive to the choice of ¢ for the earlier EOT problems, since it has
time to correct itself at later steps. To move the source closer to the target, we construct a McCann-type
interpolator which uses the entropic map 7 of the previous iterate, as outlined in the next section.

3.1 Method

As a warm-up, consider Ty the optimal transport map from s to v. We let T(9) := T}, and define
SO = (1 — ap) Id +aoT®). This gives rise to the measure (! = S( )1, which traces out the
McCann interpolation between (u, ) as « varies in the interval (0, 1). Then letting T’ (1) be the
optimal transport map for the pair (,u(l), v), it is straightforward to show that TW 0 §00) = 7(0),
In other words, in the idealized setting, composing the output of a progressive sequence of Monge
problems along the McCann interpolation path recovers the solution to the original Monge problem.

Building on this observation, we set up a progressive sequence
of entropic optimal transport problems, along an estimated in- e

terpolation path, between the empirical counterparts of (u, v/). a
We show that, as long as we remain close to the true interpola-

tion path (by not allowing « to be too large), the final output is TS,)Og =&Wos®

close to v. Moreover, as the algorithm progresses, choosing the

parameters €; becomes a less arduous task, and computation of

T becomes a more stable numerical problem.

At step zero, we set ﬂgo) = [1 and calculate the entropic map 0 & i

&) := 7., from samples (ﬂéo), ) with a regularization pa-

rameter €9 > 0. To set up the next EOT problem, we create an  Figure 3: Intuition of PROGOT: By

intermediate distribution via the McCann-type interpolation iteratively fitting to the interpola-
(1) . 0) ~(0 0) . 0 tion path, the final transport step is
) = 8;&)#& ) 8@ = (1~ ag)ld+ape™, less ﬁkely to collapse, rrésultingin

with g € (0, 1). In doing so, we are mimicking a step along more stable solver.

the 1nterp01at10n path for the pair (u, v). In fact, we can show

that [ ug is close to f4, as defined in (4) (see Lemma 12). For the next iteration of the algorithm, we

choose £; and ay, compute &1 the entropic map for the pair ( ugl , ) with regularization €1, and

move along the estimated interpolation path by computing the distribution usz We repeat the same

process for K steps. The algorithm then outputs the progressive entropic map

g’lgr(o) =) 58K ... 580

s(0) e

=

=
o
=

™




where ) = (1 — ) Id +, €™ is the McCann-type interpolator at step k. Flgure 3 visualizes
the one-step algorithm, and Definition 2 formalizes the construction of our progressive estimators.

Definition 2 (PROGOT). For two empirical measures i, 0, and given step and regularization

schedules (a,)K_, and (i), the PROGOT map estimator ‘J'gr(o)g is defined as the composition

FUO)

Prog = S(K) o S(Kfl) O« OS(O)

(0)

where these maps are defined recursively, starting from [iz’ = [i, and then at each iteration:

o &) is the entropic map Tgk, computed between samples (ﬂé’”, V) with regularization y.

o 8¢) .= (1 — ag) Id +ax €W, is a McCann-type interpolating map at time cy.
. ﬂgkﬂ) = S( )i (k) the updated measure used in the next iteration.

Additionally, the PROGOT coupling matrix P between [i and U is identified with the matrix solving

the discrete EOT problem between u( ) and .

The sequence of (o)X, characterizes the speed of movement along the path. By choosing oy, =
a(k) we can recover a constant-speed curve, or an accelerating curve which initially takes large
steps and as it gets closer to the target, the steps become finer, or a decelerating curve which does
the opposite. This is discussed in more detail in Section 4 and visualized in Figure (4-C). Though
our theoretical guarantee requires a particular choice for the sequence (£5)%_ and (o)1, our
experimental results reveal that the performance of our estimators is not sensitive to this choice. We
hypothesize that this behavior is due to the fact that PROGOT is “self-correcting”—by steering close
to the interpolation path, later steps in the trajectory can correct the biases introduced in earlier steps.

3.2 Theoretical Guarantees

By running PROGOT, we are solving a sequence of EOT problems, each building on the outcome
of the previous one. Since error can potentially accumulate across iterations, it leads us to ask if the
al orlthm diverges from the interpolation path and whether the ultimate progressive map estimator
TPro is consistent, focusing on the squared-Euclidean cost of transport, i.e., h = | - [|%. . To
answer this question, we assume

(A1) p1, v € Pac(Q2) with Q C R convex and compact, with 0 < vpin < () < Vax and
/J/() S Mmaxa

(A2) the inverse mapping = — (Tp(x))~! has at least three continuous derivatives,
(A3) there exists A\, A > 0 such that \] < DTy(z) < Al for all z € 2 (D denotes Jacobian)

and prove that PROGOT yields a consistent map estimator. Our error l%?und depends on the number
of iterations K, via a constant multiplicative factor. Implying that Tlg ) is consistent as long as K
does not grow too quickly as a function of n the number of samples. In expenments we set K < n.
Theorem 3 (Consistency of Progressive Entropic Maps). Let h = %|| - ||*. Suppose p1, v and their
optimal transport map Ty satisfy (A1)-(A3), and further suppose we have n i.i.d. samples from both 1

andv. Let ‘J’é’;ég be as defined in Definition 2, with parameters €y, < n~2a s < nT forallk € [K].

Then, the progressive entropic map is consistent and converges to the optimal transport map as

1

2
E“T(K - TO’ Nlog(n) Kn 4

Prog L2(n)

where the notation implies that the inequality ignores terms of rate Poly(log(n), K).

The rate of convergence for PROGOT is slower than the convergence of entropic maps shown by
Pooladian and Niles-Weed [2021] under the same assumptions, with the exception of convexity
of 2. However, the rates that Theorem 3 suggests for the parameters oy, and €, are set merely to
demonstrate convergence and do not reflect how each parameter should be chosen as a function of
k when executing the algorithm. We will present practical schedules for (ay,)%_; and (g4)5_; in
Section 4. The proof is deferred to Appendix C; here we present a brief sketch.



Proof sketch. In Lemma 11, we show that

2

K K
L2030 S ZAk = Z le™ — T(k)”%Z(u“‘)) ’
—0 k=0

|7biee 7

where £(F) is a point on the true interpolation path, and 7'*) is the optimal transport map emanating
from it. Here, &(*) is the entropic map estimator between the final target points and the data that
has been pushed forward by earlier entropic maps. It suffices to control the term Aj. Since &*)
and T*) are calculated for different measures, we prove a novel stability property (Proposition 4)
to show that along the interpolation path, these intermediate maps remain close to their unregularized
population counterparts, if oy, and €, are chosen as prescribed. This result is based off the recent
work by Divol et al. [2024] and allows us to recursively relate the estimation at the k-th iterate to the
estimation at the previous ones, down to Ag. Thus, Lemma 12 tells us that, under our assumptions
and parameter choices oy, =< n~ /% and g}, < n~1/24 it holds that for all k£ > 0

Ak’ S/log(n) nil/d-

Since the stability bound allows us to relate Ay to Ay, combined with the above, we have that

Ak glog(n) AO glog(n) n_l/dv
where the penultimate inequality uses the existing estimation rates from Pooladian and Niles-Weed
[2021], with our parameter choice for g¢. O

Proposition 4 (Stability of entropic maps with variations in the source measure). Let h = %|| - ||2
Let p, 1/, p be probability measures over a compact domain with radius R. Suppose T.,T. a
respectively, the entropic maps from i to p and p' to p, both with the parameter € > 0. Then

1T = Tl < 3R W (i)

4 Computing Couplings and Map Estimators with PROGOT

Following the presentation and motivation of PROGOT in Section 3, here we outline a practlcal
implementation. Recall that {i,, = Z?Zl a;0x, and U, = Z =1 1 bj 5 y;» and we summarize the

locations of these measures to the matrices X = (x1,...,%X,) and Y = (y1,...,¥Ym), Which are of
size n x d and m X d, respectively. Our PROGOT solver, concretely summarized in Algorithm 2,
takes as input two weighted point clouds, step-lengths (o ), regularization parameters (£ )k, and
threshold parameters (7% ), to output two objects of interest: the final coupling matrix P of size nxm,
as illustrated in Figure 2, and the entities needed to instantiate the Tp,o, map estimator, where an
implementation is detailed in Algorithm 3. We highlight that Algorithm 2 incorporates a warm-starting
method when instantiating Sinkhorn solvers (Line 3). This step may be added to improve the runtime.

Algorithm 2 PROGOT(a, X, b, Y, (¢k, g, T ) &) Algorithm 3 Tp,s[b, Y, (g™, &1, s )]
f= Onvg(_l) = Om

. input: Source point x € R?

: end for
10: return: y

return: Coupling matrix P,
Map estimator Tp,o[b, Y, (g( ), er )] ()

1: 1

2: fork=0,...,K do 2: initialize: y = x, ax reset to 1.
3: finit, init <+ (1 —ag) £, (1 — ap) gk 3: fork=0,... K do

4: fa g(k)7 P« Sink(a7 Xa ba Y7 Eky Tk, finit7 ginit) 4 p [b eXP(M)]]
5: Q < diag(1/P1,,)P 5: p p/1 pE R™ "

6:  Z+ [Vh* (3, Qi Vh(xi — y;))]: € R™4 6 A<+ [Vh(y —y,)]; € Rmxd
7: X+ X—-—apZ 7: z < Vh*(p TA)E]R

8: end for 8 Y Y — a2

9: 9

0: 0

Ju—

Setting step lengths. We propose three scheduling schemes for (o )x: decelerated, constant-speed
and accelerated. Let t, € [0, 1] denote the progress along the interpolation path at iterate k. At step
zero, ty = ay. Then at the next step, we progress by a fraction oy of the remainder, and therefore
t1 = to+ a1 (1 — ap). Itis straightforward to show that ¢, =1 — H o—1(1 — ). We call a schedule
constant speed, if ;1 — t5 is a constant function of k, whereas an accelerated (resp. decelerated)



schedule has t541 — tj, increasing (resp. decreasing) with k. Table 6 presents the specific choices of
oy, for each of these schedules. By convention, we set the last step to be a complete step, i.e., ax = 1.

Setting regularization schedule. To set the regularization parameters (ek)kKZO, we propose Al-
gorithm 4. To set £, we use the average of the values in the cost matrix [h(x; — y;)];; between
source and target, multiplied by a small factor, as implemented in [Cuturi et al., 2022b]. Then
for €, we make the following key observation. As the last iteration, the algorithm is computing
&(k)an entropic map roughly between the target measure and izself. For this problem, we know
trivially that the OT map should be the identity. Therefore, given a set of values to choose from, we
pick ek to be that which minimizes this error over a hold-out evaluation set of Yicg = (S’j)}n:l

m 2
error(g; Yiest) = Z ’ 7, — (3, ‘2

Algorithm 4 e-scheduler(Y s, (Sp)p, So)

j=1

1: recover a,X,b,Y, (ag)k-
. . . . e
The intermediate values are then set by mterpolgtmg 2: seteg ¢ 5o Zu h(x; —y;).
between [ypep and e, according to the times 3 seto o L L S h(yi—v5)
t,. Figure 4-C visualizes the effect of applying 20 m? £ty I I
. . . 4: forp=1,...,Pdo

Algorithm 4 for scheduling, as opposed to choosing s e %o

: . .
default values for ¢;,. 6 g, SINK(b, Y, b, Y, £, 7)
Setting threshold schedule. By setting the Sinkhorn ~ 7: T = Tprog[b, Y, (g,6,1)]
stopping threshold 7, as a function of time k, one  8: errory, < || Yiest — T'(Yiest) ||?
can modulate the amount of compute effort spent by  9: end for
the Sinkhorn subroutine at each step. This can be 10: p* = argmin,, error),.

achieved by decreasing 7y, linearly w.r.t. the iteration 11: g1 <= S+ X 0.
pumber fom e e e D1 ioa il 13 (e = (1 T1E 1 o0)
é - L : 13: return: ((1 — tx)Bog0 + tke1)k-
sub-optimal couplings P and dual variables g(*) at
each step k, which might hurt performance. However,
two comments are in order: (i) Because the last threshold 7 can be set independently, the final
coupling matrix P returned by PROGOT can be arbitrarily feasible, in the sense that its marginals can
be made arbitrarily close to a, b by setting 7x to a small value. This makes it possible to compare in a
fair way to a direct application of the Sinkhorn algorithm. (ii) Because the coupling is normalized by
its own marginal in line (5) of Algorithm 2, we ensure that the barycentric projection computed at each
step remains valid, i.e., the matrix Q is a transition kernel, with line vectors in the probability simplex.

S Experiments

We run experiments to evaluate the performance of PROGOT across various datasets, on its ability to
act as a map estimator, and to produce couplings between the source and target points. The code for
PROGOT, is included in the OTT-JAX package [Cuturi et al., 2022b].

5.1 PROGOT as a Map Estimator

In map experiments, unless mentioned otherwise, we run PROGOT for K = 16 steps, with a
constant-speed schedule for o, and the regularization schedule set via Algorithm 4 with 8y = 5 and
sp € {273,...,23}. In these experiments, we fit the estimators on training data using the ¢3 transport
cost, and report their performance on test data in Figure 4 and Table 1. To this end, we quantify the
distance between two test point clouds (X, Y) with the Sinkhorn divergence [Genevay et al., 2018,
Feydy et al., 2019], always using the £ transport cost. Writing OT.(X,Y) for the objective value of
Equation (5), the Sinkhorn divergence reads

D, (X,Y)=0T.,(X,Y) — %(OTED (X,X)+O0T.,(Y,Y)), ®)
where €p is 5% of the mean (intra) cost seen within the target distribution (see Appendix B).

Exploratory Experiments on Synthetic Data. We consider a synthetic dataset where X is a d-
dimensional point cloud sampled from a 3-component Gaussian mixture. The ground-truth 7 is the
gradient of an input convex neural network (ICNN) previously fitted to push roughly X to a mixture
of 10 Gaussians [Korotin et al., 2021]. From this map, we generate the target point cloud Y. Unless
stated otherwise, we use n;,in = 7000 samples to train a progressive map between the source and
target point clouds and visualize some of its properties in Figure 4 using niest = 500 test points.
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Figure 4: (A) Convergence of Tpyg to the ground-truth map w.r.t. the empirical L2 norm, for d = 4.
(B) Effect of scheduling oy, for d = 64. (C) Effect of scheduling €, using Algorithm 4, for d = 64.

Figure 4-(A) demonstrates the convergence of Tpro% to the true map as the number of training points
grows, in empirical L2 norm, that is, MSE = r— et To (%) — ‘Ipmg(xi)Hg. Figure 4-(B)
shows the progression of PROGOT from source to target as measured by D, (X*) YY) where
X (*) are the intermediate point clouds corresponding to ﬂgk). The curves reflect the speed of
movement for three different schedules, e.g., the decelerated algorithm takes larger steps in the
first iterations, resulting in D, (X(k), Y) to initially drop rapidly. Across multiple evaluations,
we observe that the oy, schedule has little impact on performance and settle on the constant-speed
schedule. Lastly, Figure 4-(C) plots D, (X(*)Y) for the last 6 steps of the progressive algorithm
under two scenarios. PROGOT uses regularization parameters set according to Algorithm 4, and
PROGOT without scheduling, sets every e, as 5% of the mean of the cost matrix between the point
clouds of (X(k) ,Y). This experiment shows that Algorithm 4 can result in displacements X (%) that
are “closer” to the target Y, potentially improving the overall performance.

Comparing Map Estimators on Single-Cell Data. We consider the sci-Plex single-cell RNA
sequencing data from [Srivatsan et al., 2020] which contains the responses of cancer cell lines to
188 drug perturbations, as reflected in their gene expression. Visualized in Figure 8, we focus on
5 drugs (Belinostat, Dacinostat, Givinostat, Hesperadin, and Quisinostat) which have a significant
impact on the cell population as reported by Srivatsan et al. [2020]. We remove genes which appear
in less than 20 cells, and discard cells which have an incomplete gene expression of less than 20
genes, obtaining n ~ 10* source and m = 500 target cells, depending on the drug. We whiten the
data, take it to log(1 + z) scale and apply PCA to reduce the dimensionality to d = {16, 64, 256}.
This procedure repeats the pre-processing steps of Cuturi et al. [2023].

We consider four baselines: (1) training an input convex neural network (ICNN) [Amos et al., 2017]
using the objective of Amos [2022] (2) training a feed-forward neural network regularized with the
Monge Gap [Uscidda and Cuturi, 2023], (3) instantiating the entropic map estimator [Pooladian
and Niles-Weed, 2021] and (4) its debiased variant [Feydy et al., 2019, Pooladian et al., 2022]. The
first two algorithms use neural networks, and we follow hyper-parameter tuning in [Uscidda and
Cuturi, 2023]. We choose the number of hidden layers for both as [128, 64, 64]. For the ICNN we
use a learning rate 7 = 1073, batch size b = 256 and train it using the Adam optimizer [Kingma
and Ba, 2014] for 2000 iterations. For the Monge Gap we set the regularization constant Ayig = 10,
Acons = 0.1 and the Sinkhorn regularization to ¢ = 0.01. We train the Monge Gap in a similar
setting, except that we set n = 0.01. To choose ¢ for entropic estimators, we split the training data
to get an evaluation set and perform 5-fold cross-validation on the grid of {273, ...,23} x go, where
€p is computed as in line 2 of Algorithm 4.

We compare the algorithms by their ability to align the population of control cells, to cells treated
with a drug. We randomly split the data into 80% — 20% train and test sets, and report the mean
and standard error of performance over the fest set, for an average of 5 runs. Detailed in Table 1,
PROGOT outperforms the baselines consistently with respect to D, ((Tprog)#X,Y). The table
shows complete results for 3 drugs, and the overall ranking based on performance across all 5 drugs.
Table 5 presents the synthetic counterpart to Table 1, using Gaussian Mixture data for d = 128, 256.

5.2 PROGOT as a Coupling Solver

In this section, we benchmark the ability of PROGOT to return a coupling, and compare it to that of the
Sinkhorn algorithm. Comparing coupling solvers is rife with challenges, as their time performance
must be compared comprehensively by taking into account three crucial metrics: (i) the cost of
transport according to the coupling P, that is, (P, C), (ii) the entropy F(P), and (iii) satisfaction of
marginal constraints [|P1,, — al|; + ||PT1,, — b||;. Due to our threshold schedule (7). as detailed



Table 1: Performance of PROGOT compared to baselines, w.r.t D, between source and target of
the sci-Plex dataset. Reported numbers are the average of 5 runs, together with the standard error.

Drug Belinostat Givinostat Hesperadin 5-drug
dpca 16 64 256 16 64 256 16 64 256 rank
PROGOT |2.940.1| 8.840.1 |20.8+0.2|3.3+0.2] 9.0+0.3 |21.9+0.3{3.7£0.4{10.1+£0.4{23.1+0.4| 1
EOT 2.5+0.1] 9.6+0.1 [22.840.2]3.9+0.4|10.0+0.1|24.7+£0.9(4.1+0.4]10.4+0.5| 26+1.3 2
Debiased EOT|3.2+0.1{ 14.34+0.1 {39.8+0.4{3.74+0.2|14.7+0.1]42.4+0.8|4.0+£0.5[15.2+£0.6| 41£1.1 4
Monge Gap [3.1£0.1]10.3+0.1 {34.44+0.3{2.84+0.2| 9.9+0.2 {34.94+0.3|3.7+0.5|11.0£0.5| 36£1.1 3
ICNN 5.0£0.1{14.7£0.1] 42£1 [5.1£0.1{14.840.2140.3+0.1|4.0+0.4|14.4£0.5| 46£2.1 5
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Figure 5: Performance as a coupling solver on the 4i dataset. PROGOT returns better couplings,
in terms of the OT cost and the entropy, for a fraction of Sinkhorn iterations, while still returning
a coupling that has the same deviation to the original marginals. The (fop) row is computed using
h = ||.||3, the (bottom) row shows results for the cost h = %H -||» where p = 1.5.

in Section 4, both approaches are guaranteed to output couplings that satisfy the same threshold for
criterion (iii), leaving us only three quantities to monitor: compute effort here quantified as total
number of Sinkhorn iterations, summed over all K steps for PROGOT), transport cost and entropy.
While compute effort and transport cost should, ideally, be as small as possible, certain applications
requiring, e.g., differentiability [Cuturi et al., 2019] or better sample complexity [Genevay et al.,
2019], may prefer higher entropies.

To monitor these three quantities, and cover an interesting space of solutions that, we run Sinkhorn’s
algorithm for a logarithmic grid of € = eq values (here ¢ is defined in Line 2 of Algorithm 4), and
compare it to constant-speed PROGOT with K = {2, 4, 8}. Because one cannot directly compare reg-
ularizations, we explore many choices to schedule € within PROGOT. Following the default strategy
used in OTT-JAX [Cuturi et al., 2022a], we set at every iterate k, €, = ¢, where ¢, is 5% of the the
mean of the cost matrix at that iteration, as detailed in Appendix B. We do not use Algorithm 4 since
it returns a regularization schedule that is tuned for map estimation, while the goal here is to recover
couplings that are comparable to those outputted by Sinkhorn. We set the threshold for marginal
constraint satisfaction for both algorithms as 75 = 7 = 0.001 and run all algorithms to convergence,
with infinite iteration budget. For the coupling experiments, we use the single-cell multiplex data
of Bunne et al. [2023], reflecting morphological features and protein intensities of melanoma tumor
cells. The data describes d = 47 features for n = 11, 000 control cells, and m ~ 2, 800 treated cells,
for each of 34 drugs, of which we use only 6 at random. To align the cell populations, we consider
two ground costs: the squared-Euclidean norm || - ||% as well as h = %H <[P, with p = 1.5.

Results for 6 drugs are displayed in Figure 5. The area of the marker reflects the total number of
Sinkhorn iterations needed for either algorithm to converge to a coupling with a threshold 7 = 1073,
The values for 5 and K displayed in the legend are encoded using colors. The global scaling parameter
for PROGOT is set to § = 274, Figure 10 and 11 visualize other choices for §. These results prove
that PROGOT provides a competitive alternative to Sinkhorn, to compute couplings that yield a small
entropy and cost at a low computational effort, while satisfying the same level of marginal constraints.



Figure 6: We consider the optimal assignment problem Table 2: Coupling recovery, quantified
between all CIFAR images and their blurry CIFAR as trace, and KL divergence from
counterparts using the £3 loss. A small subset of 3 original identity matrix, for coupling matrices
images on the left can be compared with their blurred obtained with PROGOT and Sinkhorn,
counterpart on the right, with ¢ = 4. The optimal coupling and blur strengths ¢ = 2,4. PROGOT
for this task is the identity, which we compare with is run for K = 4 and with the constant-
couplings recovered by our methods at large scales. speed schedule.

o 2 4
l Sinkhorn |X_| 0.9999 | 0.9954
KT, 0.00008[0.02724
P : ‘ Fiters| 10 | 2379
- Tr | 1.000 | 0.9989
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5.3 Scalability of PROGOT

Real-world experiments on pre-processed single-cell data are often run with limited sample sizes
(n ~ 10?) and medium data dimensionality (d < 200). As a result they are not suitable to benchmark
OT solvers at larger scale. To address this limitation, we design a challenging large-scale (large n,
large d) OT problem on real data, for which the ground-truth is known. We believe our approach can
be replicated to create benchmarks for OT solvers. We consider the entire grayscale CIFAR10 dataset
[Krizhevsky et al., 2009] for which n = 60,000 and d = 32 x 32 = 1024. We consider the task of
matching these n images to their blurred counterparts, using Gaussian blurs of varying width. To
blur an image U € RY*¥ we use the isotropic Gaussian kernel K = [exp (—(i — )?/(oN?))];;
for i,5 < N [cf. Remark 4.17, Peyré et al., 2019], and define the Gaussian blur operator as
G(U) = KUK € RY*N_ The crucial observation we make in Proposition 5 is that, when using the
squared Euclidean ground cost £2, the optimal matching is necessarily equal to the identity (i.e. each
image must be necessarily matched to its blurred counterpart), as pictured in (Figure 06).

Proposition 5. Let ji = % Y s<n Ou, be the empirical distribution over n images and define v :=

G4t where G is the Gaussian blur operator with o < oo. Then P* the optimal coupling between
PEDN . 1 2 . . . . . . .

(f1, ) with the h = 5||-||5 cost is the normalized n-dimensional identity matrix 1d /n.

In light of Proposition 5, we generate two blurred datasets using a Gaussian kernel with ¢ = 2 and
o = 4 (see Figure 7). We then use PROGOT with and Sinkhorn’s Algorithm to match the blurred
dataset back to the original CIFAR10 (de-blurring). The hyper-parameter configurations are the same
as Section 5.2, with 3 = § = 274, We evaluate the performance of the OT solvers by checking

how close the trace of the recovered coupling Tr(P) is to 1.0, or with the KL divergence from the
ground-truth, that is, KL(P*[|P) = —logn —n ), log(Pi).

Table 2 compares the performance of PROGOT and Sinkhorn, along with the number of iterations
needed to achieve this performance. Both algorithms scale well and show high accuracy, while
requiring a similar amount of computation. We highlight that at this scale, simply storing the cost or
coupling matrices would require about 30Gb. The experiment has to happen across multiple GPUs.
Thanks to its integration in JAX and OTT-JAX [Cuturi et al., 2022b], PROGOT supports sharding
by simply changing a few lines of code. The algorithms scales seamlessly and each run takes about
15 minutes, on a single node of 8 A100 GPUs. This experiment sets a convincing example on how
PROGOT scales to much larger (in n and d) problems than considered previously.

Conclusion

In this work, we proposed PROGOT, a new family of EOT solvers that blend dynamic and static formu-
lations of OT by using the Sinkhorn algorithm as a subroutine within a progressive scheme. PROGOT
aims to provide practitioners with an alternative to the Sinkhorn algorithm that (i) does not fail when
instantiated with uninformed or ill-informed ¢ regularization, thanks to its self-correcting behavior
and our simple e-scheduling scheme that is informed by the dispersion of the target distribution, (ii)
performs at least as fast as Sinkhorn when used to compute couplings between point clouds, and (iii)
provides a reliable out-of-the-box OT map estimator that comes with a non-asymptotic convergence
guarantee. We believe PROGOT can be used as a strong baseline to estimate Monge maps.
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A Additional Experiments

In Section 5.1, we demonstrated the performance of PROGOT for map estimation on the sci-Plex
dataset. Here, we present a similar experiment on the 4i data, and extend all map experiments to the
case of a general translation invariant cost function, & = 1.5||-||; . In Table 3 and Table 4 we show
D, ((Tprog)#X, Y; h) the sinkhorn divergence using the cost function h.

Table 3: Performance of algorithms on sci-Plex data, w.r.t D, , ((Tprog)# X, Y; h) with the 1.5-norm
cost. Reported numbers are the average of 5 runs, together with the standard error.

Drug Belinostat Givinostat Hesperadin 5-drug

dpca 16 64 256 16 64 256 16 64 256 rank
PROGOT |2.03£0.02|7.11+0.03[18.6+0.1]2.04+0.07| 7.1£0.1 |19.5£0.1|2.4+0.1| 7.7+0.1 [20.2£0.4| 1
EOT 2.0740.02]7.224+0.06|18.8+0.2| 2.0+0.1 | 7.14+0.1 [19.5+0.1|2.6+0.2| 8.14+0.2 |20.6£0.6| 2
Debiased EOT|3.90+0.04| 13.840.1 [37.6+£0.2| 4.2+0.1 |[14.4+0.1|38.7£0.2]3.6+£0.2|13.0+£0.2|36.0£0.5| 4
Monge Gap | 2.440.1 | 8.64+0.1 |34.24+0.3| 2.3+0.1 | 8.54+0.2 |34.8+0.3|3.7£0.5/10.4+£0.5/36.0£0.8| 3

Table 4: Performance of algorithms on 4i data, w.r.t D, ((Tprog)#X, Y; h) where h is reported
in the table. Reported numbers are the average of 10 runs, together with the standard error.

Drug/ cisplatin | dasatinib |everolimus| vindesine |staurosporine | decitabine |overall
Cost Ly Uy 123 L5l | LS[lls | LS]Hly 5 | rank
PROGOT  [1.68+0.04| 2.7£0.1 |1.66£0.06|2.21+0.03| 2.744+0.08 [1.66£0.01| 2
EOT 2.72+0.05]2.1740.0314.86+0.11 [2.914+0.09| 1.96+0.04 [1.73+0.04| 3=
Debiased EOT |1.79+0.07|1.65+0.05|2.98+0.292.86+0.25| 1.81+0.05 [1.64+0.05| 1
Monge Gap | 1.7£0.1 | 3.3+0.2 | 1.7£0.1 [2.17£0.05| 3.03+0.08 |1.81+0.05| 3=
ICNN 1.74+0.08| 3.84+0.7 |1.88+0.05 - - - -

GMM Benchmark. To provide further evidence on performance of PROGOT, we benchmark the
map estimation methods on high-dimensional Gaussian Mixture data, using the dataset of Korotin
etal. [2021] for d = 128, 256. In this experiment the ground truth maps are known and allow us to
compare the algorithms more rigorously using the empirical /5 distance of the maps, as defined in
section Section 5.1. Shown in Table 5, we consider 15t = 500 test points and 425, = 8000 and
9000 training points, respectively for each dimension. We have also included a variant of the entropic
estimator which uses the default value of the OTT-JAX library for ¢, and unlike other EOT algorithms,
is not cross-validated. This is to demonstrate the significant effect that € has on Sinkhorn solvers.

Table 5: GMM benchmark. The Table shows the MSE, average of || — Yiest||3 for ngest = 500
points, where § = T'(Xtest) and the ground truth is yiet.

d=128 d = 256
PrROGOT  |0.099+0.009| 0.12+0.01
EOT 0.12£0.01 | 0.16+0.02
Debiased EOT| 0.114+0.01 |0.128=+0.002
Untuned EOT |0.250£0.023|0.276+0.006
Monge Gap | 0.364+0.02 |0.273+£0.005
ICNN 0.177£0.02310.117+0.005

B Details of Experiments

Generation of Figure 1 and Figure 2. We consider a toy example where the target and source
clouds are as shown in Figure 1. We visualize the entropic map [Pooladian and Niles-Weed, 2021],
its debiased variant [Pooladian et al., 2022] and PROGOT, where we consider a decelerated schedule
with 6 steps, and only visualize steps k = 3, 5 to avoid clutter. The hyperparameters of the algorithms
are set as described in Section 5. Figure 2 shows the coupling matrix corresponding to the same data,
resulting from the same solvers.

Sinkhorn Divergence and its Regularization Parameter. In some of the experiments, we calculate
the Sinkhorn divergence between two point clouds as a measure of distance. In all experiments
we set the value of e and according to the geometry of the target point cloud. In particular, we
set € to be default value of the OTT-JAX Cuturi et al. [2022b] library for this point cloud via
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Figure 7: Example of a CIFAR10 image and blurred variant. We match blurry images to the originals.
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Figure 8: Overview of the single cell dataset Srivatsan et al. [2020]. We show the first two PCA
dimensions performed on the training data, and limit the figure to 50 samples. The point cloud
(Xtrain, Xtest) Shows the control cells and (Yirain, Ytest) are the perturbed cells using a specific drug.

ott.geometry.pointcloud.PointCloud(Y) .epsilon, that is, 5% of the average cost matrix,
within the target points.

Details of Scheduling (o). Table 6 specifies our choices of ay, for the three schedules detailed in
Section 4. Figure 9 compares the performance of PROGOT with constant-speed schedule in red, with
the decelerated (Dec.) schedules in green. The figure shows results on the sci-Plex data (averaged
across 5 drugs) and the Gaussian Mixture synthetic data. We observe that the algorithms perform
roughly on par, implying that in practice PROGOT is robust to choice of a.

Table 6: Scheduling Schemes for ay.
Schedule | oy = a(k) |ti =t(k)

D)
Decelerated 1/e HT
1 k
Constant-Speed e K,
2k—1 k
Accelerated ®FD)2 —(h-1)? (?)

Details of Scheduling (¢f);. For map experiments on the sci-Plex data [Srivatsan et al., 2020],
we schedule the regularization parameters via Algorithm 4. We set 5y = 5 and consider the set
sp = {0.1,0.5,1,5,10,20}. For cougling experiments on the 4i data [Gut et al., 2018] we set
the regularizations as follows. Let xlk), ...,Xp ~ denote the interpolated point cloud at iterate
k (according to Line 7, Algorithm 2) and recall that yi,...,y,, is the target point cloud. The
scaled average cost at this iterateis ¢, = _, h(xgk) —y,;)/(20mn), which is the default value of €
typically used for running Sinkhorn. Then for every k € [K], we set g, = 6¢, to make PROGOT
compatible to the /3 regularization levels of the bench-marked Sinkhorn algorithms. For Figure 5, we
have set # = 274, In Figure 10 and Figure 11, we visualize the results for § € {277,274, 271} to
give an overview of the results using small and larger scaling values.

Compute Resources. Experiments were run on a single Nvidia A100 GPU for a total of 24 hours.
Smaller experiments and debugging was performed on a single MacBook M2 Max.
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Figure 9: Comparison of constant speed vs decelerated PROGOT.
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C Proofs

Preliminaries. Before proceeding with the proofs, we collect some basic definitions and facts.
First, we write the the p-Wasserstein distance for any p > 1:

1/p
W)= (it [ [ lo = ylrante,) "

Moreover, it is well-known that p-Wasserstein distances are ordered for p > 1: for 1 < p < ¢, it
holds that W, (p, v) < Wy (u, v) [cf. Remark 6.6, Villani et al., 2009].

For the special case of the 1-Wasserstein distance, we have the following dual formulation
Wilu) = swp [ fdluv)
f€ELip,
where Lip; is the space of 1-Lipschitz functions [cf. Theorem 5.10, Villani et al., 2009].

Returning to the 2-Wasserstein distance, we will repeatedly use the following two properties of
optimal transport maps. First, for any two measures p, v and an L-Lipschitz map 7, it holds that

Wa(Typ, Tyv) < LWa(p,v). ©

This follows from a coupling argument. In a similar vein, we will use the following upper bound on
the Wasserstein distance between the pushforward of a source measure p by two different optimal
transport maps 7, and T:

W3 ((Ta) b (To) 1) < N Ta = TollF2 () » (10)
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Notation conventions. For an integer K € N, [K] := {0,..., K}. We write a < b to mean that
there exists a constant C' > 0 such that a« < Cb. A constant can depend on any of the quantities
present in (A1) to (A3), as well as the support of the measures, and the number of iterations in
Algorithm 2. The notation a Sjg(n) b means that a < C1(log n)“2b for positive constants C; and
Cs.

C.1 Properties of entropic maps

Before proving properties of the entropic map, we first recall the generalized form of (5), which holds
for arbitrary measures (cf. Genevay [2019]):

1 2
sup ( )/fdM+/QdV—€// @) +9(w) =3 llz—yll )/Edu(x)dy(y) s (1n

(f,9)€L(p)x Lt

When the entropic dual formulation admits maximixers, we denote them by ( f:, g-) and refer to them
as optimal entropic Kantorovich potentials [e.g., Genevay, 2019, Theorem 7]. Such potentials always
exist if  and v have compact support.

We can express an entropic approximation to the optimal transport coupling 7 as a function of the
dual maximizers [Csiszar, 1975]:

fe(@) + g:(y) — 3llz — yl?
13

7 (@,) = 72 (2, y)dp(x)dv(y) = exp( Jau(@)av(y).  (12)

When necessary, we will be explicit about the measures that give rise to the entropic coupling. For
example, in place of the above, we would write

T (@, y) = 47 (s y)dp(@)de (y) (13)
The population counterpart to (7), the entropic map from u to v, is then expressed as
Te7"(x) = En, [Y|X = 2],
and similarly the entropic map from v to p is
X7 (y) = Ex [X[Y =]

We write the forward (resp. backward) entropic Brenier potentials as ¢, =
e = %H -||* — g-). By dominated convergence, one can verify that

Vee(x) =TE7 (), Vipe(y) =TI 7H(y).

sl 1P = fe Gresp.

We now collect some general properties of the entropic map, which we state over the ball but can be
readily generalized.

Lemma 6. Let j1, v be probability measures over B(0; R) in R%. Then for a fixed € > 0, it holds that
both TH=" and TY " are Lipschitz with constant upper-bounded by R* /e.

Proof of Lemma 6. We prove only the case for T/~ as the proof for the other map is completely
analogous. It is well-known that the Jacobian of the map is a symmetric positive semi-definite matrix:
VTF=Y(x) = e 1Covy, (Y|X = z) (see e.g., Chewi and Pooladian [2023, Lemma 1]). Since the
probability measures are supported in a ball of radius R, it holds that sup,, [|Cov._(Y|X = z)||¢p <
R2, which completes the claim. O

We also require the following results from Divol et al. [2024], as well as the following object: for
three measures p, i, v with finite second moments, write

I:= ///log(m%?’“(%y)dﬁ(yyz)dp(x),

where 7 is an optimal transport coupling for the 2-Wasserstein distance between . and v, and 7, is
the density defined in (13).
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Lemma 7. [Divol et al., 2024, Proposition 3.7 and Proposition 3.8] Suppose p, u, v have finite

second moments, then

1< [[@rrw - 1)y - adn(. ),

and

/ ITEP(y) = T2 77 (2) 1 *dn(y, 2) < 21 sup [|Covppv (X]Y = v)||op -

vER?

We are now ready to prove Proposition 4. We briefly note that stability of entropic maps and couplings
has been investigated by many [e.g., Ghosal et al., 2022, Eckstein and Nutz, 2022, Carlier et al., 2024].
These works either present qualitative notions of stability, or give bounds that depend exponentially
on 1/e. In contrast, the recent work of Divol et al. [2024] proves that the entropic maps are Lipschitz
with respect to variations of the target measure, where the underlying constant is linear in 1/¢. We
show that their result also encompasses variations in the source measure, which is of independent

interest.

Proof of Proposition 4. Let 7 € I'(u, 1) be the optimal transport coupling from p to 1. By disinte-
grating and applying the triangle inequality, we have

/ T~ (@) — TH % ()| dps(a /HT‘HP
/HT}“)P

< [[ i
< [[irre

+ |70 ()

T 20 ()| de(, 2)
— T2 () dr(, 2')
— TV |dr(x, 2')

= TP ()| dr(z, 2)

& / [ llz = &' dn(a,)

R2
TH Hp( I)||d7r(m,x’) + ?W2(/‘L3M/) ;

where the penultimate inequality follows from Lemma 6, and the last step is due to Jensen’s inequality.

To bound the remaining term, recall that

sup ||C0V7ré’ﬂ“(X|Y = U)Ht)p < RQa

vERE

and by the two inequalities in Lemma 7, we have (replacing v with u')

// ITEP(2) — T 2P ()| 2dr(x, o) < 2] R?

< —

<

2R? L

22 // Ti-o(y

2R2
([ 1

T” _)p(z)v Y- Z>d7r(yv Z)

) = T 0 (@) dm (o, a) ) W, 1)

where we used Cauchy-Schwarz in the last line. An application of Jensen’s inequality and rearranging

results in the bound:

,u—>p w —p( 7 / 2R? I
T2 (@) = T2 (") |dm(a, ') < = Wap, )

which completes the claim.

O

Finally, we require the following results from Pooladian and Niles-Weed [2021], which we restate for

convenience but under our assumptions.
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Lemma 8. [Two-sample bound: Pooladian and Niles-Weed, 2021, Theorem 3] Consider i.i.d. samples
of size n from each distribution p and v, resulting in the empirical measures [i and D, with the

corresponding. Let T, be the entropic map between [i and . Under (A1)-(A3), it holds that

2

E V2 =102 4 g

TszO’

< n e
L2~

Moreover, if e = £(n) < n~ Y@+ then the overall rate of convergence is n~=2/(4+4).

Lemma 9. [One-sample bound: Pooladian and Niles-Weed, 2021, Theorem 4] Consider i.i.d. samples
of size n from v, resulting in the empirical measure v, with full access to a probability measure [i.

Let R, be the entropic map from ji to 0. Under (A1)-(A3), it holds that

< gl=d/2,=1/2 | 2

E HRE - TO‘ ~log(n)

2
L2 (p)
Moreover; ife = e(n) < n~Y(4+2) then the overall rate of convergence is n=2/(4+2),

C.2 Remaining ingredients for the proof of Theorem 3

We start by analyzing our Progressive OT map estimator between the iterates. We will recurse on these
steps, and aggregate the total error at the end. We introduce some concepts and shorthand notations.

First, the ideal progressive Monge problem: Let 7(°) be the optimal transport map from s to v, and
write 1(°) := p. Then write

SO = (1 — ) Id T,

and consequently ;! == (S(O))# 19 We can iteratively define 7" to be the optimal transport
map from z() to v, and consequently

SO = (1 — o) Id 40, T

and thus p(+1) = (S (i))# p9). The definition of McCann interpolation implies that these iterates all
lie on the geodesic between i and v. This ideal progressive Monge problem precisely mimicks our
progressive map estimator, though (1) these quantities are defined at the population level, and (2) the
maps are defined a solutions to the Monge problem, rather than its entropic analogue. Recall that we
write /i and © as the empirical measures associated with 1 and v, and recursively define &® to be the

entropic map from ﬂgi) to U, where ﬂgo) = [1, and

AT = (8W) 4ol = (1 — i) 1d +;€D) ol . (14)
We also require Rﬁi), defined to be the the entropic map between 1" and © using regularization

;. This map can also be seen as a “one-sample" estimator, which starts from iterates of the McCann
interpolation, and maps to an empirical target distribution.

To control the performance of RS) below, we want to use Lemma 9. To do so, we need to verify that

u(i) also satisfies the key assumptions (A1) to (A3). This is accomplished in the following lemma.

Lemma 10 (Error rates for Ré“). For any i > 0, the measures ") and v continue to satisfy (A1) to
(A3), and thus

E|RD — To|2a0,0) St P72 462

Proof. We verify that the conditions (A1) to (A3) hold for the pair (u(!), v); repeating the argument
for the other iterates is straightforward.

First, we recall that for two measures 1 := i, 1, := v with support in a convex subset 2 C R?, the
McCann interpolation (fiq)ac[o,1) femains supported in €2; see Santambrogio [2015, Theorem 5.27].
Moreover, by Proposition 7.29 in Santambrogio [2015], it holds that

||;U'aHL°°(Q) < maX{HNO”Lx(Q)a ||/"L1||LOO(Q)} < max{ﬂmaxa Vmax}a

for any « € [0, 1], recall that the quantities fimax, Ymax are from (A1). Thus, the density of ,u(l) =
Hap = (1 — ) Id +0T) ¢ is uniformly upper bounded on ; altogether this covers (A1). For
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(A2) and (A3), note that we are never leaving the geodesic. Rather than study the “forward” map, we
can therefore instead consider the “reverse"” map

T = (apId+(1 — ap)T ™),

which satisfies Tjv = p and hence T = T—1. We now verify the requirements of (A2) and
(A3). For (A2), since (TM)~! =T = agId +(1 — )T~ !, and T~ is three-times continuously
differentiable by assumption, the map (7))~ is also three times continuously differentiable, with
third derivative bounded by that of T-!. For (A3), we use the fact that T = Vo for some function
o which is A-smooth and A- strongly convex. Basic properties of convex conjugation then imply
that T = V¢, where 1 = (g I 2“ + (1 — ap)gd)*. Since the conjugate of a A-strongly convex
function is A~ !-smooth, and conversely, we obtain that the function ; is (ag + (1 — ag) A=) 71
strongly convex and (g + (1 — ag)A~1) 71, In particular, since (ag + (1 — ag)A ™) ™! > min(1, \)
and (ap + (1 — ag)A~1) ™' < max(1, A), we obtain that DT is uniformly bounded above and
below. O

We define the following quantities which we will recursively bound:
A= EHE(i) - T(i)Hi%#(i)) AR, = HRS) - Tm”%z(#(i)) W, = EWQQ(/E?),M(“) ) 15)
as well as

-Ai ZZl*O&Z“FRz%,

&q
where recall R is the radius of the ball B(0; R) in R%.
First, the following lemma:
Lemma 11. If the support of p and v is contained in B(0; R) and «; S e fori=0,...,k, then

k
SZAZ

=

k)
[ =1 ..,

Proof. We prove this lemma by iterating over the quantity defined by

B = Hg(k) 081D o ... 080 _ k) o glk=1) o . . S(J)‘

L2(u)’

when j < k — 1 and E}, = Aj. By adding and subtracting S and S‘E(j ) appropriately, we obtain for
J<k-1,

E; < He<k>os<kfl>o...os<a'>fe<k>os<k71>o. 0 8U+D) osw\

L2(pl)

4 Hg(k) 081 o ... 08U+ o §U) _ k) o gk=1) . 5(1)‘

L2(pu())
_ 2
< (oszip(S(k))Lip(S(k_l)) ...Lip(S(J‘H))) A+ E
O‘J
S H Ac| Aj+Ejn
l J+1
SAj+Ein
where in the last inequality we have used the fact that a; < €, so that A < 1 for all k. Repeating
2
this process yields ’ ‘J'é,rz)g - T0’ w =FEy < Zf,o Ay, which completes the proof. O
L2(p -

To prove Theorem 3, it therefore suffices to bound Aj. We prove the following lemma by induction,
which gives the proof.
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Lemma 12. Assume d > 4. Suppose (Al) to (A3) hold, and c;; < ="/ and &; < n=/2? for all
i € [k]. Then it holds that for k > 0,

Wk ~log(n) n_2/d7 and Ak Slog(n) T _1/d .

Proof. We proceed by induction. For the base case £ = 0, the bounds of Fournier and Guillin
[2015] imply that Wy = E[WZ(f1, )] < n~%. Similarly, by Lemma 8, we have Ay Sjog(n)

d/2 n—1/2 Jr82 < —1/d
~log(n) T

Now, assume that the claimed bounds hold for Wy, and Aj;. We have
W1 = E[WZ((8M) 4, (™)) 5ut™)]
<EW2 ((5( )il (80 (k)) +EW2 ((Sw)) <k>,(5<k))#u(k))

< E[Lip(8™)2w2(a®, 1™)] +EHS<k) S(k)‘

L2(u(®)
/S Akwk + OékAk

SWi + azAk

S,

where the last step follows by the induction hypothesis and the choice of a;. By Proposition 4 and
the preceding bound, we have

Ak—i—l § ||8(k+1) R (k1) ||L2(/L(k+1)) =+ ARkJrl
~ 5;—31W’€+1 + ARy,
< 5 2/ + ARk+1

Lemma 10 implies that Ag, §1Og n n_l/d. The choice of €51 therefore implies A1 Siog(n)

n~1/4, completing the proof. O

C.3 Proofs for the CIFAR Benchmark

Proof of Proposition 5. By Proposition 13, the Gaussian blur map G is a linear positive-definite
operator. Considering the h = 1||- Hg cost, then G acts as a Monge map between from distribution /i
over a finite set of images, onto their blurred counterparts o = G /1. This is a direct corollary of
Brenier’s Theorem, and follows the fact that G is the gradient of A(U) = 3 (U, G(U)) the convex
potential, and therefore a Monge map [c.f. Section 1.3.1, Santambrogio, 2015]. Therefore, and again
following Brenier, the optimal assignment between i and their blurred counterparts 7, is necessarily
that which maps an image to its blurred version regardless of the value of ¢ < oo and the optimal
permutation is the identity. O

Proposition 13. The gaussian blur operator G : U — KUK is a linear positive-definite operator,
where U, K € RN*N and the kernel K is defined via

K = [exp (—(i = j)*/(eN?))],;» Vi,j <N.

Proof. The linearity of the operator is implied by the linearity of matrix multiplication. As for the
positive-definiteness, we show that the kernel matrix corresponding to the operator G is positive-
definite. Consider s images Uy, ..., U, in RN X" and the corresponding kernel matrix A € R***
defined as

Aij = <Uz, G(UJ» = <Ui, KU]K> = <KUZ, KUJ>

This is a dot-product matrix (of all elements K U;), and is therefore always positive definite. [
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We have linked the numerical and theoretical evidence for the claims made in
the abstract and introduction in the text. We have provided a theorem showing consistency
of our method.

Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The limitation of theory are clearly stated in Assumptions A1-A3. We report
the error and runtime of the algorithm, showing the numerical limitations, over numerous
runs and 3 different datasets.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
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judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: This is provided in A1-A3 and in the statement of the Theorem and lemmas in
the appendix.

Guidelines:
* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All experimental details are reported in the beginning of the experiment section.
If a hyper-parameter is chosen via cross-validation, the CV method is described. Otherwise,
the exact values are reported. We provide a detailed algorithm pseudo-code which allows
the reader to re-implement the method without using our code.

Guidelines:
* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

* If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
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(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We do not share new dataset. We include the base implementation of our main
algorithm in Jax as supplementary material.

Guidelines:
» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: This is detailed in first paragraph of Section 5 and in a later paragraph titled
"Comparing Map Estimators on Single Cell Data".

Guidelines:
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* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We run every experiment for 5 (or 10 depending on the experiment) random
seeds. All results are reported with error bars indicating the standard error. In our Table, we
do the same, reporting only numbers that have statistical significance.

Guidelines:
» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Our experiments are light and ran on a single GPU node. Details mentioned in
Appendix B.

Guidelines:
* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

27



0.

10.

11.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We fully adhere to the NeurIPS code of Ethics.
Guidelines:
* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: The paper is of theoretical and methodological nature. We do not foresee an
application of our proposed algorithm which may have a direct social impact.

Guidelines:
* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
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Justification: We do not release a model or a dataset.
Guidelines:
* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We use open sourced data and code. The reference packages and papers are
cited.

Guidelines:
* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

 For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We do not introduce a new asset.
Guidelines:
* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.
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* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

15.

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: We do not have involve crowdsourcing or human feedback.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: We do not have involve crowdsourcing or human feedback.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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