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Abstract

Conditional simulation is a fundamental task in statistical modeling: given a

finite collection of samples from a joint distribution, it consists in generating sam-

ples from conditionals of this distribution. One promising approach is to construct

conditional Brenier maps, where the components of the map push forward a refer-

ence distribution to conditionals of the target. While many estimators exist, few,

if any, come with statistical or algorithmic guarantees. To this end, we propose

a non-parametric estimator for conditional Brenier maps based on the computa-

tional scalability of entropic optimal transport. Our estimator leverages a result

of Carlier et al. (2010), which shows that optimal transport maps under a rescaled

quadratic cost asymptotically converge to conditional Brenier maps; our estimator

is precisely the entropic analogues of these converging maps. We provide heuristic

justifications for choosing the scaling parameter in the cost as a function of the

number of samples by fully characterizing the Gaussian setting. We conclude by

comparing the performance of the estimator to other machine learning and non-

parametric approaches on benchmark datasets and Bayesian inference problems.

1 Introduction

Given access to i.i.d. samples from a joint distribution µ 2 P(Rd1 ⇥Rd2), our goal is
to generate samples distributed according to the conditional distribution µ2|1(·|x1) :=
µ(·, x1)/µ1(x1) (where µ1 is the first marginal of µ) for any x1 2 Rd1 . This sampling
problem lies at the core of computational Bayesian inference, where the joint distribution

?
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is specified by a model for observations X1 and parameters X2. The goal of simulation-
based Bayesian inference is to sample from the posterior distribution, i.e., the conditional
distribution µ2|1(·|x1) corresponding to an observation x1, given samples from the joint
distribution (Cranmer et al., 2020).∗

Sampling via transport. One natural framework for performing conditional sim-
ulation uses measure transport (Marzouk et al., 2016) by seeking a transport map
that pushes forward a known source distribution to the conditional µ2|1(·|x1) for any
realization of the conditioning variable x1.

Many transport approaches for conditional simulation obey the following construc-
tion: Let ⇢ = ⇢1 ⌦ ⇢2 be a tensor-product source measure that is easy to sample from
(e.g., the standard Gaussian) and consider a transport map T from ⇢ to µ of the form

T (x) =


T 1(x1)
T 2(x2; x1)

�
, (1)

Theorem 2.4 of Baptista et al. (2024) shows that T 1 transports ⇢1 to µ1, then T 2

transports ⇢2 to µ2|1. In particular, for ⇢1-a.e.x1,

T 2(X2; x1) ⇠ µ2|1(·|T
1(x1)) , X2 ⇠ ⇢2 . (2)

Thus, maps of the form in (1) can perform conditional simulation. Several methods
successfully learn these maps given only information from the joint distribution µ.
These include conditional normalizing flows and di↵usion models; see Section 6 for some
examples. However, most existing approaches (i) do not provide explicit guarantees in
terms of the number of samples required to obtain a good estimator, and (ii) are based
on parametric models, the successful use of which requires tuning an unreasonable
number of parameters. The latter is especially costly when using neural networks as
the proposed estimator.

Conditional Brenier maps. Among all maps of the form in (1) that perform condi-
tional simulation, we seek the unique transport whose component maps T 1, T 2 minimize
the squared Euclidean displacement cost. We call such a transport a conditional Brenier
map, denoted TCB. A theoretical approximation scheme for finding TCB was proposed
by Carlier et al. (2010): For t 2 (0, 1), define the positive definite matrix

At := diag(1d1 ,
p

t1d2), (3)

where 1d1 := (1, . . . , 1) 2 Rd1 , with d = d1 + d2, and consider the weighted Euclidean
cost function

ct(x, y) := 1
2kAt(x � y)k2

2 . (4)

∗
Joint data in this setting are cheaply obtained by sampling x2 from its marginal (prior) distribution

µ2 and x1 from the specified likelihood model µ1|2(·|x2).
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Carlier et al. (2010) show† the following:

Theorem 1.1 (Convergence to conditional Brenier maps). Let ⇢, µ 2 P2(⌦) with ⇢
having a density. Let Tt denote the corresponding optimal transport map for the cost ct
satisfying (Tt)]⇢ = µ. Then as t ! 0,

�(Tt, TCB) := kTt � TCBk
2
L2(⇢) ! 0 .

Theorem 1.1 states that, in order to approximate conditional Brenier maps, it
su�ces to learn optimal transport maps pertaining to a rescaled quadratic cost function,
namely ct in (4). While this result is non-quantitative, it provides an optimal transport
framework for conditional simulation.

Main contributions

We propose an entropic estimator for conditional Brenier maps based on the works
of Pooladian and Niles-Weed (2021) and Carlier et al. (2010). In fact, we propose a
general framework that allows one to use any estimator of the (optimal) transport map
between two measures.

In addition, the risk incurred by any finite-sample estimator we propose, written bTt,
has the following decomposition

E�(bTt, TCB) . E�(bTt, Tt) + �(Tt, TCB). (5)

We take steps toward quantifying (5) by providing a full characterization of the two error
terms in the Gaussian setting. For non-Gaussian measures, we numerically evaluate the
performance of the conditional entropic Brenier map relative to two baseline approaches,
one based on the nearest-neighbor estimator (Manole et al., 2021) and another based
on neural networks (Amos, 2022). We show that our estimator is more tractable than
these other approaches and requires less tuning to maintain performance on standard
conditional simulation tasks.

Notation

For ⌦ ✓ Rd, we write P2(⌦) as the set of probability measures over ⌦ with finite
second moment. Throughout, we write ⇢ 2 P2(⌦) as the source measure which will
always have a density with respect to Lebesgue measure over a (compact convex) set
⌦ ✓ Rd. We denote the target measure by µ 2 P2(⌦) for the target measure. For
⌦ ✓ Rd1+d2 , we explicitly write the joint density as ⇢(x1, x2), and use ⇢1(x1) 2 P(Rd1)
(resp. ⇢2(x2) 2 P(Rd2)) to denote the first (resp. second) marginal distribution. For

†
Their original result shows convergence of Tt to the Knothe-Rosenblatt rearrangement, a map whose

Jacobian is strictly-triangular, by considering the weighted Euclidean cost ct(x, y) =
Pd

k=1
1
2 tk�1

|xk �

yk|2. The proof shows that each component of Tt converges to an optimal map between one-dimensional

conditional distributions. The same argument applies block-wise to x1, x2 to yield the map of the form

in (2) whose Jacobian is block-triangular.
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a fixed x 2 Rd1 , we write ⇢2|1(·|x) to be the conditional distribution; we use the same
convention for µ = µ(y1, y2). We denote the push-forward constraint for a transport
map T satisfying T (X) ⇠ µ for X ⇠ ⇢ as T]⇢ = µ. For a positive definite matrix
C 2 Rd1+d2 , we write C1/2 as the symmetric square-root of C and LC as the block-lower
Cholesky decomposition of C: the 2 × 2-block matrix (with blocks of size d1 ⇥ d1 and
d2 ⇥ d2) which satisfies LCL>C = C.

2 Background

2.1 Optimal transport

We first recall some facts about optimal transport (Villani, 2009; Santambrogio, 2015)
for (weighted) squared-Euclidean cost functions of the form c(x, y) = 1

2kA(x � y)k2

with A � 0.
We use three formulations of optimal transport (OT) between fixed measures

⇢, µ 2 P2(⌦) for such costs. First, the Monge formulation is

OT0(⇢, µ) = inf
T2T (⇢,µ)

Z
1
2kA(x � T (x))k2 d⇢(x) , (6)

where T (⇢, µ) is a family of vector-valued transport maps satisfying X ⇠ ⇢, T (X) ⇠ µ.
For general ⇢ and µ, it is easy to see that such a minimizer need not exist, even for
such nice cost functions. When they exist, we denote these minimizer by T0, called a
Brenier map (Brenier, 1991).

Next, the primal Kantorovich problem (Kantorovitch, 1942) is

OT0(⇢, µ) = inf
⇡2⇧(⇢,µ)

ZZ
1
2kA(x � y)k2 d⇡(x, y) , (7)

where ⇧(⇢, µ) is the set of couplings between ⇢ and µ, the set of joint measures with
left-marginal ⇢ and right-marginal µ. Since ⇢ and µ have finite second moment, (7) is
well-posed, and a minimizer, called the optimal plan, always exists and is denoted by ⇡0.

Finally, the dual Kantorovich optimization problem is

OT0(⇢, µ) = sup
(f,g)2L1(⇢⌦µ)

Z
f d⇢+

Z
g dµ , (8)

which is subject to the constraint

f(x) + g(y) 
1
2kA(x � y)k2

8(x, y) 2 ⌦ ⇥ ⌦ . (9)

Under the same regularity conditions on the measures, a pair of maximizers (f0, g0)
exists, which we call optimal Kantorovich potentials.

These three formulations are reconciled in the following theorem, which gives an
explicit formula of the optimal transport map as a function of the optimal Kantorovich
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potential f0, and says that ⇡0 is a deterministic function of T0. The result for A = I
was proven by Brenier (1991), and generalized to a wide family of cost functions by
Gangbo and McCann (1996). We present a simplified version of the statement here.

Theorem 2.1 (Brenier’s theorem for rescaled quadratic costs). Suppose ⇢ has a density
with respect to the Lebesgue measure, and µ has finite second moment. Then, for costs
c(x, y) = 1

2kx � yk
2, there exists a unique optimal transport map T0 2 T (⇢, µ) that

minimizes (6) given by

T0(x) = r'0(x) , (10)

where '0 = 1
2k · k

2
� f0 and f0 is the optimal Kantorovich potential. Moreover, for costs

c(x, y) = 1
2kA(x � y)k2 with positive definite A, the optimal transport map between ⇢

and µ is given by

TA(x) = A�1 eT0(Ax) , (11)

where eT0 is the Brenier map between the transformed measures ⇢A := (A·)]⇢ and
µA := (A·)]µ.

2.2 Entropic optimal transport

Entropic regularization was initially introduced to improve computational tractability
of the matching problem; see Cuturi (2013); Peyré and Cuturi (2019) for computational
insights, and Genevay (2019) for a general overview in machine learning.

For " > 0, the primal entropic optimal transport problem amounts to adding the
KL divergence as a regularizer to the primal Kantorovich problem:

OT"(⇢, µ) := inf
⇡2⇧(⇢,µ)

ZZ
1
2kA(x � y)k2 d⇡(x, y) + "KL(⇡k⇢⌦ µ) , (12)

where we recall that when ⇡ has a density with respect to ⇢⌦ µ, we have

KL(⇡k⇢⌦ µ) =

Z
log

✓
d⇡

d(⇢⌦ µ)

◆
d⇡ ,

and otherwise has value +1. Due to the regularizer, (12) is a strictly convex problem
and admits a unique minimizer, called the optimal entropic plan, written ⇡".

Analogously, we have a dual formulation, written

OT"(⇢, µ) = sup
(f,g)2L1(⇢⌦µ)

Z
f d⇢+

Z
g dµ + "

� "

ZZ
e(f(x)+g(y)�1

2kA(x�y)k2)/" d⇢(x) dµ(y) .

(13)
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As " ! 0, the third term in (13) converges to the hard-constraint in (9). The maximizers
of (13) are called optimal entropic Kantorovich potentials, written (f", g").

In addition, the entropic optimal transport problem exhibits the following primal-
dual recovery formula (Csiszár, 1975), in which the dual variables give an explicit form
for the primal solution via

d⇡"(x, y) = e(f"(x)+g"(y)�
1
2kA(x�y)k2)/" d⇢(x) dµ(y). (14)

We can extend the potentials (f", g") to lie outside the support of ⇢ and µ respectively,
by appealing to the marginal constraints (see Mena and Niles-Weed (2019); Nutz and
Wiesel (2021)). Henceforth, we write

f"(x)=�" log

Z
e(g"(y)�

1
2kA(x�y)k2)/" dµ(y) (x 2 Rd)

g"(y)=�" log

Z
e(f"(x)�1

2kA(x�y)k2)/" d⇢(x) (y 2 Rd) .

2.2.1 Entropic analogues to Brenier’s theorem

As before, consider the special case c(x, y) = 1
2kx�yk

2. We can write '" = 1
2k·k

2
�f" and

 " = 1
2k ·k

2
� g". Appealing to the expression given by the extended potentials, we have

'"(x) = " log

Z
e(x>y� "(y))/" dµ(y) . (15)

Then, the entropic Brenier map is given by

T"(x) := r'"(x) = E⇡" [Y |X = x] , (16)

where the second equality follows from taking the gradient of (15).‡ This explicit
characterization of the entropic map (relating the gradient field to the barycentric
projection of ⇡") was introduced as a means of providing a computationally tractable
estimator to the Brenier map (Pooladian and Niles-Weed, 2021).

For costs of the form 1
2kA(x � y)k2, we arrive at a similar formula to (11) as in the

unregularized case (cf. Klein et al. (2023, Lemma 2))

TA,"(x) = A�1 eT"(Ax) , (17)

where eT" is the entropic Brenier map between the transformed measures ⇢A := (A·)]⇢
and µA := (A·)]µ.

‡
This is permitted by an application of the dominated convergence theorem.
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2.2.2 Computational considerations with and without regularization

Given i.i.d. samples X1, . . . , Xn ⇠ ⇢ and Y1, . . . , Yn ⇠ µ, the primal Kantorovich
problem can be computed by solving the linear program

bP := argmin
P2DSn

hC, P i , (18)

where DSn is the set of doubly-stochastic n⇥n matrices (i.e., matrices with non-negative
entries where the row and columns each sum to one), and Cij := 1

2kA(Xi � Yj)k2. The
runtime for solving this linear program is well-known to be O(n3 log(n)), with the
caveat that the cost matrix C 2 Rn⇥n must be stored in memory; see Peyré and Cuturi
(2019, Chapter 3).

Incorporating entropic regularization has the benefit of improved runtime complexity.
Given n samples as before, we now solve the strongly convex program

bP" := argmin
P2DSn

hC, P i + "H(P ) , (19)

where H(P ) is the discrete entropy of the matrix P . The most well-known algorithm
for computing (19) is Sinkhorn’s algorithm (Sinkhorn, 1964; Cuturi, 2013). Solving for
bP" entails an iterative approach, where we solve for discrete analogues of the optimal
dual variables (f̂", ĝ") 2 Rn

⇥ Rn. By way of (14), this gives

( bP")ij = e(f̂")i/"eCij/"e(ĝ")j/" . (20)

In this setting, is it known that for a given " > 0, the matrix bP" can be computed
in eO(n2/("�)) time, where � > 0 is the desired tolerance to optimality (Altschuler
et al., 2017). For n su�ciently large, the quadratic runtime complexity is a significant
improvement over the cubic complexity of the unregularized solver.

While the above approach is popular, one can also solve for the dual optimal
vectors (f̂", ĝ") 2 Rn

⇥ Rn without storing the cost matrix C 2 Rn⇥n. This results in
a computationally feasible method for n & 105. We refer to Peyré and Cuturi (2019,
Chapter 4) for more details.

3 A family of estimators for

conditional simulation

Given X1, . . . , Xn ⇠ ⇢ and Y1, . . . , Yn ⇠ µ, our three-step recipe to estimate conditional
Brenier maps TCB is summarized as follows: For fixed t > 0, let At be given by (3). Then

1. scale the data to obtain Xt := (AtX1, . . . , AtXn) and Yt := (AtY1, . . . , AtYn),

2. learn an estimator bT0 of the Brenier map from the data Xt to Yt,

7



3. for a new sample x ⇠ ⇢, unscale the pushforward map, resulting in

bTt(x) := A�1
t
bT0(Atx) . (21)

This general approach allows practitioners to consider any estimator for the optimal
transport map bT0 on the basis of data. We now discuss some estimators bTt in detail,
and comment on their scalability and practicality.

3.1 Approach 1: Conditional entropic Brenier maps

Our main estimator is based on the entropic Brenier map introduced by Pooladian and
Niles-Weed (2021). Let (f̂",t, ĝ",t) be the output of Sinkhorn’s algorithm on the scaled
data Xt and Yt. Following (16) and (17), the estimator is

bT",t(x) =
nX

i=1

Yi
e((ĝ",t)i�

1
2kAt(x�Yi)k2)/"

Pn
j=1 e((ĝ",t)j�

1
2kAt(x�Yj)k2)/"

. (22)

This non-parametric estimator can be evaluated in O(n) time, and estimated in O(n2/")
runtime. More importantly, as Sinkhorn’s algorithm is GPU-friendly, this estimator is
scalable to over n & 105 sample points.

3.2 Approach 2: Nearest-Neighbor estimator

Another non-parametric estimator is due to Manole et al. (2021) which was adopted
by Hosseini et al. (2023) for the purpose of conditional simulation. Let bPt be the discrete
optimal transport matching computed on the scaled data Xt and Yt. For x 2 Rd, this
estimator is

bTNN,t(x) =
nX

i=1

1Vi(Atx)Y bPt(i)
, (23)

where (Vi)ni=1 are Voronoi regions

Vi := {x 2 Rd : kx � AtXik  kx � AtXkk 8 k 6= i} .

Computing the closest Xi to a new sample x has runtime O(n log(n)), though the
overall runtime of the estimator is still O(n3), since bPt needs to be initially computed
(recall the discussions in Section 2.2.2). An important caveat to this estimator is that
it is only defined on the in-sample target points.
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3.3 Approach 3: Neural networks

Neural networks are widely used to estimate optimal transport maps on the basis of
data, and fall under our proposed framework as well. We follow the work of Amos
(2022), which trains two multilayer perceptrons (MLPs) neural networks '✓ and x# to
define the map. In brief, the network x# : Rd

! Rd models the reverse transport map
and '✓ : Rd

! R models the Brenier potential. We can fit these neural networks using
stochastic gradient descent on minibatches of our fixed data Xt and Yt, and express
our estimator as

bTMLP,t(x) = A�1
t rb'✓(Atx) . (24)

We provide more details on the training algorithm in Appendix A.1, though we refer
the interested reader to Amos (2022) for precise details.

4 Theory for conditional simulation: The Gaussian

case

Our goal is to estimate the conditional Brenier map TCB on the basis of samples. To
explicitly quantify the error, we recall that the L2(⇢) risk incurred by all estimators
from the preceding section can be decomposed as

E�(bTt, TCB) . E�(bTt, Tt) + �(Tt, TCB) =: (T1) + (T2) , (25)

where we recall �(f, g) := kf �gk
2
L2(⇢). (T1) denotes the statistical error, which depends

on the method of choice, whereas (T2) denotes the approximation error of Tt to TCB.
Ideally, our choice of t should decrease with the number of samples, resulting in a
consistent estimator.

In this section, we make the estimates for (25) quantitative by considering a Gaussian-
to-Gaussian transport problem, where we can leverage closed-form expressions for the
estimators as a first step to understanding the error. All proofs in this section are
deferred to Appendix B. We will require the following assumption:

(G) Let ⇢ = N (0, Id) and µ = N (m, ⌃) for ⌃ � 0.

We first collect three closed-form expressions of interest.

Proposition 4.1 (Closed-form expressions). Suppose ⇢ and µ satisfy (G). Let TB be
the optimal transport map under the squared-Euclidean cost, Tt be the optimal transport
map for the ct cost, and TCB be the conditional Brenier map, all between ⇢ and µ. Then,

TB(x) = m + ⌃1/2x ,

Tt(x) = m + A�2
t (A2

t⌃A2
t )

1/2x ,

TCB(x) = m + L⌃x .

9
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Figure 1: We observe that (T2) asymptotically converges with a rate of O(t2) convergence
rate with randomly generated covariance matrices of block-type.

Our main result of this section is the following theorem. The proof follows immedi-
ately from balancing the results of Proposition 4.4 (see Section 4.1) and Proposition 4.5
(see Section 4.2), and is therefore omitted.

Theorem 4.2. Suppose ⇢ and µ satisfy (G), and consider the following plug-in estimator

bTt(x) = bm + A�2
t (A2

t
b⌃A2

t )
1/2x , (26)

where bm and b⌃ are the empirical mean and covariance derived from the i.i.d. samples
from µ. If t(n) ⇣ n�1/3, and n is su�ciently large, the plug-in estimator bTt achieves
the estimation rate

EkbTt � TCBk
2
L2(⇢) . n�2/3 . (27)

Remark 4.3. It is worth mentioning that this result is far from tight. A plug-in estimator
of L⌃ would directly provide parametric rates of estimation. However, this estimation
approach is outside the spirit of our work, as it avoids the rescaled quadratic cost
entirely.

4.1 Convergence of (T1)

Our first step is to understand how the scaling of the cost impacts the overall statistical
performance of our estimator. We ultimately expect t = t(n) & 0, which will (negatively)
impact the convergence rate. Indeed, if t were ultimately fixed and not decaying with
n, then the rescaling impacts the rate of estimation by at most a universal, albeit large,
constant, but we would never be able to converge to the conditional Brenier map.

The following proposition tells us how the scaling of the cost impacts the statistical
rates of convergence.

10



Proposition 4.4. Suppose ⇢ and µ satisfy (G), and consider the plug-in estimator
from (26). The statistical rate of convergence is

(T1) := EkbTt � Ttk
2
L2(⇢) . t�1n�1 . (28)

4.2 Convergence of (T2)

We now quantify the approximation error (T2) in (25). The proof is based on a careful
Taylor-expansion argument that is made tractable in the Gaussian-to-Gaussian setting.

Proposition 4.5. Suppose ⇢ and µ satisfy (G). Then Tt for t su�ciently small
converges to the conditional Brenier map at the rate

(T2) := kTt � TCBk
2
L2(⇢) .⌃ t2 . (29)

Figure 1 supports Proposition 4.5. Note that as d increases, the constant in (29)
increases, though the convergence rate appears to always be O(t2) for t su�ciently
small. Details of the example are provided in Appendix A.2.

4.3 Impact of the entropic bias

Unlike the Nearest-Neighbor or the MLP estimators, the entropic Brenier map comes
with an explicit bias as an artifact of the "-regularization scheme. Here, we want to
scale both parameters ", t ! 0 such that the following quantity converges

kT",t � TCBk
2
L2(⇢) . kT",t � Ttk

2
L2(⇢) + kTt � TCBk

2
L2(⇢) . (30)

Ultimately, we would like to provide a general rule for selecting the entropic parameter "
as a function of t. We expect t = t(n) to decrease as the number of samples n increases,
and similarly for " = "(n). The following result controls the entropic bias (first term
in (30)) for rescaled quadratic costs in the Gaussian setting.

Proposition 4.6. Let ⇢ = N (0, A) and µ = N (b, B), and let cS(x, y) := 1
2kS(x � y)k2

for some positive-definite matrix S. Let T",S (resp. TS) be the entropic Brenier map
(resp. Brenier map) between ⇢ and µ. It holds that for " > 0

kT",S � TSk
2
L2(⇢) . tr(S�4)"2 + OA,B,S("4) , (31)

As a special case, we can take S = At and, combined with Proposition 4.5, we
obtain the following result for the risk of the finite-sample entropic estimator.

Theorem 4.7. Let T",t be the entropic Brenier map under the ct cost between ⇢ and µ
satisfying (G), and let TCB be the conditional Brenier map. For " ⇣ t2,

kT",t � TCBk
2
L2(⇢) .⌃,d t2 .

11



5 Numerical experiments

We study our proposed map estimators on several experiments already present in the
literature. Our experiments fall into two broad categories: quantitative and qualitative
comparisons. In the former, we consider settings where the true conditional Brenier
map is known so that sampling the target conditioning or computing the mean-squared
error (MSE) from (25) is possible. For the latter, such a map is not known (which is
the case in practice), and so we can only visually compare the generated and target
conditional samples.

Recall that two of our estimators are non-parametric: the entropic Brenier map
(EOT) and the Nearest-Neighbor map (NN), while the neural network approach (MLP)
is parametric. The entropic Brenier map takes the best aspects of both other estimators:
it is scalable to many samples via Sinkhorn’s algorithm and only requires tuning one
extra variable, ", as opposed to changing minibatch size, learning schedules, architecture,
etc., which is required with neural networks.

In all of our experiments we take the reference measure to be of the form ⇢ = µ1 ⌦⇢2

so that the first component of the conditional Brenier map is T 1(x1) = Id(x1). We
can then sample the conditional distribution µ2|1 using T 2 alone, i.e., (2) becomes
T2(X2; x1) ⇠ µ2|1(·|x1) for X2 ⇠ ⇢2 and any ⇢1-a.e.x1.

Our code is publicly available at https://github.com/aistats2025condsim/ConditionalBrenier;
details of the experiments not mentioned in the main text are deferred to Appendix A.

5.1 Quantitative comparisons

5.1.1 Non-linear conditional Brenier maps

Here we consider a set of two-dimensional joint distributions µ(x1, x2) where x1 ⇠ µ1 =
U [�3, 3] and the conditionals µ2|1(·|x1) are sampled as follows:

tanhv1: X2 = tanh(x1) + ⇠ ⇠ ⇠ �(1, 0.3)

tanhv2: X2 = tanh(x1 + ⇠), ⇠ ⇠ N (0, 0.05)

tanhv3: X2 = ⇠ tanh(x1), ⇠ ⇠ �(1, 0.3).

For each case, we generate n = 5000 independent sets of samples from the source
⇢ = µ1 ⌦ N (0, 1) and target distribution µ. For each batch of samples, we compute the
three estimators and generate 2000 samples from the approximate conditionals using
the estimated map.

To evaluate the error in the conditional distributions for each value of x1, we compute
a Monte-Carlo estimate of the following expected error between conditionals

EX1⇠µ1 [D(µ2|1(·|X1), bT 2(·; X1)]⇢2)] , (32)

where D is some discrepancy over probability measures.
To populate Table 1, we used the same t 2 (0, 1) for all methods to define the

rescaled data. For the approach based on entropic OT, we chose " = t/5. We randomly
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sample 50 i.i.d. conditional variables from µ1 and evaluate the error in (32) with D
taken to be W2 and the Maximum-Mean-Discrepancy (MMD) metric. We repeat each
experiment 10 times and report the standard deviations of the errors. For all cases, we
observe that the EOT and NN estimators yield the smallest error between the true and
approximate conditionals.

Dataset Method W2 Error (10�2) MMD Error (10�2)

tanhv1

EOT 4.26 ± 0.62 1.31 ± 0.51
NN 5.05 ± 0.43 1.34 ± 0.43

MLP 5.98 ± 0.88 1.97 ± 0.67

tanhv2

EOT 3.15 ± 0.81 2.46 ± 0.86
NN 3.83 ± 0.68 1.91 ± 0.58

MLP 14.39 ± 3.86 15.50 ± 5.26

tanhv3

EOT 2.12 ± 0.67 18.43 ± 7.78
NN 1.77 ± 0.73 10.39 ± 7.43

MLP 5.42 ± 0.61 27.19 ± 2.21

Table 1: Expected error between conditional distributions for three test problems; we
chose t = 6 · 10�2, which seemed to provide the best performance for all methods on
average.

5.1.2 Gaussian setting

Next, we examine the MSE of the estimated map on a d = 4-dimensional Gaussian
source and target measure with d1 = 2 and d2 = 2. Figure 2 compares the error to the
true map with increasing sample size for t ⇣ n�1/3 and " ⇣ t2 (following the theoretical
analysis in Section 4). While we do not believe these rates are optimal, this is a first
step toward demonstrating consistency of our proposed estimator.

5.2 Qualitative comparisons

5.2.1 Two-dimensional distribution

Here we visualize the approximated conditional distributions µ2|1(·|x1) for di↵erent
estimators and conditioning variables x1. We consider a two-dimensional distribution
µ where the data is sampled as follows: X2 ⇠ N (0, 1) and X1 = x2

2 � 1 + ⇠ with
⇠ ⇠ N (0, 1).

Figure 3 shows the target samples from µ for learning the maps and the generated
samples from the estimated maps bT 2(·, x1)]⇢2 for x1 2 {�0.5, 3}. We observe that the
maps approximate distributions with both unimodal (x1 = �0.5) and bimodal structure
(x1 = 3). The closest is agreement found using the entropic map.
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Figure 2: MSE of the estimated map for the NN and EOT estimators for a multivariate
Gaussian problem with increasing sample size n.
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Figure 3: Left: Joint samples of µ(x1, x2) with slices at the conditioning values of
interest x1 2 {�0.5, 3}. Right: Generated samples from the EOT, NN, and MLP maps
with the true density µ2|1(·|x1) in black.

5.2.2 Posterior of Lotka–Volterra model

Lastly, we apply the entropic estimator to sample from the posterior distribution
µ2|1(·|x1) of a Bayesian inference problem for parameters X2 2 R4 in a ordinary
di↵erential equation that models population dynamics given one observation x1 2 R18.
Figure 4 (left) presents 2.5 ⇥ 104 samples generated using the estimated entropic
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Figure 4: Comparison of samples from the posterior distribution using the entropic
estimator (left) and an adaptive MCMC sampler (right).

estimator bT",t for " = t = 5⇥10�3 and n = 105. The other estimators (i.e., NN and
MLP) are not scalable for this high-dimensional application. We compare the generated
samples to samples obtained from an adaptive Metropolis Markov chain Monte Carlo
sampler, where we observe close agreement of the concentration and correlations between
the conditional distributions. Moreover, the true parameter (red) that generated the
observation x1 is covered by the predicted uncertainty.

6 Related work

Estimation of (entropic) Brenier maps. The statistical estimation of optimal
transport maps has been studied by e.g, Deb et al. (2021); Hütter and Rigollet (2021);
Manole et al. (2021); Divol et al. (2022). To the best of our knowledge, the estimation
of optimal transport maps for other costs has not appeared in the literature so far. The
works of Fan et al. (2021); Klein et al. (2023); Pooladian et al. (2023b) deviate from
the squared-Euclidean cost, considering task-specific costs, such as Lagrangian costs to
incorporate barriers in transport, or proximal costs for sparse displacements. Statistical
analyses for entropic Brenier maps (again, for the squared-Euclidean cost) have them-
selves been studied in numerous works; see Pooladian and Niles-Weed (2021); Goldfeld
et al. (2022a,b); Rigollet and Stromme (2022); Pooladian et al. (2023a); Stromme (2023).

On the empirical side, Hosseini et al. (2023) and Alfonso et al. (2023) estimate
flows or transport maps based on the notion of rescaled costs by leveraging Carlier
et al. (2010). Neither work quantitatively assesses the performance of their estimator
as n ! 1 or provide a (heuristic) rule for t = t(n) ! 0. In this sense, our work takes
a first step to making their estimators statistically rigorous.
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Knothe–Rosenblatt map computation. On the statistical side, our work is related
to that of of Irons et al. (2022) and Wang and Marzouk (2022). The authors of these
works study the statistical estimation of the Knothe–Rosenblatt (KR) rearrangement
(the strictly triangular map, rather than the block-triangular map considered here) via
maximum likelihood estimation with the goal of obtaining rates of convergence in the KL
divergence. Unlike these works, we are ultimately interested in procedures that explicitly
recover the conditional Brenier map. Finally, adapted optimal transport Eckstein and
Pammer (2024); Backho↵ et al. (2017); Gunasingam and Wong (2024) incorporates
causal constraints to recover a transport plan (in the sense of KR) that is useful for
conditional simulation, but developing tractable estimators remains challenging.

Methods for conditional simulation Broadly, computational transport approaches
for conditional simulation parameterize the transport map using either conditional
normalizing flows Baptista et al. (2023); Wang et al. (2023) or generative adversarial
networks Baptista et al. (2020). Alternatively, the transport can be defined from the
flow map of a (possibly stochastic) di↵erential equation as in Batzolis et al. (2021); Shi
et al. (2022); Albergo et al. (2024). Recently, a dynamic formulation of conditional
optimal transport was proposed in Kerrigan et al. (2024). These dynamic formulation
use neural network-based methods, which require choosing many hyper-parameters in
practice as compared to the proposed approach.

7 Conclusion

We put forth a statistically motivated approach for conditional simulation by estimating
conditional Brenier maps. We propose a tractable estimator based on entropic optimal
transport that approximates conditional Brenier maps from joint samples. Moreover
we provide a near-complete statistical characterization of the estimator in a Gaussian-
to-Gaussian setting. A natural and essential direction for future work is to extend the
theoretical analyses beyond Gaussians. Similarly, it would be interesting to extend our
proposed estimator to the recent Schrödinger bridge estimator developed by Pooladian
and Niles-Weed (2024) for the purposes of conditional simulation.
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A Experimental details

A.1 Details of neural network estimator

For this estimator, we use a neural network to parameterize the Brenier potential '✓
and reverse transport map x#. The neural networks have 4 hidden layers with 128
hidden units in each layer. We use an Adam optimizer to learn the parameters using a
256 batch size at each iteration and 5000 total iterations. The learning rate follows a
cosine scheduler starting from the initial value of 10�2, which decays over 5000 iterations
by the multiplier factor of 10�3. The neural networks implementation and training is
performed using OTT-JAX (Cuturi et al., 2022) using their “Neural Dual” solver tutorial
code.
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A.2 Computing Figure 1

For each total dimension d 2 {4, 10, 20, 50}, we randomly sample a target covariance
matrix ⌃ 2 Rd⇥d using the following procedure. We sample matrices A 2 Rd1⇥d1 , B 2

Rd2⇥d1 and C 2 Rd2⇥d2 with independent standard Gaussian entries. We then construct
the block covariance matrix ⌃ of the form

⌃ =


AA> AA>B>

BAA> BAA>B> + 0.01Id

�
.

Given the target µ = N (0, ⌃) and standard Gaussian source ⇢ = N (0, Id), we compute
the lower block Cholesky factor L⌃ 2 Rd⇥d satisfying ⌃ = L⌃L>

⌃ to define the conditional
Brenier map TCB in Proposition 4.1. This map is compared to Tt(x) = A�2

t (A2
t⌃A2

t )1/2x
in Proposition 4.1 to evaluate the squared errors in Figure 1. Lastly, we note that for a
standard Gaussian source we have

kTt � TCBk
2
L2(⇢) = Ex⇠⇢Tr

�
(A�2

t (A2
t⌃A2

t )
1/2

� L⌃)xx>(A�2
t (A2

t⌃A2
t )

1/2
� L⌃)>

�

= kA�2
t (A2

t⌃A2
t )

1/2
� L⌃k

2
F .

A.3 Details for Section 5.1

For both the quantitative comparisons, we construct the entropic estimator using
the Optimal Transport Tools (OTT-JAX) package (Cuturi et al., 2022). We set the
maximum number of iterations for the Sinkhorn solver to 5000 and use a tolerance
of 10�3 for checking convergence. For the nearest-neighbour estimator, we use the
Scikit-Learn (Pedregosa et al., 2011) package to compute the nearest neighbor points
in the source dataset.

For the tanh experiments in Section 5.1.1 we set t = 6 · 10�2 and " = t/5 for all
examples. For the Gaussian experiment in Section 5.1.2, we set t = 0.1n�1/5 and " = t2

for all considered sample sizes n 2 [103, 104]. The errors for the estimated maps in
Figure 2 are computed using Monte Carlo with 104 independent samples from the source
distribution.

A.4 Details for Section 5.2

For the experiment in Section 5.2.1, we use n = 7500 target samples from µ to build
the estimators and set t = 6 · 10�2. We use " = t/5 for the entropic estimator. The
entropic and nearest-neighbor estimators are computed using OTT and Scikit-Learn,
respectively, using the parameters listed in Appendix A.3. To plot the histograms in
Figure 3, we generate 5000 samples from the estimated conditionals using the second
component of the estimated maps bT 2(·, x1) for each x1.

For the experiment in Section 5.2.2, we consider a target distribution specified
by a prior µ2(x2) over parameters x2 = (↵, �, �, �) 2 R4 that define the right-hand-
side nonlinear ODE, and a likelihood function µ1|2(x1|x2) given by the mapping from
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parameters to noisy observations of the ODE x1 2 R18. Given the parameters, let
P (t) = (P1(t), P2(t)) 2 R2

+ describe the populations of predator and prey over time in
an environment, which evolve according to the coupled ODES

dP1

dt
= ↵P1(t) � �P1(t)P2(t)

dP2

dt
= ��↵P1(t) + �P1(t)P2(t),

with the initial condition P (0) = (30, 1). To generate the observations, we simulate
the ODEs for t 2 [0, 20] and sample (log(X1)2k�1, log(X1)2k) ⇠ N (log P (k�tobs), �2I2)
with �tobs = 2 and � = 0.01 for k = 1, . . . , 9. This sampling process defines the
likelihood function µ1|2(·|x2). We set the prior distribution to be log-normal, i.e.,
log X2 ⇠ N (m, 0.5I4) with mean m = (�0.125, �3, �0.125, �3). To generate the target
dataset {(X i

1, X
i
2)}

n
i=1 ⇠ µ, we sample a set of parameters X i

2 ⇠ µ2(·) and paired
observations X i

1 ⇠ µ1|2(·|x2 = X i
2).

To construct the entropic estimator for the conditional Brenier map, we consider the
parameters t = 0.01, " = 0.005, and a tolerance for the Sinkhorn solver of 10�4. The
estimator is computed using the PyKeOps package for scalability of kernel operations on
the GPU with large sample sizes n (Charlier et al., 2021). For the comparison, we ran a
Metropolis Hastings Markov chain Monte Carlo (MCMC) algorithm for one million steps
using an initial zero-mean Gaussian proposal distribution. The proposal covariance is
adapted at each step based on the Markov chain of the previous samples. We treated the
first 500,000 steps of MCMC as burn-in and extracted a thinned set of 25, 000 samples at
uniformly spaced iterations. Figure 4 compares the MCMC samples to 25, 000 samples
generated using the entropic estimator bT 2(·; x⇤

1)]⇢2 for an observation x⇤
1 ⇠ µ(·|x2 = x⇤

2)
corresponding to the true parameter vector x⇤

2 = (0.832, 0.041, 1.082, 0.040), which is
displayed in red in Figure 4.

B Proofs from Section 4

Proof of Proposition 4.1. For general ⇢ := N (0, A) and µ := N (m, B) the OT map has
closed form (Gelbrich, 1990):

T ⇢!µ
B (x) = m + A�1/2(A1/2BA1/2)1/2A�1/2x .

Let ⇢t = (At·)]⇢ = N (0, A2
t ) and similarly µt = N (Atm, At⌃At). Then it holds that

T ⇢t!µt
B = Atm + A�1

t (A2
t⌃A2

t )
1/2A�1

t x .

Using now (11), we have

Tt(x) = A�1
t (Atm + A�1

t (A2
t⌃A2

t )
1/2A�1

t )(Atx) = m + A�2
t (A2

t⌃A2
t )

1/2x .
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We now compute TCB. First note that the block lower Cholesky decomposition is

L⌃ =

 
⌃1/2

11 0

⌃21⌃
�1/2
11 W 1/2

!
,

where we recall

⌃ =

✓
⌃11 ⌃>

21

⌃21 ⌃22

◆
,

and that W = ⌃22 � ⌃21⌃
�1
11 ⌃>

21 . Since this is block-lower triangular, this satisfies the
criteria to be a conditional Brenier map.

Proof of Proposition 4.4. Since the error incurred from estimating the mean m is negli-
gible, we henceforth assume that ⇢t := N (0, A2

t ) and µt := N (0, At⌃At). The optimal
transport map from ⇢t to µt is given by

T 0
t (y) := A�1

t (A2
t⌃A2

t )
1/2A�1

t y .

Similarly, we define bT 0
t(y) := A�1

t (A2
t
b⌃A2

t )
1/2A�1

t y. The main expression we want to
bound is then

EkbTt � Ttk
2
L2(⇢) = EkA�1

t (bT 0
t � T 0

t )k
2
L2(⇢t)

 kA�1
t k

2
opEkbT 0

t � T 0
tk

2
L2(⇢t)

 t�1EkbT 0
t � T 0

tk
2
L2(⇢t) .

To continue, we note that
p
�min(⌃)I � DT 0

t (y) �

p
�max(⌃)I , (33)

where �max(⌃) > 0 (resp. �min(⌃) > 0) is the largest (resp. smallest) eigenvalue of the
covariance matrix ⌃. Equation (33) follows from Theorem 5 of Chewi and Pooladian
(2022), where we compute r

2(� log ⇢t) = A�2
t and (�max(⌃))�1A�2

t � r
2(� log µt) �

(�min(⌃))�1A�2
t . By a direct application of a smoothness result by Manole et al. (2021,

Theorem 6), we have

EkbT 0
t � T 0

tk
2
L2(⇢t)  (⌃)EW 2

2 (µ̂t, µt) ,

where (⌃) = �max(⌃)/�min(⌃), and µ̂t := N (0, At
b⌃At). Note that the remaining

Wasserstein distance term can be upper bounded (since kAtkop  1) as

EW 2
2 (µ̂t, µt)  E

Z
kAt(b⌃1/2

� ⌃1/2)(x)k2 d⇢(x)  EkbT � Tk
2
L2(⇢) .⌃ n�1 ,

where T (x) := ⌃1/2x and similarly bT (x) := b⌃1/2x, and the final inequality is well-known;
see Flamary et al. (2019); Divol et al. (2022).

Putting everything together, we have

EkbTt � Ttk
2
L2(⇢) .⌃ t�1n�1 .
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Proof of Proposition 4.5. We write Qt := A2
t . Suppose that for t small enough, Mt is a

positive-definite matrix such that both

kM2
t � (Qt⌃Qt)kop . t3 , and kQ�1

t Mt � L⌃kop . t . (34)

The first inequality implies that

M2
t � (Qt⌃Qt) + ct3I .

Since square-roots preserves the positive-definite order, an appropriate Taylor expansion
gives

Mt � (Qt⌃Qt)
1/2 +

c

2
t3(Qt⌃Qt)

�1/2
�

c

2
t2⌃�1/2 .

Pre-multiplying by Q�1
t � t�1I, we have that

Q�1
t Mt � Q�1

t (Qt⌃Qt)
1/2

�
c

2
t⌃�1/2 ,

which implies kQ�1
t Mt � Q�1

t (Qt⌃Qt)1/2
kop 

c
2t(�min(⌃))�1/2. Combined with the

second inequality in (34) via triangle inequality, we arrive at

kQ�1
t (Qt⌃Qt)

1/2
� L⌃kop .⌃ t .

Since k · k
2
F  dk · k

2
op , the proof is complete if we can find such an Mt. The matrix

outlined in Lemma B.1 satisfies the inequalities in (34), which is the one we take to
complete the proof.

Proof of Proposition 4.6. For the linear map x 7! Sx, write ⇢S := (S·)]⇢ and µS :=
(S·)]µ. Specifically, ⇢S = N (0, SAS) and µS = N (b, SBS). The closed-form expression

for eT",S, the entropic map from ⇢S to µS for " � 0 can be computed as

eT",S(y) = ((SAS)�1/2M1/2
",S (SAS)�1/2

�
"
2(SAS)�1)y + Sb ,

= ((SAS)�1/2[M1/2
",S �

"
2I](SAS)�1/2)y + Sb

where M",S = (SAS)1/2SBS(SAS)1/2 + "2

4 I; see Pooladian et al. (2022, Proposition

3). The expression for the Brenier map between ⇢S and µS, eT0,S(y), follows the same
formula. Using (11), the maps between ⇢ and µ under the cost 1

2kS(x�y)k2
2 are given by

T",S(x) = S�1(SAS)�1/2[M1/2
",S �

"
2I](SAS)�1/2Sx + b

We can now directly compute

kT",S � T0,Sk
2
L2(⇢) = tr

⇥�
S�1(SAS)1/2[M1/2

",S � M1/2
0,S �

"
2I](SAS)�1/2S

�2
A
⇤

= tr
⇥�

(SAS)�2[M1/2
",S � M1/2

0,S �
"
2I]2

�
A
⇤

= tr
⇥
S�2A�1S�2[M1/2

",S � M1/2
0,S �

"
2I]2

⇤
,
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where we use the fact that all matrices are symmetric, and thus commute under trace.
A direct application of Pooladian et al. (2022, Lemma 2) tells us that

M1/2
",S = M1/2

0,S +
"2

8
M�1/2

0,S + O("4) .

Expanding the square inside the trace and applying the above Taylor expansion, we
see that many terms cancel, and, dropping the remaining negative-definite terms, one
arrives at

kT",S � T0,Sk
2
L2(⇢) 

"2

4
tr(S�4A�1) 

"2

4
kS�4

kopI0(⇢) ,

where recall I0(⇢) = tr(A�1) is the Fisher information of ⇢ = N (0, A).

Proof of Theorem 4.7. Writing the expansion (30) and using both Equation (29) and
Proposition 4.6, we obtain (using that I0(⇢) = d)

kT",t � TCBk
2
L2(⇢)  kT",t � Ttk

2
L2(⇢) + kTt � TCBk

2
L2(⇢)

.⌃ 2
"2

4
tr(A�4

t I) + 2t2


"2

2
dt�2 + 2t2

.⌃,d t2 ,

where we choose "⇤ ⇣⌃,d t2 in the penultimate inequality to conclude.

Lemma B.1 (Square-root perturbation). Consider the assumptions in Proposition 4.5.
There exists a matrix M such that the following inequalities hold

kM2
� (Qt⌃Qt)kop .t3 (35)

kQ�1
t M � L⌃kop .t , (36)

with Qt = A2
t .

Proof. First, recall that

⌃ =

✓
⌃11 ⌃>

21

⌃21 ⌃22

◆
, L⌃ =

 
⌃1/2

11 0

⌃21⌃
�1/2
11 S1/2

!
,

where S = ⌃22 � ⌃21⌃
�1
11 ⌃>

21 .
Let

M :=

✓
⌃1/2

11 0
0 0

◆
+ t

 
0 ⌃�1/2

11 ⌃>
21

⌃21⌃
�1/2
11 S1/2

!
+ t2

✓
B11 B>

21

B21 0

◆
. (37)
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We compute

M2 = (Qt⌃Qt) + t2
 

⌃1/2
11 B11 + B11⌃

1/2
11 + ⌃�1/2

11 ⌃>
21⌃21⌃

�1/2
11 ⌃1/2

11 B>
21 + ⌃�1/2

11 ⌃>
21⌃

�1/2
11

B21⌃
1/2
11 + ⌃�1/2

11 ⌃21⌃
�1/2
11 0

!

+ O(t3) ,

where

(Qt⌃Qt) =

✓
⌃11 t⌃>

21

t⌃21 t2⌃22

◆
.

We choose B11 and B21 to satisfy

⌃1/2
11 B11 + B11⌃

1/2
11 = �⌃1/2

11 ⌃>
21⌃21⌃

�1/2
11

B21 = �⌃�1
11 ⌃>

21S
1/2 .

Thus, kM2
� (Qt⌃Qt)kop . t3, which is the first claim. For the second, note that

Q�1
t M =

✓
⌃11 + O(t) t⌃>

21 + O(t)

⌃21⌃
�1/2
11 S1/2 + O(t)

◆
= L⌃ +

✓
O(t) t⌃>

21 + O(t)
0 O(t)

◆
,

and thus kQ�1
t M � L⌃kop . t.
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