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Non-Uniform Spatial Alignment Errors in sUAS Imagery From
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Abstract— This work presents the first quantitative study of
alignment errors between small uncrewed aerial systems (sUAS)
geospatial imagery and a priori building polygons and finds
that alignment errors are non-uniform and irregular. The work
also introduces a publicly available dataset of imagery, building
polygons, and human-generated and curated adjustments that
can be used to evaluate existing strategies for aligning building
polygons with sUAS imagery. There are no efforts that have
aligned pre-existing spatial data with sUAS imagery, and thus,
there is no clear state of practice. However, this effort and
analysis show that the translational alignment errors present
in this type of data, averaging 82px and an intersection over the
union of 0.65, which would induce further errors and biases in
downstream machine learning systems unless addressed. This
study identifies and analyzes the translational alignment errors
of 21,619 building polygons in fifty-one orthomosaic images,
covering 16787.2 Acres (26.23 square miles), constructed from
sUAS raw imagery from nine wide-area disasters (Hurricane
Ian, Hurricane Harvey, Hurricane Michael, Hurricane Ida,
Hurricane Idalia, Hurricane Laura, the Mayfield Tornado, the
Musset Bayou Fire, and the Kilauea Eruption). The analysis
finds no uniformity among the angle and distance metrics of
the building polygon alignments as they present an average
degree variance of 0.4 and an average pixel distance variance
of 0.45. This work alerts the SUAS community to the problem
of spatial alignment and that a simple linear transform, often
used to align satellite imagery, will not be sufficient to align
spatial data in sUAS orthomosaic imagery.

I. INTRODUCTION

Following a major disaster, teams managing the response
will align on a selection of building footprint polygons to
represent the structures in the impacted areas. These building
polygons become a shared reference for disaster operations
in the impacted area. Following the selection of pre-disaster
building polygons, and in some cases in parallel, additional
post-disaster imagery is gathered by satellite, manned avi-
ation assets, and small uncrewed aerial systems (SUAS)
sources. This post-disaster imagery is then used to determine
the conditions in the disaster area, and in particular, the
conditions of the buildings represented by the polygons that
have been decided upon. However, when this post-disaster
imagery arrives, alignment errors are present. An example
of one such alignment error is presented in Figure [I]

These alignment errors impede systems that rely on sUAS
imagery. For example, machine learning systems that are
trained with sUAS imagery to automate building damage
assessment in disaster response will incorrectly classify
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Fig. 1: A building footprint polygon (green) out of alignment
with the building’s structure (image). The adjustment to align
the polygon to the building’s structure shown in blue.

incorrect damage labels to buildings due to misalignment.
Further, robot systems that leverage similar spatial data for
navigation will have to operate with increased risk.

In order to build systems that can integrate closely with
response efforts, it is important that alignment errors between
geospatial sUAS imagery and existing geospatial data, like
building polygons, is understood. With this in mind, this
work presents the first analysis of spatial alignment errors
between sUAS geospatial imagery and building polygons by
studying 51 orthomosaics collected from sUAS at 9 wide-
area disasters in the United States. This is done by quan-
titatively measuring the alignment errors of 21,619 building
polygons imaged by sUAS. Alignment errors were measured
through human-generated “adjustments,” a line segment that
describes the angle and distance by which a building polygon
needs to be translated in order for that polygon to align
with the imagery, as shown in Figure |1} The adjustment
terminology is motivated by the polar coordinate system.

The contributions of this work are as follows.

e The first explicit measurement of the distribution of
adjustments necessary to align building polygons with
SUAS orthomosaic imagery.

o The first dataset of ground truth adjustments that can be
used to train or evaluate alignment techniques in SUAS
orthomosaic imageryﬂ

The remaining paper discusses the need for SUAS imagery

! All imagery, building polygons, and adjustments will be released upon
publication at WEBSITE FORTHCOMING



Fig. 2: 5 orthomosaics that were evaluated in this analysis
from 5 of the 9 disasters considered. Starting in the top left
and proceeding clockwise, the imagery was collected from:
Hurricane Ian (2022), Kilauea Eruption (2018), The Musset
Bayou Fire (2020), Hurricane Idalia (2023), and Hurricane
Ida (2021). Pixel and spatial scales vary across imagery.

building polygon alignments and reviews previous work
(Section [M), provides an overview of the analysis approach
(Section [II), presents the analysis results (Section [IV),
discusses the analysis results and implications (Section [V),
and concludes with summary remarks (Section [VI).

II. PREVIOUS AND RELATED WORK

In order to evaluate the previous and related work and
understand the motivation for this paper, the importance of
the alignment problem and the sources of alignment are
explained first, followed by a review of the literature. The
alignment problem in SUAS orthomosaic imagery is similar
to research in improving photogrammetry accuracy, however
those methods assume ground control points which are not
always available during disasters.

Before discussing the literature, the terminology must be
established. Different communities may refer to this work as
“registration” [24], [9], “alignment” [14], [25], [26], “image
shifting” [11], or a study of “reconstruction accuracy,” “spa-
tial accuracy,” or “positional precision” [5], [7], [15], [16],
[4], [12]. Due to the sparse and non-visual nature of building
polygon data and the way it is being utilized in this work,
“alignment” represents the most appropriate term.

A. Why is addressing alignment important?

The robotics and machine learning (ML) literature to date
has not explicitly considered the issue of aligning predefined
spatial data with SUAS imagery, instead focusing on semantic
segmentation and object recognition [1], [22], [28]. This
creates friction when working with existing spatial imagery
because of the following three reasons. First, if SUAS and
ML systems are expected to provide operational benefit to
a wide-area disaster response, integration with the existing
workflows, and thus predefined building polygons, is crucial.
Second, ML systems developed for use in geospatial imagery
can lose substantial performance when faced with alignment
errors. A 2-meter translation error during training can induce
as much as a 10% accuracy loss during inference [17]. When

introducing translation noise during inference, translation
errors have been shown to decrease performance by at least
0.546 F-score (an 83% relative decrease in F-score) [25].
These dynamics are dependent on ML model architecture
and objective, but addressing alignment errors consistently
improves model performance. Third, some robot systems
leverage geospatial data for navigation, and alignment errors
can increase risk in these operations[8], [13]. These details
mean that robot and ML systems need to understand the
alignment errors that are present in predefined spatial data.

B. What are the sources of alignment error?

Alignment errors between sUAS imagery and spatial data
derive from five sources: satellite imagery acquisition, poly-
gon generation, scale variance between drone and satellite,
drone GPS noise, and errors induced by the orthomosaic
generation process.

Inconsistencies in the satellite positioning (radiometric
distortion), and errors in GPS signals or other sensor systems
allow for inaccuracies within satellite imagery [6], [19]. The
errors in satellite imagery allow for errors later in building
polygon generation.

From the satellite imagery, the polygons are generated
through semantic segmentation followed by polygonization
[2] or they are manually generated [26], [11]. In either case,
an opportunity for error arises.

Building polygons generated based on satellite imagery
present positional inaccuracies when translated onto drone
imagery. Satellites and drones do not capture imagery at the
same ground sampling distances (GSD). Satellites capture
imagery at a wide variety of GSDs. For disaster response, it
is common to use GSDs in the 1 m/px to 30 cm/px range
[18], [11]; however, lower resolutions are also available for
other applications. Drones, on the other hand, can generate
imagery at a far lower GSD, and the imagery in this work,
has an average of 3.74 cm/px. With the lower resolution of
satellite imagery, there will be an intrinsic lack of precision
when compared to the higher resolution drone imagery which
has the potential to induce error.

Drone imagery is subject to the drone’s GPS noise which
notably arises from atmospheric conditions [21], [27] and
interference with urban structures [20]. When there is GPS
error, the overlaid building polygons will be based on posi-
tional inaccuracies, creating misalignment.

The orthomosaic generation process is another area where
errors may be introduced in drone imagery. After drone
imagery is collected, it is used to construct an orthomosaic,
shown in Figure Q During construction, the orthomosaic
generation software may manipulate each image by rotating,
scaling, skewing and translating. This process represents
another opportunity for errors to arise [21], [7].

C. Related Work in Photogrammetry Accuracy

While there has been substantial work in developing and
measuring the accuracy of data products generated by pho-
togrammetry software [5], [7] and further work measuring
the accuracy when imagery is captured by sUAS [15],



[16], [4], [12], this paper is interested in the degree to
which the orthomosaics align with programmatically gener-
ated building polygons obtained from satellite imagery. The
common approach in these papers is to use ground control
points (GCPs)-points on the earth whose position is known
precisely-to measure the accuracy of, and in some cases
further refine, the generated data product or orthomosaic
[15], [16], [4], [12], [21]. While the content of this paper
can be seen as a neighbor to this area of work, it is different
as this work makes no use of GCPs and is not interested in
the underlying accuracy of orthomosaics.

D. Related Work in Polygons and Geospatial ML

Prior works [10], [17], [25], [26] have already identified
that coincident satellite imagery will have spatial errors that
need to be managed when training machine learning (ML)
models; however, none of these have explicitly measured
the distribution of alignment errors, which is the focus
of this paper. The two studies that measured the impact
of alignment quantitatively [25], [17] only measured the
downstream impact on ML model performance rather than
the alignment phenomenon itself.

Four strategies have been considered for the management
of alignment errors. First, and most simply, in satellite
imagery, a uniform translation to all building polygons has
been considered [10]. A second case was able to use “off-the-
shelf image registration algorithms” to automatically align
spatial polygons with imagery [9]. In a third case, [25], more
complex techniques, CNN models and Markov Random
Fields, were explored. Finally, another effort subverted this
problem by maintaining an internal set of polygons that they
constructed and then queried using nearest neighbor search
with a 20-meter threshold [23].

III. APPROACH

The approach taken in this work is to manually adjust
the overlaid building polygons such that they align with the
buildings in the imagery. Following this, the alignments’
angles and distances are aggregated, and misalginment is
quantified using the statistical measures, mean and vari-
ance, the correlational measures, spearman p and Pearson
R, and the intersection over union (IoU) of the aligned
and unaligned building polygons. This section details the
orthomosaic imagery, the building polygons used, and the
adjustment generation process, with the analysis following
in Section

A. sUAS Orthomosaic Imagery

The imagery used within this analysis to align the building
polygons consisted of 51 orthomosaics collected from sUAS
at 9 wide-area disasters in the United States. orthomosaic
(ortho) imagery (shown in Figure [2) are collections of
raw images taken from an aerial camera that have been
stitched together to produce a single image that is pixel
aligned with longitude and latitude. This imagery includes
6 hurricanes- Hurricane Ian, Hurricane Harvey, Hurricane
Michael, Hurricane Ida, Hurricane Idalia, and Hurricane
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Fig. 3: Alignment vector field of the 1001-San-Carlos-Island
orthomosaic. Note the diversity and non-linearity of the
vector field.

Laura- the Mayfield Tornado, the Musset Bayou Fire, and
the Kilauea Eruption.

The imagery that was used in the creation of these orthos
was collected by 9 distinct models of drone. In descending
order of prevalence these were the DJI Mavic 2 (16 orthos),
SenseFly eBee X (12 orthos), DJI Matrice 30 (6 orthomos),
DJI Mavic Pro (5 orthos), DJI Phantom 4 (4 orthos), DJI
Matrice 600 (3 orthos), DJI Matrice 300 (3 orthos), Wingtra
WingtraOne Gen II (2 orthos), Parrot Anafi (1 ortho). In two
instances, two different drone models were used to collect
a single orthos. Orthos were generated using Pix4D React
(98%)[21], and Agisoft Metashape (2%)[3].

B. Building Polygons

In this analysis, the orthos were overlaid with building
polygons provided by the Microsoft Building Footprints
Dataset [2]. The building polygons were generated through
semantic segmentation on US satellite imagery.

C. Manual Adjustment Method

The manual adjustment method consisted of annotating
the imagery with adjustments and using the annotated ad-
justments to perform alignments on the building polygons.
An adjustment refers to a line that is drawn on an image
by an annotator. Each adjustment is a line drawn from a
building polygon vertex to the true location of the vertex
in the image, an example of this is shown in Figure
Whereas an alignment refers to the translation done to
the building polygon itself. During the annotation process,
adjustments were provided for 33% of all building polygons
The remaining, unannotated, building polygons were aligned
based on the following logic.

When an alignment is needed in a given area, the nearest
adjustment is taken and applied. This process forms a vector
field, an example is shown in Figure |3} More formally, this
vector field is generated using a piecewise linear combination
of all of the adjustments by selecting the nearest adjustment



TABLE I: Table with mean alignment angles (degrees), distance (pixels), distance (centimeters) and average variance
alignment angles (degrees), distance (pixels), distance (centimeters) for all 51 orthomosaics and individual disaster events.
The value for N is the number of alignments across all 51 orthomosaics. The disaster events are ordered alphabetically.

Alignment Aggregate Mean and Variances (N=21619)
Mean Variance
Angle (deg.) | Distance (px) | Distance (cm) | Angle (deg.) | Distance (px) | Distance (cm)
Overall 209.23 81.68 276.55 0.40 0.45 1.77
Hurricane Harvey 205.29 130.59 303.69 0.37 0.41 1.08
Hurricane Tan 224.47 75.71 264.28 0.40 0.42 1.43
Hurricane Ida 193.60 55.86 166.82 0.26 0.48 1.47
Hurricane Idalia 229.37 17.94 227.79 0.30 0.57 7.26
Hurricane Laura 202.94 127.19 493.15 0.23 0.44 1.77
Hurricane Michael 236.30 117.37 243.89 0.38 0.50 0.90
Kilauea Eruption 147.36 65.63 462.50 0.89 0.57 4.01
Mayfield Tornado 194.43 80.41 217.64 0.41 0.47 1.31
Musset Bayou Fire 181.39 101.62 295.63 0.36 0.49 1.38

to populate the vector field. Following adjustment annota-
tions, the generated vector field was reviewed to ensure that
all alignments were accurate.

IV. ANALYSIS OF MISALIGNMENT

As mentioned in Section the building polygon align-
ments’ angles and distances, were measured and aggregated,
and their misalignments were quantified through statistical,
correlation, and IoU measures. The distances of the align-
ments were computed for both the pixel and centimeter dis-
tances of the adjustments. This section presents the analysis
of the results with a discussion following in Section [V.

A. Mean

The mean distance and angle of aligned building polygons
were used to estimate the average case for alignment errors in
orthomosaic imagery. The results of which are presented in
Table |I} The analysis finds that across all 51 orthos the mean
alignment angle was 209.23 degrees, and the mean alignment
distance was 81.68 px or 276.55 cm. These means are further
analyzed by dividing the dataset by the 9 disasters. The 9
disasters’ mean alignment angles range from 147.36 degrees
(Kilauea Eruption) to 236.30 degrees (Hurricane Michael).
Their mean alignment pixel distances range from 17.94 px
(Hurricane Idalia) to 130.59 px (Hurricane Harvey). As for
their mean alignment centimeter distance, they range from
166.82 cm (Hurricane Ida) to 493.15 cm (Hurricane Laura).

B. Variance

The variances of distances and angles of aligned building
polygons were used to characterize the width of the dis-
tribution of alignment errors in orthomosaic imagery. The
average variances for the angles and distances (pixels and
centimeters) across all 51 orthos are shown in Table [I} The
overall average angle variance is 0.40 degrees and the aver-
age distance variance is 0.45 px or 1.77 cm. The variances
are further analyzed for each of the 9 disaster events. The
analysis finds the angle variance range from 0.23 degrees
(Hurricane Laura) to 0.89 degrees (Kilauea Eruption). As
for the average distance variance, they range from 0.41 px
(Hurricane Harvey) to 0.57 px (Hurricane Idalia and Kilauea

Eruption). The average distance centimeter variances range
from 0.90 cm (Hurricane Micheal) to 4.01 cm (Kilauea
Eruption).

C. Correlation

The correlation between the angle and distance of align-
ments was utilized to determine if there was a connection
between the distribution of angles and distances within an
individual ortho. The correlation between these two variables
was measured using both the Pearson R and Spearman p
statistics. The average Pearson R and average Spearman
p across all orthos was 0.06 (Max 0.47, Min -0.57) and
0.067 (Max 0.74, Min -0.72), respectively. Orthos with < 2
adjustments were ignored in this evaluation. This result
is somewhat unsurprising, as a positive correlation would
indicate a spiraling pattern, which has not been observed.

D. Intersection over Union

The intersection over the union (IoU) of the aligned and
unaligned building polygons was explored to contextualize
the scale of adjustments with the scale of the building
polygons. The IoUs for all building polygons were taken and
aggregated per ortho. The average IoUs ranged from 0.24 to
0.84, averaging 0.65.

V. DISCUSSION

The analysis results presented in Section [[V]are indicative
of varying distributions, reasoning a need for a in-depth
interpretation of them, and push for future work to address
the needs of alignment. This section further discusses the
analysis results and implications for future work.

A. Interpretation of Results

Considering the results presented in Section the evi-
dent trend is a lack of uniformity in the types of errors that
are encountered. It is noted that the spatial distance errors,
when grouped by disaster, are within the same order of
magnitude, both in terms of pixels and centimeters. However,
these metrics are being computed at the disaster level, and it
may be more insightful to inspect these results at the level of
each ortho, shown in Figure 4| From this, it is observed that
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Fig. 4: Violin plots which describe the distributions of angles and distance metrics of alignments from 9 selected orthomosaics.
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Row 2 plots the distribution of alignment distances in terms of pixels. orthomosaics were selected for visualization by taking
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violin plot, the topmost and bottommost line mark the extremes within the data, with the middle line representing the mean
of the distribution. The value for N is the number of alignments represented.

these adjustments are non-uniform within the orthomosaic
as well. While some of these distributions appear normal,
there are others that do not. Moving to Figure [5] these errors
are spatially non-linear and discontinuous in both adjustment
distance and angle.

B. Implications for ML with Spatial Data and sUAS Imagery

As discussed in Section [[I} building performant ML sys-
tems that leverage spatial data depends upon the accurate
alignment of that spatial data with the imagery for effective
training and inference. Spatial alignment needs to be consid-
ered and managed when working with spatial data and sUAS
imagery like this. Despite being captured with in situ GPS
measurements and at a far higher resolution than satellite
imagery, sUAS imagery is not immune to these issues.

There are two potential directions for techniques that
can be leveraged to manage these alignment errors. First,
preprocessing techniques that manage alignment before pre-
sentation to the ML model. Second, trained models that
manage alignment errors explicitly so preprocessing is no
longer necessary. Both paths are considered viable options.
However, whatever methods are developed to manage the

alignment issue in sUAS imagery need to be non-linear
in nature in order to capture the types of non-linearities
observed in this study.

VI. CONCLUSIONS

This work presented the first quantitative study, explicitly
measuring the distributions of the building polygon misalign-
ments, and releases the first publicly available dataset of
ground truth alignments for sUAS imagery. Based on the 51
orthomosaics, spanning 9 wide-area disasters and consisting
of 21,619 building polygons, involved in this analysis, the
study found that, with an average angle alignment variance
of 0.4 degrees and an average distance alignment variance
of 0.45 pixels, the alignment distributions are non-uniform
between and within the orthomosaics collected. Given the
impacts on machine learning systems and robot navigation of
these misalignments, future work is needed if sUAS imagery
is expected to be leveraged in these contexts, and especially
in the disaster setting.
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