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Abstract

State of the art models in automatic speech
recognition have shown remarkable im-
provements due to modern self-supervised
(SSL) transformer-based architectures such as
wav2vec 2.0 (Baevski et al., 2020). However,
how these models encode phonetic informa-
tion is still not well understood. We explore
whether SSL speech models display a linguis-
tic property that characterizes human speech
perception: language specificity. We show
that while wav2vec 2.0 displays an overall lan-
guage specificity effect when tested on Hindi
vs. English, it does not resemble human speech
perception when tested on finer-grained differ-
ences in Hindi speech contrasts.

1 Introduction

Human listeners become attuned to the speech
sounds of their native language already in their first
year of life (Werker, 1995; Jusczyk, 2000; Kuhl
et al., 2006). By adulthood, nonnative contrasts
which they were once able to discriminate are no
longer discriminable (Miyawaki et al., 1975; Cutler,
2000; Best and Tyler, 2007). Acquiring a second
language as an adult can thus be marred by dif-
ficulty acquiring certain phonetic contrasts. This
language specificity effect is a core property of
human speech perception.

For human listeners, the difficulty of acquiring
a particular non-native contrast depends both on
whether the acoustic-phonetic dimension used to
distinguish the contrasts is used in the native lan-
guage and on the perceptual similarity of the non-
native categories to native categories (see Best and
Tyler, 2007). For example, while English only has
two categories for the coronal stop series (/t/ and
/d/), Hindi has eight (/d/,/d"/ Jt/, /", /d /80 /d) 1),
Because of the relationship between the acoustic
dimensions used and the perceptual similarity to ex-
isting English categories, Hindi contrasts that differ
along aspiration (/t/ vs. /t"/) are easier for English

listeners to acquire than along place of articulation
(dental vs. retroflex; /t/ vs. /{/) or voicing (/t/ vs.
/d/) (Werker et al., 1981; Tees and Werker, 1984,
Pederson and Guion-Anderson, 2010; Hayes-Harb
and Barrios, 2022).

Whether computational models of speech per-
ception share certain properties with humans has
been a subject of recent interest. Previous work
has suggested that like humans, some speech mod-
els with non-transformer architectures display lan-
guage specificity effects (Millet et al., 2019; Matu-
sevych et al., 2020; Schatz et al., 2021).

However, less work has examined this effect
in transformer architectures. Millet and Dunbar
(2022) suggest that self-supervised speech trans-
formers do not display a cross-linguistic differ-
ence in predicting human performance, but their
measures aggregate across all contrasts, and given
the complex relationship between native and non-
native contrasts, this makes interpretation of the
results difficult. In fact, previous work with non-
transformer speech models found that for vow-
els, while the model displayed an overall language
specificity effect, the direction of the effect was in
the opposite direction than expected (Millet et al.,
2019): a non-native model better predicted native
speakers’ discrimination. It is not known to what
extent the specific perceptual similarity space in
transformers is similar to humans.

In this paper, we test whether self-supervised
transformer speech models (wav2vec 2.0) display
an effect of language specificity. We do so by ex-
amining specific patterns of cross-linguistic differ-
ences, using Hindi contrasts as a case study. We
explore a series of contrast that are known be be
difficult for native English listeners. For these lis-
teners, as noted above, place (/t/ vs. /{/) and voicing
(/t/ vs. /d/) are more difficult dimensions to dis-
criminate along than aspiration (/t/ vs. /") (Werker
et al., 1981; Tees and Werker, 1984; Pederson and
Guion-Anderson, 2010; Hayes-Harb and Barrios,
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2022). These behavioral results provide a test case
to explore targeted fine-grained categorization pat-
terns of speech models to determine whether the
models’ representations are structured similarly to
human listeners.

In Experiment 1, we find that wav2vec 2.0 dis-
plays an overall language specificity effect: a
native-trained model performs better on native cat-
egorization task than a non-native model. In Ex-
periment 2, we examine specific contrasts where
second language learners are attested to struggle,
and find that both the native and non-native model
show high accuracy in categorization across the
most difficult dimensions for humans — place and
voicing. We additionally find that where human lis-
teners have been shown to have the least difficulty
overall, the models show the largest cross-linguistic
difference in accuracy. This suggests that wav2vec
2.0 is encoding language specific information, but
structured in ways that differ from human listeners.

2 Experiments

2.1 Models

The following experiments were performed on two
models based on the wav2vec 2.0 architecture with
7 CNN encoder layers and 12 transformer layers
(Baevski et al., 2020). Throughout this paper we
display results from all 12 transformer layers, as
previous work has shown that different layers may
produce different results depending on the task
(Pasad et al., 2021).

The first model we use is the English pre-trained
wav2vec 2.0 base model available through the
fairseq repository.! This model is pre-trained
on approximately 1000 hours of English from the
Librispeech Corpus of read English (this model is
referred to as wav2vec-english).

The second is a Hindi pre-trained model avail-
able through the Vakyansh toolkit (Chadha et al.,
2022).2 The Hindi model is trained on 4200 hours
of Hindi starting from the base fairseq wav2vec 2.0
model with continued pre-training (this model is
referred to as wav2vec-hindi).

2.2 Data Preparation and Classifier Setup

For Hindi evaluation, we used the Hindi Common
Voice corpus,® a crowd-sourced corpus of read

1https://github.com/facebookresearch/fairseq/
tree/main/examples/wav2vec

2https://github.com/Open—Speech—EkStep/
vakyansh-models

Shttps://commonvoice.mozilla.org/en/datasets

speech. To acquire time-aligned phoneme tran-
scriptions, we force-aligned the speech with the
Montreal Forced Aligner (McAuliffe et al., 2017).
We used the validated subset of the corpus which
totaled 13 hours. For English evaluation, we used
the Wall Street Journal corpus (Paul and Baker,
1992), a read corpus of English. To match the sizes
of the corpora, we randomly sampled utterances
until we reached 13 hours.

For each utterance in both Hindi and English,
we extracted embeddings from each of the 12
transformer layers from both the Hindi-trained
and English-trained models. For each embedding,
we average over the frames composing a single
phoneme according to the forced alignments. Thus,
each phoneme is represented by a single embed-
ding vector of size 768.

Given all the Hindi and English embedded
phonemes, we additionally sub-sampled both
datasets to get roughly an equal number of in-
stances in each target category. We performed
this step because the distribution of phonemes dif-
fers between English and Hindi, especially for the
phonemes of interest. The number of individual
tokens was determined by the smallest class of in-
terest (N=67 for Hindi /qh/). Taking the entire set
of embeddings and phoneme labels, we randomly
sampled from the set of phoneme embeddings until
the desired number of tokens was reached. In all
experiments, each phone category contains at most
67 tokens.* This step was performed to ensure that
any difference in classification accuracy was due to
the learned representations, and not to a frequency
effect in the classifier.

Classification was performed using sklearns’s
Logistic Regression function with a multinomial
loss to get a measure of overall phone multi-way
classification accuracy across layers. The classifier
is trained to predict the correct phone label from
all possible labels (English=42 labels, Hindi=72
labels). In order to get a measure of standard error,
we utilized 5-fold cross validation.

2.3 Experiment 1: Global Language
Specificity

In the first experiment, we explored whether the
models display an overall global language speci-
ficity effect by examining the cross-linguistic clas-
sification accuracy aggregated over all phonemes

*Some rare phonemes (e.g., /3/) occurred fewer than 67
times but were not the focus of the current work
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Figure 1: Wav2vec-hindi performs better than wav2vec-
english on global multi-way classification for Hindi test
(A) as well as for Hindi dental and retroflex sounds (B)

for the Hindi- and English-trained models’ perfor-
mance on both Hindi and English test data.

If the models display a native language speci-
ficity effect, we would expect that the aggregated
classification accuracy across phonemes for the
Hindi-trained model should be higher on Hindi test
data than the English-trained model on Hindi test
data and vice versa for English test data.

2.3.1 Results

Examining the overall classification accuracy in
the best performing layer (layer=8), we find that
the wav2vec-hindi has 10% higher categorization
accuracy than wav2vec-english on Hindi test data.
When tested on English, wav2vec-english outper-
forms wav2vec-hindi by 3% (Figure 1a). This sug-
gests that the models do display a language speci-
ficity effect at a global level.

To determine whether the cross-linguistic dif-
ferences are due to predicted difficulty in place of
articulation for Hindi test data, we further exam-
ined the multi-way classification results averaged
across only the set of Hindi dental and retroflex
test phonemes (Figure 1b). As expected, the effect
remains. The non-native wav2vec-english displays
more difficulty with the dental and retroflex sounds
in Hindi than the native model (wav2vec-hindi).

2.3.2 Discussion

In the global classification, we found an overall
difference in wav2vec-english and wav2vec-hindi
cross-linguistic classification accuracy collapsed
across phonemes for Hindi and English test data.
When we examined the aggregated classification
accuracy of dental and retroflex sounds in the Hindi
test data only, the effect remains — the Hindi model
performs better on both dental and retroflex classi-
fication than the English model.

This suggests that through self-supervised train-
ing, wav2vec 2.0 is encoding language specific
information. This has downstream consequences
on phoneme encoding causing language-dependent
patterns of categorization. However, the current
experiment is limited to multi-way classification in
which the model identifies the correct phoneme out
of all possible labels (e.g., /d/ vs all other labels
{/dv, 1ty 1d/, 1vl, Ipl,...}).

To determine whether the model is encoding in-
formation in a similar way to human listeners, it is
of interest what the possible errors in this catego-
rization are. For example, while the model makes
errors in classification of dental or retroflex sounds,
it is unknown whether the error is due to mistaking
a dental sound as a retroflex sound or for some
unrelated sound such as a vowel or fricative.

Therefore, in the following experiment, we ex-
amine finer-grained categorization performance
limited to just the distinctions across dimensions
of interest in the Hindi test data: place (dental or
retroflex), voicing (voiced or unvoiced), and aspi-
ration (aspirated or unaspirated). This task is also
more directly comparable to the kind of perceptual
tasks used with human listeners.

2.4 Experiment 2: Local Language Specificity

We simulate a two-alternative forced choice task
where the model must categorize a sound into one
of two categories while other features are kept con-
stant. In a behavioral two-alternative forced choice
task, listeners are given a sound, and asked to de-
termine whether the sound belongs to category A
or B. We simulate this by reducing the multi-way
classification of Experiment 1 to a two-way classi-
fication task where the probability of a class y for
a feature vector z; from layer [ is equal to
exp(Wihz))

ply=4) = exp(Wix) + exp(Wihax) M

W 4 refers to the classifier weights for class A and
W g refers to the weights for class B in the classifier



trained on representations from a given layer [.

2.4.1 Results

If the models are encoding language specific infor-
mation during training, we would expect the En-
glish model to struggle in classification of the Hindi
sounds relative to the Hindi model primarily along
the dimensions of place (dental vs. retroflex), sec-
ondarily along voicing, and rarely along aspiration,
as these are the relative difficulties experienced by
human second language learners of Hindi whose
native language is English (Werker et al., 1981;
Tees and Werker, 1984; Pruitt et al., 2006; Hayes-
Harb and Barrios, 2022). What we found instead is
that both the English and the Hindi trained models
perform well in correctly categorizing sounds as
either dental or retroflex (Figure 2, top plot). Thus,
despite the cross-linguistic difference for the global
multi-way classification task from Experiment 1,
this effect is no longer present when we compare
between only dental and retroflex sounds, where
human data would most predict it. Similarly, both
the Hindi and English models perform well when
tested on categorization along voicing (Figure 2,
middle plot). While voicing seems to be marginally
easier to categorize along, this holds for both the
English and the Hindi-trained models. Therefore,
unlike human English listeners who perform worse
than native Hindi listeners when categorizing these
sounds, the monolingual native English model and
the Hindi-trained model perform well overall on
the Hindi contrasts regardless of training language.

Further, when testing categorization accuracy
along aspiration, where we expect the least amount
of language specificity (i.e., best performance for
the wav2vec-english), we find the opposite effect.
In the best performing layer (layer=7), we find the
largest cross-linguistic difference in which the the
categorization accuracy for wav2vec-hindi is 25%
higher than the wav2vec-english. Further exami-
nation of the pattern of classification errors in the
multi-way classification from Experiment 1 shows
that the confusions for both wav2vec-hindi and
wav2vec-english were indeed primarily across as-
piration and only secondarily across place Figure 3.

2.4.2 Discussion

In this experiment, we limited the task to a two-
alternative forced choice in order to explore clas-
sification accuracy across specific phonetic dimen-
sions. We found that neither the monolingual
wav2vec-english nor wav2vec-hindi displayed any
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Figure 2: There is no difference in performance for the
models on contrasts differing along place or voicing.
Wav2vec-hindi outperforms wav2vec-english only on
contrasts differing along aspiration.
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Figure 3: Confusion matrix of Hindi phoneme classifi-
cation for English and Hindi trained models



difficulty in distinguishing between the Hindi con-
trasts of place (dental vs. retroflex) or voicing
(voiced vs. unvoiced) in phoneme classification.
We also found that for distinctions along aspiration
(aspirated vs. unaspirasted), wav2vec-hindi outper-
forms wav2vec-english, displaying a fine-grained
effect of language specificity. These results show
that the effect of overall language specificity that
was found in Experiment 1 was driven primarily by
the wav2vec-english model’s errors along aspira-
tion when categorization the Hindi phonemes.

Native English listeners who are learning Hindi
as a second language primarily struggle with place
and voicing distinctions rather than aspiration
(Werker et al., 1981; Tees and Werker, 1984; Pruitt
et al., 2006; Pederson and Guion-Anderson, 2010;
Hayes-Harb and Barrios, 2022). The difficulty in
discrimination along place for native English lis-
teners is thought to be due to issues in attending to
the relevant acoustic cues differentiating the con-
trast (Flege and Bohn, 2021; Strange, 2011). The
models’ performance suggests they are not weight-
ing the relevant cues to category identification in
a way similar to humans. This is in line with re-
cent work that has found that wav2vec 2.0 displays
different weighting of dimensions than humans in
noisy listening environments (Jurov, 2024).

While large speech models may have high per-
formance on downstream speech recognition tasks,
they are not learning speech representations in a
way comparable to humans. The difference in
the learned representations could be because the
current pre-trained models are trained in a self-
supervised manner without any information re-
garding category identity, unlike human learners
who have knowledge the phonological structure of
their native language. This could indicate that the
necessary information for creating native-like cue-
weighting patterns is guided by higher-level cate-
gory knowledge that is not present in the current
models. Of interest in future work is investigating
this differential weighting of acoustic cues to better
understand how the learned perceptual spaces differ
between humans and speech models and how this
may impact global and fine-grained cross-linguistic
in categorization and discrimination performance.

3 Conclusion

In this work we explored both global and fine-
grained cross-linguistic patterns of categorization
in wav2vec 2.0. We found that models perform

better overall at test on a language they have been
trained on, displaying a global language specificity
effect similar to humans. However, when we ex-
amined specific contrasts differing along certain
phonetic features, the models pattern differently
than humans. This result provides evidence of fun-
damental differences in the structure of representa-
tions learned by wav2vec 2.0 and human listeners.

4 Limitations

One limitation of the current work is the reliance
on pre-trained models which limited the balance
between amount and kind of training data for the
wav2vec-hindi and wav2vec-english. Wav2vec-
hindi was trained on a greater amount of data
than wav2vec-english, but had been trained using
the weights from the wav2vec BASE as the start-
ing point for continued pre-training. Thus, the
model may be better described as a bilingual Hindi-
English model. The current work also displayed
results from only wav2vec 2.0, leaving open the
question of whether transformer models trained
with a different objective would display the same
patterns of language specificity.
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