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Abstract

In this work, we investigate stochastic approximation (SA) with Markovian data
and nonlinear updates under constant stepsize « > 0. Existing work has primarily
focused on either i.i.d. data or linear update rules. We take a new perspective and
carefully examine the simultaneous presence of Markovian dependency of data and
nonlinear update rules, delineating how the interplay between these two structures
leads to complications that are not captured by prior techniques. By leveraging the
smoothness and recurrence properties of the SA updates, we develop a fine-grained
analysis of the correlation between the SA iterates 6 and Markovian data . This
enables us to overcome the obstacles in existing analysis and establish for the
first time the weak convergence of the joint process (xy, 0 ) k>o. Furthermore, we
present a precise characterization of the asymptotic bias of the SA iterates, given
by E[fuc] — 0% = a(bm + by + be) + O(a?/?). Here, by, is associated with the
Markovian noise, b, is tied to the nonlinearity of the SA operator, and notably,
b. represents a multiplicative interaction between the Markovian noise and the
nonlinearity of the operator, which is absent in previous works. As a by-product of
our analysis, we derive finite-time bounds on higher moment E[||#;, — 6*||?"] and
present non-asymptotic geometric convergence rates for the iterates, along with a
Central Limit Theorem.

1 Introduction

Stochastic Approximation (SA) is an iterative scheme for solving fixed-point equations using noisy
observations. Its application spans various domains including stochastic control [9, 40], reinforcement
learning (RL) [4, 62] and stochastic optimization [43]. A typical SA algorithm takes the form 61 =
Or+ag(0y, xr), where (z1) >0 represents the underlying noisy data sequence and o« > 0 is a constant
stepsize. The goal of SA is to approximate the target solution 6* that solves E,..[g(6*,z)] = 0,
with 7 being the stationary distribution of the stochastic process (T )x>0-

SA subsumes many important algorithms. A prime example is stochastic gradient descent (SGD) for
minimizing a function .J () given noisy estimates g(6, ) of its gradient. Linear SA schemes include
SGD for quadratic objective functions, as well as various RL algorithms such as linear TD-Learning
(in which g is not the gradient of any function and standard SGD results do not apply).

Of particular interest to us are SA updates given by a nonlinear function g(6, x) of . One motivating
example is learning a Generalized Linear Model (GLM) y ~ o(z " ) with a nonlinear mean function
o : R — R. A power approach, developed in [19, 36, 37, 64], uses a surrogate loss function, where the
corresponding SGD update takes the form 0.1 = 0y, + (o (w] 01) — yx)wy, where z), = (w, yi)
is the observed covariate-response pair. Common choices of ¢ include the identity map for linear
regression, the sigmoid function for logistic regression, as well as Rectified Linear Unit (ReLU) and
its various smoothed versions (e.g., ELU and SoftPlus) for ReL.U regression [7, 18, 19, 30, 36].
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Furthermore, we are interested in the setting where the data sequence (xy),>o forms a Markov chain,
going beyond the common i.i.d. data setting. The Markovian model captures a wide range of SA
problems in machine learning where stochastic data exhibit serial dependence [5, 33, 38, 53].

Classical work on SA focuses on diminishing stepsizes [10, 58]. Constant stepsize schemes have
recently gained popularity due to easy parameter tuning, fast initial convergence, and robust empirical
performance. Non-asymptotic error bounds have been obtained for constant stepsize SA [17, 60].
Recent work further provides fine-grained characterization of the distributional and steady-state
behaviors of the iterates [20, 33, 45, 67, 69]. Two recurring themes in these results are weak
convergence of the distribution of 8; and the presence of an asymptotic bias E[f,] — 8* « «, both
having important implications for iterate averaging, bias reduction and statistical inference [34].

Note that most previous work studied the nonlinear update setting and Markovian data setting
separately—e.g., in [20, 67] for nonlinear SGD with i.i.d. data, and in [33, 34] for Markovian linear
SA. The linearity or i.i.d. assumptions imposed in these prior works are restrictive, especially in the
face of modern machine/reinforcement learning paradigms where nonlinear models are the norm and
dependent data is common. Moreover, the absence of prior work dealing with Markovian nonlinear
SA is not merely an overlook—as argued below, this setting is significantly more challenging.

Our Contributions In this work, we study constant-stepsize SA with both Markovian data and
nonlinear update. In Section 3, we elucidate the new challenges that arise from the simultaneous
presence of these two structures, which break key steps in previous analyses of the i.i.d. or linear
setting. Due to the interaction between these two structures, establishing weak convergence is far
from obvious, and the asymptotic bias exhibits new behaviors. Consequently, analyzing the nonlinear
Markovian setting requires more than simply combining previous techniques.

To address the above confounding complication, we exploit the smoothness and recurrence structures
of the SA update, thereby developing a fine-grained analysis of the correlation of the parameter
0r and data xp. This allows us to establish for the first time the weak convergence of the joint
process (xx, Ok )k>0 to a unique invariant distribution, represented by the limiting random variable
(Too, 0o ). As a by-product of our analysis, we derive finite-time bounds on E[||0;, — 6*||??], the 2p-th
moments of the errors, generalizing the results in [17, 20, 60] to higher moments and to the nonlinear
Markovian setting. In addition, we prove a Central Limit Theorem (CLT) for averaged iterates.

Moreover, we show that nonlinearity and Markovian structure contribute in a multiplicative way to
the asymptotic bias of the SA iterates. We obtain the following bias characterization: IE[OC(QY )] —0* =
a(bm + by +be) + O((cwa)3/ 2). We provide explicit expressions for the vectors by, by, be, which are
independent of .. by, represents the bias component due to Markovian data (quantified by the mixing
property of x), and b, the bias due to the nonlinearity of g (quantified by the second derivative g").
Importantly, we identify the compound term b., which is absent in both nonlinear SA with i.i.d. data
and linear SA with Markovian data. We explore the algorithmic implications of the above results on
Polyak-Ruppert (PR) averaging [35, 56, 59] and Richardson-Romberg (RR) extrapolation [31]. We
show that PR averaging reduces the variance but not the bias, whereas RR extrapolation eliminates
the leading bias term «(by, + by + bc), reducing the asymptotic bias to a higher order of a.

Related Work Postponing a detailed literature review to Section 6, here we remark on the recent
works most relevant to ours [1, 44, 45, 46], all studying Markovian nonlinear SA. The authors of [1]
present an upper bound for the PR-averaged iterates and, similar to our results, demonstrate the
effectiveness of RR-extrapolation in reducing bias, but lack weak convergence result for last iterates.
In [44], the authors suggest adopting the ordinary differential equation framework to prove weak
convergence of iterates and derive an upper bound for the asymptotic bias, which contrasts with our
equality characterization with a closed-form solution for the leading-order bias. In [45], the authors
prove weak convergence of (x4, 6;) using coupling, but only in the linear setting, not for nonlinear
SA. In the latter setting, their weak convergence analysis is thwarted by challenges similar to what
we elucidate in Section 3, the interplay between nonlinearity and Markovian data leading to “double
recursions.” The coupling technique differs as well: we couple two processes by sharing data z; = ],
while in [45], they initialize two processes with different xy and (), and analyze the stopping time 7
when 0, = 0/.. Moreover, they only present an upper bound for asymptotic bias, while ours presents
a fine-grained characterization in Theorem 4.6 necessary for justifying RR-extrapolation. Lastly, the
paper [46] discusses stepsize selection and its impact on the asymptotic statistics of PR-averaged SA
with both constant and diminishing stepsizes.



Notations The Euclidean norm is denoted by || - ||. The notation “u ® v” represents the tensor
product between vectors v and v, and “u®*” denotes the k-th tensor power of vector u. The ball
with radius 3 is B(B) := {6 € R? : ||| < B}. L£(2) denotes the distribution of a random vector
z and Var(z) its covariance matrix. Let P2(R?) be the space of square-integrable distributions
on R? and Py(X x R?) be the space of distributions 7 on X' x R? with square-integrable second
marginal on R?. The Wasserstein-2 between two probability measures y and v in Py (R?) is defined

1
as Wa(p, v) = infperi(u) { (E[|0 — 0']|2])* : L(0) = p, L(0') = v}, where II(u, v) is the set of
all couplings between y and v. Extending to X x R?, we define the metric d((x,0), (¢/,6')) :=
V1{z # '} + [|0 — 0'||2, and denote by W the extended Wasserstein-2 distance w.r.t. d.

The lowercase letter ¢ and its derivatives ¢’, cg, etc. denote universal numerical constants, whose value
may change from line to line. We use s = s(f, 0*, i1, L, R) and its derivatives to denote quantities
(scalars, vectors, or matrices) that are independent of the stepsize « and the iteration index £, but may
depend on the initialization 6y, SA primitives 6*, ;1 and L, and the coefficient R for the geometric
mixing rate of (zj) in Assumption 1. As we are primarily interested in dependence on « and k, we
adopt the following big-O notation: || f|| = O(h(«, k)) if it holds that || f|| < s - ||h(c, k)|

2 Problem Setup and Preliminaries

Let (zx)r>0 be a Markov chain on a general state space X. Consider the following projected
stochastic approximation (SA) iteration:

O = T [0 + g0y ax) + & (01°))) . @1

where ¢ : R? x X — R? is a deterministic function, {&k }r>1 are i.i.d. zero-mean random fields,
a > 0 is a constant stepsize, and Il () () := argmin, ;<4 ||z — 0[] is the projection operator.

We shall omit the superscript (*) in §;, when the dependence on « is clear from the context. In this
work, we also consider the projection-free variant of the iteration (2.1) with 8 = oco.

We denote by 7 the stationary distribution of the Markov chain (xj),>1 and define the shorthand
g(0) := E,[g(0, z)], where E[-] denotes the expectation with respect to = ~ . The algorithm (2.1)
computes an estimation of the target vector * that solves the steady-state equation E[g(6, z)] = 0.
Our general goal is to characterize the relationship between the iterate 6, and the target solution 6*.

In the following, we state the assumptions needed for our main results. For a more detailed discussion
of the assumptions, we refer readers to Appendix B.

Assumption 1 (Uniform Ergodicity). (zx)g>0 is a uniformly ergodic Markov chain on a countable
state space (X, B(X)) with transition kernel P and a unique stationary distribution 7. That is, there
exist constants v € [0,1) and R > 0 such that | P*(x,-) — 7||rv < Rr¥,Va € X.

The countable state space ensures separability under the 1{z # 2’} metric, necessary for constructing
a valid coupling in the invariance proof and establishing a well-defined P* for bias characterization.
We keep the notation general to allow future extensions to general state space and broader applicability
of our results. All irreducible, aperiodic, and finite state space Markov chains are uniformly ergodic.
The uniform ergodicity assumption is common in prior work on SA with Markovian noise [6, 21,
24,33, 48]. Relaxing this uniform ergodicity assumption, in the style of [45, 52, 60] is possible but
orthogonal to our focus, and thus we do not pursue this direction in this work.

We allow the chain (xy),>0 to be arbitrarily initialized rather than from the stationary distribution 7.
An important quantity is the mixing time of the Markov chain, defined as follows.

Definition 2.1. For ¢ € (0, 1), the e-mixing time of (xy)k>0, denoted by 7. > 1, is defined as
Te:=min {k > 1 : sup,ex [|[P*(z,-) — 7llrv < €}

Under Assumption 1, the e-mixing time satisfies 7. < K log < for all € € (0,1), where K > 1 is
independent of e. In the sequel, unless otherwise specified, we always choose € = v and let 7 = 7.

The following assumptions on the nonlinear function g in (2.1) is standard in the literature [17, 20,
32,45, 48]. A wide family of g functions satisfies these assumptions, with the Lo-regularized logistic
regression of GLM being a standard example.



Assumption 2 (Differentiability and Linear Growth). For each x € X, the function ¢(0,x) is
three times continuously differentiable in 6 with uniformly bounded first to third derivatives, i.e.,
supgepa |9 (0, 2)|| < +oo fori = 1,2,3, x € X. Moreover, there exists a constant L; > 0
such that (1)||g® (0, 2) — ¢ (0", x)|| < Ly, forall 0,6' € R, i = 0,1,2 and x € X, and (2)
lg(0,2)|| < Ly forall x € X.

The linear growth condition in Assumption 2 implies that (6, ) is L;-Lipschitz w.r.t. # uniformly
in . When g is a linear function, i.e., g(6,2) = A(x)f + b(x), this assumption is satisfied with
sup,cx [[A(x)]| < oo and sup,¢y ||b(2)|| < oo, which are commonly assumed for linear SA. The
above assumption immediately implies that the growth rate of ||g|| and ||g|| will be at most linear in 6,
ie, [lg(0, )| < Ly (/|0 — 07[| + 1) and [|g(0)[| < L1 ([|0 — 67[| + 1).

Assumption 3 (Strong Monotonicity). There exists p > 0 such that (0 — ¢',§(0) — g(¢')) <
—p||0 — 0'||2,¥0,6" € RY. Consequently, the target equation §(6) = 0 has a unique solution 0*.

When g is a gradient field, Assumption 3 is equivalent to strong convexity. For notational simplicity,
we assume the strong monotonicity parameter satisfies 4 < 1 — r, where r is the convergence factor
in Assumption 1. For general i, our results remain valid with y replaced by min{yu, 1 — r}.

We next consider the noise. Denote by F}, the filtration generated by {4, 6;, §t+1}f=_01 U {zk, 0k}

Assumption 4 (Noise Sequence). Let p € Z be given. The noise sequence (§i)>1 is a collection
of i.i.d. random fields satisfying the following conditions with Ly , > 0:

Eléi1(0)|Fk] =0 and EYCP[|1(0)]*] < Loy (0 — 67 +1), VOER™.  (22)

Define C(0) = E[&1(0)%?] and assume that C(0) is at least twice differentiable. There also exist
My, ke > 0 such that for § € R?, we have max;— » HC(“ (9)“ < M6{1 +1|6 — 6* k}

In the sequel, we set L := L + Lo, and without loss of generality, we assume L > 1.

When p = 1, the second inequality in (2.2) only requires linear growth in expectation, which relaxes
the almost sure linear growth condition in [17]. The constraint on the covariance matrix C'(6) is
lenient and satisfied in most regular enough settings, as shown in [20].

3 Analytical Challenges and Techniques

In this section, we elaborate on the challenges and techniques in proving the above results.

Previous work has established weak convergence of (x, 0y ) separately for nonlinear SA with i.i.d.
data, and for Markovian linear SA. The high-level approaches used in two representative prior works
can be summarized as follows. The work [20] on nonlinear SGD leverages local linearization of
g through Taylor expansion. The work [33] on Markovian linear SA exploits the mixing property
of the Markovian noise to regain approximate independence, particularly between x, and 6y for
sufficiently large 7. It is tempting to expect that nonlinear SA can be analyzed by combining these
two approaches. Perhaps surprisingly, such a simple combination would not work due to the interplay
between nonlinearity and Markovian structures.

To demonstrate this challenge, let us seek to establish weak convergence in the Wasserstein dis-
tance W5 via forward coupling [29], an approach employed by both [20, 33] as well as others [25].
Specifically, we consider two SA iterate sequences (9,[61] k>0 and (9,[3]);@0 from different initializa-
tions 951] and 952] coupled by sharing the data sequence (zx)r>0: 9,&111 = 91[3] + ag(9L1]7mk) and
Glﬂl = 9,[3} + ag(&,[f] , ). To establish convergence in W5, we consider the difference sequence

Wil = 0,&11 — 9,[3_1_1 = wy + a(g(@,[j],xk) — g(é),[f},xk)), 3.1
and it suffices to prove wy, converges to 0 in mean square: E[||wi1(|?] < pPE[||wol|?] for p < 1.

With this goal in mind and following the idea from [20], one may first linearize the right-hand side of
the difference dynamic (3.1) and obtain the approximation

Wi ~ wi + ag (00, 2 )wy. (3.2)



Next, to analyze the drift of the Lyapunov function E[||wy||?] and handle the Markovian noise (),
we use the conditioning technique from [33]. We condition on the information of 7 steps before,

denoted by Fi_, := a((HE] , 9?] ,xe) bt < k— T). Ignoring higher-order terms and assuming a
one-dimensional problem for simplicity, we obtain that

s |*] ~ B [B[ s |*(1 + 209 (0, 21)) | Fe—r]]
~ [ lwn 21+ 20E[g 0, 1) | Fir])]. 63

where we use wy ~ wy_, for small « (this argument, which is made precise in [33, 60], essentially
exploits the fact that x, evolves faster than 6y).

To prove dynamic (3.3) converges, it boils down to showing the “gain matrix” E [g’ (0,[5] , Zk) | ]—'k,T]
is negative/Hurwitz. To further simplify, we assume k is large so that the chain () is distributed per
its stationary distribution 7, in which case the gain matrix simplifies to E,__ - [¢’ (HL%] ' Too)]-

Analyzing this gain matrix is where our analysis diverges from previous work. If the SA update were
linear, i.e., g(0,x) = A(x)0, then the gain E[g’(ﬁ(@ , Too)] = Ex[A(2s)] would be independent of
Hc@ , and its Hurwitz property is a standard and necessary condition for proving convergence of linear
SA. If the data sequence (zx) were i.i.d., then 8 would be independent of ), and hence the gain
becomes E[¢' (0, 2.0)] = E[E[¢' (62, 2:0)102]] = E[g(02)] with §(-) := Eyer[g(-, )], where
the Hurwitz property again follows from standard assumptions on g.

However, both arguments fail for the Markovian nonlinear setting. Common assumptions for
nonlinear SA only ensure Hurwitz E,..[¢’ (6, x)|0] given 6. This does not imply the desired Hurwitz

Elg’ (9([30] , Too )], precisely owing to the simultaneous presence of (i) the dependence of g’ on both 0,
and z, (due to nonlinearity) and (ii) the correlation between 6, and ., (due to Markovian).

Our Approach We overcome this challenge by carefully analyzing the properties of the above
dependence and correlation. Therefore, for sufficiently large 7, we further decompose (3.3) as

Ewis|?] ~ E|fwir (1 + 20E[g 0, 21) | Fir])]

= E|Jwn—*(1+ 20 E[g0F, a0) | Fuer] +20(E[g/ (0 20) — g/ (O, 2) | Fir]) )]

zIE[g'(G,[Cz] %o )| Fr—~] Hurwitz

< PE(lwe—r ] + o [E| (we—r, g6}, 22) = 90 20) — 90} 1) + (62 20) | s .
L)

where we approximate wy, ~ wy_, wtg’(Q?],xk) ~ (g(@iu,xk) - g(GLQ], xy)) fort = kk — 7

and obtain the second term in the last inequality. Next, we propose employing two different Taylor

expansions to prove that @ is of higher orders of .. We first apply the Taylor expansion to g(&,[cl] T )—

9(91[3] ,x)) and g(QI[iT, Tg) — g(¢9,[€2lT7 x1,). However, this only achieves & < [Jwg||? (lwg || + a7T1),

where T} = min(||9,[€1] Il, ||0,[€2} Il, ||0,[€1]_T||, HH,[flT )+ 1. When 0,[3] and 0,[3] are not close to each order,
i.e., when ||wy|| is large, # is not necessarily of higher order. Therefore, we consider a second type

(1] 2]

of Taylor expansion on g(6, ", x1,) — g(G,[CllT, x) and g(9,[€2], x) — g(0;_ ., xr). The intuition for

the second type of Taylor expansion is to analyze and bound # by the small distance between 9,[3 ]
and 6 _for j € {1,2}, even when ||wy]| is large. This achieves # < |w|ler Ty ([lwk]| + arTy).

Simultaneously applying the two Taylor expansions will yield # < a7||wg||?T;. Finally, we
overcome this challenge by carefully analyzing the boundness of 77 ; see Theorem 4.1 and its proof.

In parallel to the above coupling approach, we also explore an alternative approach by verifying the
joint Markov chain (zy, ) satisfies certain irreducibility and Lyapunov drift conditions, which in
turn imply the chain is ergodic. To apply this approach, we exploit additional properties of the SA
noise, namely miniorization, which is satisfied in many applications where additional randomness is
injected to the SA update. While the high level strategy of this approach is well developed [23, 50],



carrying out the analysis of each step is technically involved. In particular, we need to translate the
minorization property of the noise to the irreducibility of the joint chain (x, 6 ), which is nontrivial
in the presence of Markovian noise and nonlinearity.

4 Main Results

4.1 Weak Convergence of Projected SA

Our first main result proves the ergodicity of the joint process (z, 0 )x>0 of the projected SA (2.1).

Theorem 4.1 (Ergodicity of Projected SA). Suppose that Assumption 1-4 (p = 1) hold. The
projected SA (2.1) is applied with radius parameter 2||6*|| < S < oo. For stepsize o > 0 that

satisfies the constraint at, < m, the Markov chain (xy, 0)k>0 converges to a unique

stationary distribution U, € Pa(X x R?). Let v, := L(0s) be the second marginal of v,,. For
k > 27, it holds that

WQ(‘C(ekJ)’ VOt) S WQ(‘C(xkaek)7l7a) S (1 - a/’(’)k/2 : S(Han*a,uvL)R)'

Theorem 4.1 generalizes prior weak convergence results for constant stepsize SA/SGD either under
i.i.d. noise [20, 67] or linear update [33, 45]. Our stepsize condition a7, < p/ L? coincides
with [33, 60] on linear SA, a special case of our setting.

The proof of Theorem 4.1 highlights the stabilizing effect of the projection operation in (2.1). This
effect, together with the smoothness of update function g, controls how the Markovian correlation
propagates through the nonlinear update, allowing us to overcome the challenges discussed in
Section 3. It is unclear whether our proof, which is based on Markov chain coupling, can be fully
generalized to SA without projection. Nevertheless, we show that such a generalization is possible
for a sub-family of nonlinear SA where g possesses the additional structure termed “asymptotic
linearity”, which is satisfied by, e.g., SGD applied to certain settings of logistic regression. For a
formal statement of this result and proof, we refer the readers to Appendix E.

As a by-product of our analysis, we establish the following non-asymptotic 2p-th moment bound on
the error 6y — 0. Let 019 := 0; + a(g(04, v¢) + &41(6¢)) denote the pre-projection iterate.

Proposition 4.2. Consider (01,)>0 of iteration (2.1) with 3 € [2]|6*||, oo]. Let Assumption 1-4(2p)
hold. If stepsize « satisfies ata L? < cplt, with ¢, < 1, the following holds for all k > 1,

El0r+1=0[1*") < E[10k11/2—0" 7] < cp1(1—ap) " E[|00—0"|*"]+cp 2 (ara)?-5(00, 0%, L, 1)

Proposition 4.2 implies that E[||0, — 0*[|??] < (a7)? for sufficiently large k, generalizing the results
of [17, 20, 60] to higher moments and the nonlinear Markovian setting. Notably, this result holds even
without the projection operation in the SA update (2.1), i.e., 8 = oco. Furthermore, Proposition 4.2
can be used to derive high-probability tail bounds using the Markov inequality.

4.2 Weak Convergence without Projection

Parallel to the coupling approach, we consider an alternative approach for establishing weak conver-
gence via verifying irreducibility, positive Harris recurrence, and V-uniform ergodicity [50] of the
Markov chain (zy, 0)). This approach applies to nonlinear SA even without projection. To verify
irreducibility, we exploit the following additional noise structure.

Assumption 5 (Noise Minorization). For each 0 € R?, the distribution of the random variable &, (6),
denoted by (g, can be decomposed as (g = (1,0 + (2,0, where the measure (1 g has a density, denoted
by pg, which satisfies infgcc pg(t) > 0 for any bounded set C and any t € R<.

A similar assumption is considered in [5, 67]. This assumption is mild and satisfied by any continuous
random field supported on R?. Introducing such (small) continuous noise is often part of the algorithm
design for inducing privacy [2, 22] or exploration [28, 55]. Without Assumption 5, the chain may fail
to be irreducible even when the other assumptions are satisfied; see [33] for a counterexample.

Under Assumption 5, we obtain the following ergodicity result paralleling Theorem 4.1.



Theorem 4.3 (Ergodicity of SA — Minorization). Suppose that Assumption 1-3, Assumption 4(p =
1), and Assumption 5 hold. For stepsize o > 0 that satisfies the constraint at,L? < cau, the
Markov chain (xy,0;)k>0 of (2.1) with § = oo is V-uniformly ergodic with Lyapunov function
V(z,0) = ||0 — 0*||? + 1 and a unique stationary distribution U, € Po(X x R?). Moreover, defining
the V-norm ||v||y := [ |v(dz)|V (z), we have

1 £(xk, 0k) — al|,, < KP", Y(z0,60) € X x R%, Vk >0, .1

where the constants p € (0,1) and k € (0, 00) may depend on c.

4.3 Non-Asymptotic Convergence Rate and Central Limit Theorem

In the sequel, let (2o, H(O‘)) denote the random vector whose law is the stationary distribution 7,
given in Theorem 4.1. As a corollary, we have geometric convergence for the first 2 moments of .
Corollary 4.4 (Non-Asymptotic Convergence Rate). Under the setting of Theorem 4.1, for any
initialization of 0y € R?, we have

|E[6x] — E[OD]| < (1 — ap)*/? - 5'(60,0%, 1, L, R), and

|E[0:00] — E[0L)(0) ]| < (1 — ap)*/? - 8" (60,07, 11, L, R).

Moreover, the convergence rate established in Theorem 4.1 is fast enough that we can use it to prove

a Central Limit Theorem for the average iterates.

Corollary 4.5 (Central Limit Theorem). Under the setting of Theorem 4.1, as k — oo we have
- . - )y ©2

ﬁ Zf:ol (6, — E[fc]) = N(0, (), where ©(%) := limy,_,oc +E[( 11;01 (6; — E[Ggo)])) ]

Establishing the CLT sets the stage for using the SA iterates for statistical inference tasks such as
confidence interval estimation. We discuss this in greater detail in Section 4.4 after characterizing the
asymptotic bias, another important ingredient for using SA for inference.

4.4 Bias Characterization

In this subsection, we characterize the asymptotic bias IE[GC(S )] — 0*. Understanding the bias structure
has important algorithmic implications for bias reduction, which we explore in Section 4.5, as well as
for more efficient statistical inference and confidence interval estimation [34].

Theorem 4.6 (Bias Characterization). Suppose Assumptions 1-4(p = 3) hold. For each stepsize
a > 0 satisfying ato, L? < cau, the following holds for some vector b independent of o :

E[0{)] — 0% = ab+ O((ara)*?). (4.2)
More specifically, the leading bias can be decomposed as b = by, + by, + b, where
b = —(3'(07)) T'E[g' (6", 2oc ) (0", 20 )], 4.3)
1 * —1 = * * *
= 5 (5 (0°)) 1" (0) A (Elg(6", 2.0)72) + E[(& (7)) (4.4)
1
be = 5(g'(@*))_lg”(e*)A(]E[g(@*,:roo)®h(9*,xoo)} E[R(0", 700) © (0", 2)]),  (45)
with A = (7' (0*)@I+1®g'(6*)) " and h(0*,z) = [,.(I— P*+II)~' (P* — )(x dx’)g(0*, "),
with the kernel P* being a regular conditional probabzllty on X that satisfies [ p T(dz)P(x, )

Jo m(dy)P*(y, B), for all B,C € B(X).

We defer the detailed proof to Appendix I. A few remarks are in order. First, we emphasize that (4.2)
is essentially an equality, indicating a non-zero bias of order av whenever b # 0 (up to higher order
terms). Notably, the Polyak-Ruppert averaging of the iterates cannot eliminate this bias. Note that
the bias expansion in (4.2) applies to both weakly converged projected and non-projected SA. Our
analysis shows that compared with the non-projected SA, the projection operator induces an extra
bias term of the order O(a?73), which is negligible relative to the main terms in in (4.2).

More importantly, Theorem 4.6 provides an explicit expression of the leading bias, which decomposes
into three components: the Markovian part, the nonlinearity contribution, and a compound term,



which is unique in nonlinear Markovian SA. Specifically, by, in (4.3) is associated with the Markovian
multiplicative noise, where the matrix P* — I in the h function determines the mixing time of the
data sequence (xy)x>. The term b, in (4.4) is linked to nonlinearity, as reflected by the Hessian
term g’ (6*) = E[¢” (0", )], which quantifies the nonlinearity of ¢ and is equal to zero in the case
of a linear g. Lastly, b in (4.5) is the compound term, due to its dependence on both the Markov
noise (h function) and the nonlinearity measure g§”’. In particular, we note the following two special
cases: (1) When g is a linear function, g’ (6*) = 0. Hence, b, = b. = 0, and by, recovers the result
in [33]; (2) When (2 )r>0 is i.i.d. sampled from the stationary distribution 7, we have h(6*,2) =0
Vo € X, for P = P* = II. As such, b, = b, = 0, recovering the result in [20]. The presence of
the compound term b, suggests that as the SA structure becomes more nonlinear and the underlying
Markov chain mixes more slowly, the impact on the bias is multiplicative rather than simply additive,
a surprising phenomenon not unveiled in previous studies. It is possible to improve the residual
order from O(a?/2) to O(a?) with a more refined characterization of the asymptotic second moment
E[(6 — 0*)®?] by following a similar strategy as our current approach. We leave this refinement
out of the scope of the current paper.

4.5 Algorithmic Implications

We examine the practical implications of our weak convergence and bias characterization results,
particularly for Polyak-Ruppert (PR) tail averaging and Richardson-Romberg (RR) extrapolation. In
this subsection, we focus on the dependence on the stepsize « and iteration index k, and make use of
the big-O notation from Section 1. Recall that b is the bias vector defined in Theorem 4.6.

PR averaging [56, 59] is a classical approach for reducing the variance and accelerating the
convergence of SA. Here we consider the tail-averaging variant of PR averaging, defined as
Oko ke = k_—lko f:_klo 6., for k > ko, with a user-specified burn-in period ky > 0 (a common
choice is ko = k/2). The following corollary, proved in Appendix J, provides a non-asymptotic
bound on the mean squared error (MSE) for the averaged iterates 0, .

Corollary 4.7 (Tail Averaging). Under the setting of Theorem 4.6, the tail-averaged iterates satisfy

the following bounds for all k > kg + 27, and kg > 7o + a%b log (ﬁ ,
_ s 1 —ap)k/?
B[k, — 0°112] = a2b)* + O (- (ar) ) + O (9((7)
164, — 01 = o) + O(a- (am)?) + 032 ) + TR
T : asymptotic squared bias T: variance

T3: optimization error

Corollary 4.7 shows that the MSE can be decomposed into three terms and elucidates how these
terms depend on «, k, and other problem parameters. In particular, the term 73 corresponds to

the asymptotic squared bias ||]E[9i(>§>Y ) 6*]||?, which is not affected by averaging. The term T is
associated with the variance Var(fy, x), which decays at rate 1/k due to averaging. Lastly, the term

Ty represents the optimization error ||Ef, . — 0 ||, which decays geometrically in ko thanks to the
use of a constant stepsize « and the tail-averaging procedure.

Note that averaging does not affect the bias of order o. With the precise bias characterization in
Theorem 4.6, we can order-wise reduce the bias to O(a3/ 2) by employing the RR extrapolation
technique [61]. Let g,gj)k and 9,&?)02 denote the tail-averaged iterates using two stepsizes « and 2«
with the same data (z)x>0. The RR extrapolated iterates are defined as 5,2‘:@ = 25,(;;2 - él(j)ak)

Corollary 4.8 (RR-Extrapolation). Under the setting of Theorem 4.6, the RR-extrapolated iterates
satisfy the following bounds for all k > ko + 27, and ko > 74 + ai# log (ﬁ),

E {5, — 01| = O((a7a)*) + 0 (7% ) + O(W)

Backed by the CLT in Corollary 4.5, the iterates of constant-stepsize SA can be used to construct
confidence intervals of §*. For i.i.d. data or linear SA, this approach has been explored in [34, 47,
66, 67] along with an appropriate variance estimator [26, 66]. In our Markovian nonlinear setting,
where the iterates are biased, it is crucial to use RR extrapolation for bias reduction. Once the bias
is accounted for, the power of using constant stepsizes reveals itself as it leads to rapid mixing and



low correlation of the iterates. Together, they lead to efficient confidence interval estimation schemes
using nonlinear Markovian SA; see the empirical results in [34] showing its efficacy. In contrast, the
classical diminishing stepsize paradigm often suffers from high correlation [13] and in turn inaccurate
variance estimation, resulting in unsatisfactory coverage probability with finite data [34].

4.6 Implications for Learning GLM

Generalized linear models (GLM) extend linear regression to the model E[Y|W] = o(W T *), where
W is the covariate, Y the response variable, and o is called the mean function. For any monotone
(and potentially nonlinear) o, the powerful framework developed in [19, 36, 37, 64] allows one
to formulate the estimation of #* as minimizing an appropriate convex (surrogate) loss function.
Applying SGD to this loss leads to a nonlinear SA update, to which our results are applicable. Below
we discuss their applications in two concrete examples of GLMs.

Logistic Regression Logistic regression uses a sigmoid mean function o(x) = m. Suppose

the covariate wy, is sequentially sampled from a uniformly ergodic Markov chain with a bounded
state space YV C RY, and conditioned on wy, the response ¥, is Bernoulli distributed with parameter
(1 + exp(—w, 6*))~1. SGD applied to the Lo-regularized negative log-likelihood function takes
the form of the SA update 011 = 6, + ag(Ok,x), where 2 = (wg,yx) € W x {0,1} and
9O, x1) = —wyi, (o(—w, 6k) — y) — Aby. For simplicity, we do not consider {-perturbation, i.e.,
Era1(0k) = 0. Tt is easy to verify that this g is strongly monotone and sufficiently smooth with at most
linear growth in |6, hence satisfying Assumption 1-3. Therefore, all the results in Sections 4.1-4.5
apply to logistic regression with constant stepsizes and Markovian data.

Smooth ReLLU Regression The mean function ¢ can be interpreted as playing a similar role as
the activation function in neural networks. Widely adopted is ReLU activation o(z) = max(0, z)
as well as its various smooth approximations [7, 30]. The problem of learning 6* in this setting,
sometimes called ReLU Regression, has been studied in the last decade and recently regained attention
[19, 36, 37, 64]. Unlike linear or logistic regression, the least squares and maximum likelihood
formulation associated with such nonlinear mean functions o is non-convex. Nevertheless, the convex
surrogate loss framework in [19, 64] still applies. As an example, we focus on the SoftPlus activation
o(z) = log(1l + exp(tx))/¢ with a temperature parameter ¢ > 0 [30]. With Lo-regularization the
resulting SGD iteration is 041 = 0, — o(wy, (L log(1 + exp(ww) 6x)) — yi) + A0)), where the
covariate-response pair (6, xy) is as before. This problem can again be cast as nonlinear SA with a
strongly monotone and smooth g, satisfying Assumptions 1-3. All results in Sections 4.1-4.5 apply.

5 Numerical Experiments

In this section, we provide numerical experiment results to verify our theoretical results. We run
SGD on Ls-regularized logistic regression with Markovian data and constant stepsizes, where the
covariate x; € R is sequentially sampled from an autoregressive (AR) model of order 1; specifically,
Zir1 = 0.9z + (oq with ¢ i.d.d. following N(0, 1), and the stationary distribution is x, ~
N(0,1/(1—0.92)). The binary dependent variable y; is sampled from Bernoulli(1/(1+exp(—w*z;))
with w* = 1. The regularized parameter is set to A = 0.0001."

To examine the asymptotic bias, we run the experiment for an episode length of 107, with Markovian
data as well as i.i.d. data sampled from N(0,1/(1 — 0.9%)). We plot the errors (distance to §*) of the
PR averaged iterates and the RR extrapolated iterates, for different stepsizes a. Figure 1(a) verifies
the presence of an asymptotic bias approximately proportional to the stepsize «, and illustrates the
effectiveness of RR extrapolation in reducing this bias. In Figure 1(b), we compare the bias under
Markovian data (z¢4+1 ~ P(-|z¢)) and i.i.d. data (z; ~ z ). Interestingly, Figure 1(b) reveals that
Markovian data does not necessarily lead to a larger bias than i.i.d. data. This is consistent with our
theory, as the three bias terms b,,,, b, , b, may have opposite signs leading to cancellation. This result
suggests that in the presence of nonlinearity, one should not avoid Markovian data simply for the
sake of reducing bias. Rather, RR extrapolation may be more effective for bias reduction.

'The experiments were conducted on two sockets of Intel(R) Xeon(R) Gold 6154 CPU @ 3.00GHz with
566Gb of RAM. Implementation details and code are available at https://github.com/lucyhuodongyan/
nonlinear-sa-bias.
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(a) This plot shows the errors of PR-averaged iter- (b) This plot compares the errors under Markovian
ates and RR-extrapolated iterates, all generated using ~ data (x¢ ~ P(:|x¢+—1)) and iid data (z¢+ ~ ),
Markovian data. where all other settings are the same.

Figure 1: Experiment results to illustrate the properties of asymptotic bias.

To verify the CLT in Corollary 4.5, we repeat the experiment 1000 times with an episode length
of 10% and stepsize o = 0.8. We compute the PR averaged iterates and plot the histogram and the
quantile-quantile (QQ) plot in Figure 2 in Appendix C. The close alignment between the histogram
and the normal curve in Figure 2(a) and the linearity of the points along the 45-degree reference line
in the QQ plot in Figure 2(b) confirm that the empirical distribution follows a normal distribution.

6 Related Work

General SA and SGD. SA and SGD can be traced back to the seminal work of [58]. Classical
work assumes a diminishing stepsize sequence, and has shown almost sure asymptotic convergence
to 60* [8, 58]. Subsequent works propose the iterate averaging technique, now known as Polyak-
Ruppert (PR) averaging, to reduce variance and accelerate convergence [56, 59], and also establish a
Central Limit Theorem for the asymptotic normality of the averaged iterates [57]. The asymptotic
convergence theory of SA and SGD is well developed and extensively addressed in many exemplary
textbooks, see [3, 40, 65]. There are also recent works studying the non-asymptotic convergence with
diminishing stepsizes [12, 14]. The recent work [15] establishes the high probability bound on the
estimation error of contractive SA with diminishing stepsize.

SA and SGD with Constant Stepsizes. There has been an increasing interest in studying SA with
constant stepsize. Many works in this line provide non-asymptotic upper bounds on mean squared
error (MSE) E[||0; — 0*||?]. Works in [25, 42, 51] study linear SA (LSA) under i.i.d. data. Recent
works extend the analysis of the MSE to LSA with Markovian data, such as [24, 52, 60]. There are
also works providing upper bounds of MSE for general contractive SA with Markovian noise [14, 17].

In addition to non-asymptotic guarantees, some works focus on the asymptotic behavior of SA iterates.
Recent works have shown that when using constant stepsize, one loses the almost sure convergence
guarantee in the diminishing stepsize sequence regime, and at best can achieve distributional con-
vergence, as demonstrated in [16, 20, 25, 33, 66, 67, 69]. The presence of asymptotic bias is also a
recurring theme in recent literature, with precise characterization given in [20] for strongly-convex
SGD with i.i.d. data and in [33] for LSA with Markovian data. Works in [34, 51, 66, 67, 69] also
establish Central Limit Theorems for averaged SA iterates with constant stepsizes.

7 Conclusion

We provide the first weak convergence and steady-state analysis for constant-stepsize SA with both
nonlinear update and Markovian data. Our analysis elucidates the compound effect of nonlinearity
and memory, which leads to new analytical challenges and behaviors. A limitation of our results is
the use of a projection step or the noise minorization assumption. Whether they can be removed is
worth investigating. Other future directions include refining the dimension dependence in our results,
as well as a theoretical investigation of statistical inference.
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A Additional Notations

General Probability We write z; 1L z5 | 23 if random variables z; and 29 are conditionally
independent given zs.

Recall that we define the metric d((x,0), (2/,60")) := \/1{z # '} + || — 6'[|? for the space X' xR?.
Thus, for jz and 7 in Pa(X x R?), the Wasserstein-2 distance w.r.t. d is computed as

Wa(i,7) = inf { (E[1{z £ 2’} + [} — ¢'| 2% £((z,0) = i (o', 0) = 7}

General State Space Markov Chains Throughout the paper, we assume that X is a Borel
space. Let P denote the transition kernel. We call 7 the stationary distribution of P if it
satisfies [, w(dz)P(x, B) = w(B), for B € B(X). Define the m-weighted inner product

<f, D2 = fx (dz)f " (z)g(z) and the induced norm [|f|[z2(xy = ((f, f)z2(m))'/?. Let
L2(m) = {f : |[fll2(ry < oo} denote the corresponding Hilbert space of R?-valued, square-

integrable and measurable functions on X'. For an operator 7" : L?(7) — L?(), its operator norm is
defined as || 7| L2(x) = SUD| £]] 2y =1 I T ]| 22 (x)- The transition kernel is a bounded linear operator

on L?(r), in particular with norm || P||;2()—1. Also, we define the kernel/operator IT = 1 ® 7 by
I(z,:) =m.

Throughout the paper, we assume that X" is a Borel space. Let P denote the transition kernel. We call ™
the stationary distribution of P if it satisfies [, m(dx)P(z, B) = (B) for B € B(X). There exists
akernel P* as a regular conditional probability that satisfies [ 4 m(ds = [, 5 T(dy)P*(y, A),
for A,B € B(X) [27, Chapter 21.4, Theorem 19], and P* deﬁnes the probabﬂlty law for the
time-reversed chain of (zx)x>0.

B Additional Discussion on Assumptions
In this section, we provide a more detailed discussion of the assumptions taken in this work.

Projection and Minorization Projection steps have a longstanding presence in SA literature for
tractability in convergence theory, as seen in many analyses of SGD [6, 11, 39, 41, 54]. Although not
an algorithmic proposal, this additional projection step does not incur much computational cost in
practice, as it only involves rescaling the iterates, and the projection radius can be estimated a priori.
Before our work, no studies had proven weak convergence for non-linear SA with Markovian data
and constant stepsize, with or without the projection. Thus, our result is the first to prove detailed
weak convergence in this setting. Nonetheless, we provide an alternative proof of weak convergence
in Theorem 4.3 using the Drift and Minorization technique, which does not require a projection.

Differentiability The differentiability condition of the SA update operator g in Assumption 2
ensures controlled evolution of the iterates 6. This differentiability assumption supports a third-order
Taylor expansion of g with a bounded remainder, which is crucial for both analyzing the & term in
the convergence proof as discussed in Section 3 and for bias characterization. Moreover, some form
of differentiability assumption is standard in SA literature, such as [1, 20, 45], particularly when
one seeks a fine-grained characterization of the iterates’ distributional property. Such an assumption
is satisfied by many GLMs, such as logistic regression and Poisson regression. When ¢ is not
differentiable, the bias of SA iterates behaves drastically different [68], which is beyond the scope of
this paper.

Strong Monotonicity The strong monotonicity assumption is common in SA literature. Together
with smoothness, it allows us to establish geometric distributional convergence. While some GLMs
by themselves do not satisfy this condition, it is a common practice to apply Lo-regularization
(equivalently, weight decay) to ensure strong convexity and improve statistical performance. It is a
standard calculation that one can appropriately choose the regularization parameter to derive tight
results for non-strongly-convex functions.
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C Additional Plots

In this section, we present the plots from numerical experiments in Section 5 that verify the Central
Limit Theorem (CLT) in Corollary 4.5. In these plots, we plot the centered and scaled PR-averaged

iterates, i.e, \/T(égpk) — 300 ég,f)), where (%) = ( S 9t> /T with T = 106 is the PR-averaged
iterates for the k-th repeat.

801

60

404

Sample Quantiles

204

Y5 % 3 5 11 3 %
-20 -10 0 10 20 Theoretical Quantiles
(a) Histogram of Centered and Scaled PR-Averaged (b) QQ Plot of Centered and Scaled PR-Averaged
Iterates with Fitted Normal Density. This histogram  Iterates. This QQ plot compares the empirical dis-
displays the distribution of the PR-averaged iterates  tribution of the PR-averaged iterates from the Lo-
from the experiment. Overlaid on the histogram is a  regularized logistic regression experiment with the
fitted normal density curve. The close alignment in-  theoretical normal distribution. The linearity of the
dicates that the empirical distribution of the iterates  points along the 45-degree reference line indicates
closely follows the normal distribution. that the empirical distribution closely follows the
normal distribution.

o0

Figure 2: Experiment results to verify the Central Limit Theorem.

D Proof of Pilot Results (Proposition 4.2)

In this section, we prove the pilot result, namely Proposition 4.2. We prove the desired moments for
B = o0, i.e., without any projection. It is easy to see that when the projection radius 8 € [2]|6*||, o0],

Ell|0r+1 — 0[] < E[[|0e41/2 — 07[*7],

where 0; 1 /> denotes the iterate before projection. The term on the right hand side can be further
bounded by the moment bounds for iteration without projection. Therefore, it suffices for us to prove
the respective moment bounds without any projection.

Given Assumption 4 hold for 2p-th moment, with p > 1, we prove the moment bound in Proposi-
tion 4.2 for n with 1 < n < p by induction.

D.1 Base Case

In this section, we prove the base case of Proposition 4.2, i.e., with n = 1. The base case gives the
desired mean squared error (MSE) convergence bound, which will subsequently be used in the proof
of weak convergence.

We start by noting the following decomposition,
El0k41 — 0°1°] — E[ll6x, — 07||°]
= 20E[(0k — 07, 9(Ok, z1))] + @E[|g(0k, 1) |*] + @E[[|€+1(64) %]
= 20E[(0k — 07, g(Ok, x1) — G(0k))] + 20E[(0k — 0, 5(61))]
+ o”E[||g(0x, x1)[I”] + *E[[| €11 (65)[1%]-
It is easy to see that under Assumption 3, we have
(0 — 07, 9(01)) = (O — 0%, §(0)) — §(0%)) < —pl|6k — 67|, (D.1)

17



Additionally, under Assumption 2 and 4, we have the following upper bound
o (Elllg(0k, w1 12] + Elllgk+1(64)]%])
o (LEE[(0k — 0| + 1)?] + LEE[(6x — 6" + 1)*])
< 2021 (B[, — 0| + 1). (D.2)

Therefore, the key to analyze the remaining inner product (8x, — 6*, g(0, xx) — G(6k)).

Consider the following decomposition

(Or — 07,90k, 1) — g(O)) = (Ok — Ok—r, g(Ok, k) — G(Ok)) (D.3)
+(Ok—r — 0", 9(Or—7,21) — g(Or—7)) (D.4)
+ (Op—r — 0", 9Ok, 1) — 9(Op—7, 1)) (D.5)
+ (Ok—r —07,9(0k) — g(Or—r))- (D.6)

Hence, we need some upper bound on ||0; — 0|

We next note the following technical Lemma, which is adapted from [17, 60] for the updated
unbounded i.i.d. noise assumption in Assumption 4. The proof of the technical Lemma is delayed to
Appendix D.1.1.

Lemma D.1. For 16at < p1/(4L?), we have

E[|0x — O+ || Fr—r] < 207L||0k_r — 0% + 227 L (D.7)
E[||0r — Ok—+ ||| Fo—r] < 4aTLE[||0) — 0*|||Fr_+] + 4aTL (D.8)
E[[|0r — Op—+||*| Fr—r] < 8a*T2L2||0)_r — 0*|* + 8T L? (D.9)
E[|0x — O+ |I*|Fr—r] < 320°T2L°E[||0), — 0% ||| Fr—r] + 320772 L. (D.10)

Given (D.10), we additionally note that
161—r — 6717 + 1 = E[[|6—r — 67 |*|Fior] + 1
2(E[6k — Ok |12 Fi—] + B0k — 0 |21Fer]) +1
< 2(3202 P L2 (B0 — 0|21 F ] + 1) + E[I0k — 07| Ficr]) +1
< A(E[|0k — %[} Fr—r] + 1) (D.11)

We next use the above four technical inequalities to analyze the four terms in (D.3)—(D.4).

To bound (D.3), we first note that

|E[(Ox — Ok—r, 9Ok, 1) — G(Ok)) | Fr—r]|l
< E[l0k — Okl - 2L([|0k — 0" || + 1)[Fr—~]

(i)
< 2L\/E[)|0k — Ox—r |12 Fr—r ] VE([16k — 0] + 1)2Fr—r]

< 21/322 L2 E(0r — 0PI Fr] + DIV2E]6 — 6 P17 1
< 16ar L*(E[||0 — 6*|]*| Fr—r] + 1),

where (i) holds for the Cauchy-Schwarz inequality and (ii) holds for (D.10).

To bound (D.4), we next note that

IE[{Ok—r — 0%, 9(Ok—r, xk) — G(Ok—r))| Froer]ll
= |{Ok—r — 0", E[g(Ok—r, vk) — §(Ok—7)[Fr—-])||
< NOk—7 — O E[g(Ok—7» 2k) — G(Ok—7 )| Fr—~]|l

(iii)
< 00— =071 (@L(I0k—r — 0"]| + 1))
< 20L([[0x—r — 0°[1> + 1)
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(iv)
< 8aL(E[|0 — 0% Fr—r] + 1)
< 8arL*(E[||0), — 0*|*|Fr—s] + 1),
where (iii) holds due to the mixing property of Markov chain (z)x>o and (iv) holds for (D.11).
To bound (D.5), we have
IE[Ok—r — 0%, 9(Ok, k) — g(Or—r, Tk)) | Frer ]|l
= [[{Ok—r — 0", E[g(Ok, 2x) — 9(Ok—r, 21)[Fr—r]) |
< L)|Ok—r — 07| - E[[|Ok — O~ ||| Fr—-]
)
< L||0g—r — 07| - 2a7L(]|0k—~ — 07| + 1)
< 4arL?(||0k—r — 072 + 1)

o) 2 )2
< l6atL (E[Hak -0 ” |~Fk7'r] + 1)a
where (v) holds for (D.7) and (vi) holds for (D.11).

Lastly, to bound (D.6), we apply the similar technique used in bounding the third term in (D.5) and
obtain a similar result

IE[(Ok—r — 0%, G(0k) — G(Ok—r))| Frrll < 1607 L (E[|0) — 0%||*| Fr—r] + 1).
Combining all analyses above, we have
[20E[{0 — 607), 9(Ok, 21) — G(Ok) | Fr—r]l
< 2a(16arL? + 8arL? + 32a7L?)(E[||0r — 0% ||| Fr_r] + 1)
< 112027 LA(E[||6) — 07 ||*|Fr—r] + 1). (D.12)

Hence, making use of (D.1), (D.2), and (D.12), we obtain the following
E[[[04s1 — %71 F—r] — E[6x — 6%[*|Fi—r]
< —20pE[||0 — 0*[|*|Fi—r] + 112027 L2 (E[||0f — 0% ||*| Fr—r] + 1)
+ 202 L2 (E[||6r — 0" |*| Fr_r] + 1)
< —2auE[||0 — 0%||?| Fr_r] + 114> 7 L*E]||0), — 0% ||| Fr—-] + 114a>7L?
= —2a(p — 57arL*)E[||0x — 0*|1?|Frx_r] + 114aTL2.

Therefore, when we have « satisfying the constraint, i.e., a7 L? < c¢g 11, we obtain
E[[|0rs1 — 0%|12| Fr—r] < (1 — ap)E[||0r — 67||?|Fr_+] + 11407 L2,

Recursively, we get

N ., N 114arL?
E[6 — 0°11%] < (1 — ap)* "E[[16; — 6% + ——
_r N 114a7L?
< 2(1 - a7 (B[l — 01 + Ell, - 6][%]) + ———
114ar L?
< 2(1 - a7 (B[00 — 01 + 8ar2L2 (Bl — 0] +1) + ——
12207 L?
< 4(1 - ap)FTE[|6g — 07| + T
Lastly, we note that
1 @) 1 (i) 1 (iii)
< < <2 (D.13)
(I—aw)™ " l—arp ~ 1—arLl

where (i) holds by the Bernoulli inequality, that (1 + z)” > 1 + rz for x > —1 and r > 1; (ii) holds
for u < L; (iii) holds for arL < pu/(114L) < 1.
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Hence, for &k > 7, we have
L2
E[[|6x — 0711*] < c2,1(1 — ap)*[|60 — 0%]1* + €2207a ",

for c3,1 and ¢y 2 some universal constants. As such, we have completed the proof of base case for
Proposition 4.2.

D.1.1 Proof of Lemma D.1

In this section, we provide the proofs of the four technical inequalities in Lemma D. 1.

Proof of (D.7).
E[||9k — 9}@,-,—|||]:k,-,—] < 2047’LH9;9,-,— — 9*” + 2artL.

Proof. Note that
k-1

165 = Ox—rll < D 11041 — Ol
t=k—1
so we start with analyzing ||0;1 — 6 |.
(041 = 071 = (16 — 67| < [|0e41 — Ocf| = al|g(Or, me) + &2 (0) |
< allgO, zo) | + ol 41 (00) | < aLa([|0r — 07[] + 1) + af| &1 (6) |
10041 — 0% < (1+ L) 8, — 07 + aLy + allér1 (0]

Recall that we assume
EY2[[l€41(6)1F,) < Lo([l6.] + 1),
then we have for k — 7 <t <k,
Ell[&e+1 (0 | Fr—r] = E[E[[Ee41(0k)|Fe][Fr—r] < E[L2([|0k ] + 1)|Fr—7]
E[[|0s+1 — Oul[|Fk—r] < o L(E[|6¢ — 67[[|Fr—r] + 1)
Ell0x11 — 0°[[|Fr—r] < (1 + «L)E[||0) — 67[||F—7] + L.

Hence, for0 < n <7,
n—1

E[[|0k—r+n — 07l Fimr] < (1 + aL) "E[[|04—r — " [[[Fier] + LY (1 +al)’
1=0
=1 +al)"|0k—r — 0" + (1 + aL)™ —1).
We next note that
(14 z)¥ = e¥108040) < 2V <1 4 22y, 2y € [0,1/2].
Hence, at this stage, if we require a7L < p/(4L) < 1/4, we have the following upper bound
I+al)"<(14+al) <1+2arl <2.

Therefore, for 0 < n < T,
E[|0—rn — 07| Fimr] < (1 + 207L) 04—y — 07]| + 207L
< 2||0k—r — 0%|| + 2a7L.
As such, we have

k—1
El|0x — O —r[[|Fr—r] < E[[[0¢+1 — O[] Fr—r]
t=k—1
k-1
<aL Y E[|0; — 07| Fx—s] +arL
t=k—1

< arL(2|6k—r — 0"|| +2a7L) + atL
< 2arL||bk—r — 07| + 2a7L,

and prove the desired inequality. O
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Proof of (D.8).
IE[H@k — 0k—7—|||-7:k—-r] < 4CYTL]E[H0k — 9*H|.7:k_7] + 4aTL.

Proof. We prove this inequality based on the claim that we have just shown,

E[[|0% — - |l| Fe_r] < 207L|0k_r — 0%| + 2a7L.

We simply note that

10k — 07[| = E[[|6x—r — 67[|Fr—r]
< E[l0k = Or—r || F—7] + E[l|Ok — 67| Fr—r]-

Hence,
E[||0k — Ok—r[[|Fr—r] < 207 L(E[||0k — Ok—r ||| Fe—r] + E[[I0k — 07[[|Fi—r] + 1)
(1 = 2arD)E[||0k — Op—r ||| Fr—r] < 2a7LE[||0r — 0" ||| Fr—+] + 2a7L.
Therefore, we obtain

E[”gk - ok_7—|||.7:k_7] S 4047'L]E[H0k - 9*H|‘Fk—T] + 4atL.

Proof of (D.9).
E[|0x — O+ |I*|Fr—r] < 320°72L?E]||0), — 0% ||| Fr—r] + 320772 L2.

Proof. To analyze E[||0 — 0, ||*|Fr—-], we consider the following attempt.

k—1
Ell0r = Oc—r || Fr—s] < 7 E[[|fr41 — 00l|*| Fr—r]

=a®7 37 El(lg(B 2] + 61001 P

<207 3" (Ellg(0e w0 || Fir] + E[lEer: (00| Fir))
t=k—1
k—1
<20%7L° E[(|[6; — 6| + 1)*|Fp—r]
t=k

T

|
_

< 4da*rL? E[|0; — 07 ||*| Fr—r] + daT2L2.
t=k—1

Next, we study E[||0; — 6*||?|Fx—_-]. We start with the following, for k — 7 < t < k,
(041 — 07 Fr—r]
= E[||6y — 0"|I*|Fi—r] + 20E[(0; — 0%, 9(0e, 20))| Fi—r] + &’ E[llg(0r, 1) + €1 (00) 1% Fi—v]
< E[]|6: — 0||*| Fr—r] + 207 (]E[||g(9t7wt)\|2|fk—r] + E[||§t+1(9t)||2\fk—r])
+ 2aE[[|0: — 0% [[lg(0s, o) || Fr—r]-
We note that
2E[[|6: — 0" [lllg(0e, )| Fi—r] < 2V/E[l10: — 0% |2 Fi—r]Elllg (0, 20) 2 Fe—r]
< 2V/E[||0; — 6+ (2| F—[E[(L(||6; — 6*]| + 1))2|F—r]
< 2V/E[||0; — 6+ (2| Fi—r|2L2E[[|0; — 6*[|> + 1| Fyo—r]
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< AL(E[||0: — 0% |]*| Fi—r] +1).
Substituting the above inequality back, we obtain
Ef|0s41 — 0°[*|Fr—r)
< E[0, — 0"21Fe—r] + 0L ([0, — 0°2|Fe—r] + 1) + 4aLE[[|0, — 0* 2| ] + daL
< (1+4a*L* + 4aL)E[||0; — 0*||*| Fr—r] + (4a*L? + 4al).

We further recall that
40*L? < 4daLl(atl) < al,

and hence we obtain the following upper bound

E[||0:41 — 0*[1?|Fr—r] < (1 + 5aL)E[||0; — 0*|*|Fr_+] + 5aL.

Then, recursively, for 0 < n < 7, we have

n—1
E(|0k—r+n — 0°1*| Frer] < (14 5aL)"[|05—r — 0| + 5L > (1 + 5aL)".
=0

As such, under the assumption that 47 L < p/(4L) < 1/4, then for k — 7 < t < k, we have

E[|6; — 6 [|*| Fr—r] < (1 +10a7L)||0k_r — 6%||* + 10arL
< 2|0k — 0%|* + 10arL.

Combining all the analyses above, we have

k—1
E[||0r — O+ ||*| Fr—r] < 4a*TL? Z E[||0; — 0* ||| Fr—r] + 4a>*T*L?

t=k—1
< 4a?72L? (2||9,H 92+ 10mL) +da2r2L?

< 8’2 L?||0—r — 0%||* + 8T L2.

Proof of (D.10).

E[|0x — O+ ||*|Fr—r] < 320°72L°E[||0), — 0% ||| Fr—r] + 320772 L.

Proof. This inequality simply extends the result from (D.9),i.e.,
E[[l0r — Or—+||2| Fr_r] < 8a272L%||0)_r — 07| + 8272 L2

We first note that
1047 — 0"11* = E[l|0x—r — 0"[|*| Fr—r]
< 2|0 — O—r |21 Fe—r] + 2E[[6 — 0° || Fi_s ).
Hence,
E[|0 — O—r |I*|Fr—r] < 8272 L (2E[||0k — O—r||*|Fr—r] + 2E[[|0x — ||*[Fr—r] + 1)
(1 — 160272 L2)E[|6) — 0|21 Fs_+] < 1602r2L2E[|0) — 0%[|2|Fi_] + Sa>72L2.
Again, under the assumption that 16a7L? < p/4, we can conclude that

E[|0x — Or—r ||*|Fr—r] < 320°72L?E[||0), — 0% ||| Fr—r] + 320772 L.
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D.2 Induction Step

In this step, assume that the moment bound in Proposition 4.2 has been proven for £ < n — 1, we
now proceed to show that the desired moment convergence holds for n with 2 < n < p.

We start with the following decomposition of || 1 — 6*[|*"

161 — 62"

= (116 — 67112 + 206k — 67, 90, 1) + &1 (00)) + 029 B, 1) + €411 (61

- Z ( Iy >||9k - 9*”22( all — 0%, g(0k, 1) +§k+1(9k)>)j(a||g(0k,xk) +§k+1(6‘k)H)2l
— ,

sJs

i+j+l=n
‘We note the following cases.
1. i =n, j = [ = 0. In this case, the summand is simply [|0), — 6*|*".
2. Wheni =n—1,j = 1land [ = 0. In this case, the summand is of order a, i.e., a2n{0; —
0, g(Or, 21) + Ers1(0%))7 |0k — 07> V). We can further compose it as
2ol — 0%, Ok, x1) + &1 (01)]|0k — 67|71
= 2na(0x — 0", 9Ok, wx) — §(61) + Erir (61))|61 — 07>
T
+ 2na(f — 0%, g(0r))]|0k — 07|71

T>

Note that, when () is i.i.d. or from a martingale noise sequence, we have
E[T1]0x] = 0.

However, when () is Markovian, the above equality then does not hold and 7T} requires a careful
analysis.

Nonetheless, under the strong monotonicity assumption, we have
Ty < —2nap|6) — 0*[*".

3. For the remaining terms, we see that they are of higher orders of o. Therefore, when « is selected
sufficiently small, these terms do not raise concern.

Therefore, to prove the desired moment bound, we spend the remaining section analyzing 77.
Immediately, we note that

E[T1|Fr—-] =E {2710491@ — 0%, 9(Or, 1) — §(Ok) + E[&rr1(0)10k])10k — 072" V| F_s

= B[ 2na(0s = 07, 9(8k &) = 5016 — 0"V |Fe ]

Ty

Subsequently, we focus on analyzing 7.

We start with the following decomposition of 77 .

Qna<g(9k7$k) - g(@m,@k — 9*>||9k _ 9*”2(71_1)

< 200 [g(Or—r, ) — GOk—r)|[[|0k—r — 07> (D.14)
+2nallg(Or, 2x) — 9Ok —r, i) || [|05—r — 67> (D.15)
+2nal|g(0r—7) = G(00)[[[|10s—~ — 0% > (D.16)
+ 2nal|g(Bk, zx) — GO0 [[[16x — 071161 — O | (D.17)
+ 2n0|g(Ok, 2i) — GO |0k—r — 07| - (|16 — 07|21 — |0s—r — 07[*~).  (D.18)

We note the following technical lemma, which will offer significant help in the analysis of T]. We
postpone the proof of the lemma to the end of this subsection.
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LemmaD.2. For¢,at < ju/(4L?), where ¢, denotes some constant dependent of the higher-moment
2n, we have
E[||9k _ 9k77”2n|]:k7-r] < CnOéQHTQHLQn(HGk,T _ 9*||2n < 1)_

Following the lemma, we observe that a natural consequence is for any m < 2n, we have

m

Ell0x — O™ Fi—s] < (Ellk = 0" Fis]) ™"

E

|

n

< (CnOéQnT}”LQn(”ak,-,— _ H*HQn + 1))
< cmameLm<||0k_T T 1),
where we use the inequality a? + bP > (a + b)P for a,b > 0, p € (0, 1) to obtain the final inequality.

Now, we are ready to analyze (D.14)—(D.18). Firstly, for (D.14), we make use of the mixing
assumption of 7, and have that

E[|(D.14)[|F—r] < 20007 — 6*[|** B[ g(Ok—r, 2x) — GOk —) || Fr—-]
< 200 L||Op—r — 0P (05— — 07| + 1)
< 2ne’L||0g_r — 0%[|*" + 2na” L0, — 07 ||*"*
< 3na®L||0g—r — 07 |*" + na®L||0p—, — 072"V,
where we make use of the inequality 2|z|?> < 2 + x? to obtain the final step.
Next, we proceed to analyze (D.15). It is easy to see that
E[|(D.15)[|Fr—r] = 2nal|fs—r — 0°||*" " E[llg(0k, 2x) — 9(Ok—r, 21) | Fr—r]
< 2na|fx—r — 07 |*" T E[|0 — Opr || Fr-r]
< 20|07 — 0| (207 L(|0k— — 67 + 1))
< And®rL)| 0k — 0%|*" + 4na®TL|| 0, — 07|]*" 1
< 6na7L||0k_r — 07> 4 20027 L]0, — 6*|> 7D,
The term in (D.16) can be analyzed in a similar fashion as the (D.15).
For (D.17), we first derive the following
E[|(D.17)][Fr—-]
< 2naE 2L (116 — 6| + 1) 6% — 1165 — 0* |2~ V|F
= 4naLE[|0; — O [0 — 0"|P" | For ] + dnaLE[[0r — 0|6 — 077" |F—]

Ta T

We next analyze the two terms T}, and T}, respectively. Starting with 7},, we have

AnaLE[||0), — 0|10k — 0% [1*" 1 Fr—r] (D.19)
2n—1

< 4naL1E[Hok | (||ak — G|+ O — 9*||) |fk,7] (D.20)

< 220D anaLE[05 — Oxr (105 — —r 7"~ + 61 — 07" | Fis] (D.21)

= 4"naL (B0 = 0| | Fu—o] +6x—r — 0" " E[|0 — 05—~ | Fic—-]) (D.22)

by Lemma D.2

< 4"naL(cnaQ"TQ"LQ”(HHk,T — 0P + 1) + |0g—r — O IP" (207 L(||0k—r — 07| + 1)))
————
<2artL

(D.23)
< 4"nal (4mL||9k,T — 02" + 207 L|0p_r — 07| + Cna2"7'2"L2") (D.24)

< 4"nal <5mL||9k,T — "> + ar L]0 — 072D + c’,La%*lT?"*lL?“*l). (D.25)
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For T}, we have
AnaLE[||0) — |16, — 0*|2" V| Fp_,]
< 4naLE 05 — 0s— | (105 — O] + 05— - 9*H)2(n—1>|ﬂ_7}
< 22" naLE(|0x — O [1(116% — Ox—r [P + 16 — 67127V |Firr]
= 22" na L ( E{|0x — O "~ Fmr] + 60— — 0P VE(|0) — 00— |1 Fe—r])

by Lemma D.2
< 22"71naL(cn_lozZ"*lTZ”*lLZ"*l(||t9k_7 |2t )
<2arL

+ 107 — 012"V 2arL(|164—r — 67 + 1)))

<22 lpal (4047'LH0;€_T — %> 4 2a7L||0_r — 0*“2(”_1) + cn_laQ"_lTQ"_lLQ"_l)

< 22" lnaL (207 L)k — 0% + daTL]f)_, — 0|2 4, o lr2em L)
Combining the analyses of the two terms, we get the following upper bound to (D.17)

E[(D.17)|Fi_]

< 4"nal (5a7L\\0k_T — 0" + ar L), — 0*]2"1) + c;la%*lf%*lL?”*l)

+ 22n_1’flOéL(2047'L||9k_7— _ 9*||2n + 4047'L||9k_-,— _ 9*”2(71—1) 4 cn_1a2n—lT2n—1L2n—1)

_ 227L_17’LO[L(12OCTL||9]€,T _ 9*||2n + 60(TL||0]€,T _ 9*”2(n—1) + Cx,1a27l_17—2n_1-[/2n_1)-

Lastly, we analyze (D.18). We first make use of the mean-value theorem, with a € [0, 1], we have
[ e A
= [16% = Ox—r ]| - 2(n — Dlla(Ox — 07) + (1 — a)(Op—r — 67"
= [16x = Ox—r ]| - 2(n — Dlla(Ok — Oh—r) + Opr — 07>
< 222730 = )]0 — el (100 — On—r "% + 04— — 6722
Substituting the above upper bound back into (D.18), we obtain
E[|(D.18)||Fr—]
< 22" In(n — 1)aL||0p—, — 0%
E[(10x — 011+ 1)110% — 0 | (106 = 0022 + 100 — 0° P2 | Ficr]
<22 In(n —1)al
(Il9k—f = O B[l10k — Ox—r|I*" | Fraer] + [10k—r — O7|PE[I0k — Orr ||*" 2| Fio—r]
+ 10k—r — OOk — Ox—r 1" 72| Fh—r] + 107 — O°[I*" *E[[104 — O —r[|*| Fi—s]
+ 10k—r — O " Ell10k — Ok—rll| Faer] + 10k—r — 071" *E[[|6k - 9k-T|||fk_T])

< 22" In(n —1)aL (cnozTLHGk,T — 0" + cprarL||fp_r — 02D 4 cn,1a2"_17'2"_1L2"_1).

Combining the analyses above, we have the following bound for 77,

E[|Ty[|Fk—-]
< E[||(D.14)[|Fr—r] + E[[[(D.15)[| Fr—~] + E[[|(D.16)[| Fj—7]
+ E[[|D A7) | Fr—r] + E[|(D.18)[| Fr—r]

< Cn,l()ZZTLQHHk—T _ 9*”271 + Cn,20¢27'L2||0k—7— _ 0*H2(n71) + Cn73042n7_2n71L2n’
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where ¢, 1, ¢,,2 and ¢y, 3 are some constants that depend on n.

Additionally, we note that
10k—r — 0*[*" = E[|0k—7 — 671> | Fi—r]

< B[ (104 — Ol + 10— 0°1)) 1 Fis]
< 22 UE[|0k — O |*" | Fi—r] + 22" E]|0k — 07(|*" | Fi—o]
< en TP ([|0p—r — 0%|*" 4+ 1) + 22" E[||0k — 0% || Frr].
Therefore, for sufficiently small arL < u/(c), L), we have
(1 —c,a® 72" L2™)||0p_r — 07" < 'B[||0r — 07 [|*"| Fr—r] + cna®r2"L2"

= ||0r_r — 0%|?" < 20ROk — 07 ||*" | Fr_r] + 2002 T2 L

As such, for sufficiently small «, we have
E[|T1[|Fr—~]

< en10®7 L (o B0y — 0|7\ Fior] + c0® 72" L")

+ cpoa’®TL? (Cn—lE[||9k — 9*||2(n_1)|~7:k—7} + C;L_laz(n—1)7_2(n—1)L2("—1)> et T L
= cn 10T LE[||0k — 0°||°" | Frr] + 20’ TL*E[)| 0k — 07" V| Fo_r] + cn 3o 727 LM
Hence, up til this point, we have obtained

E[l|0k+1 — 671" Fr—r]

< (1 = 2nop)E[|| 0k — 0*|*" | Fr—s]

+ o1 02T L[]0 — 07| Fir] + cn 00T L2E[|0 — 072" 7D|Fi_s] + o ga 72" L2

< (1= 2na(p — ¢, ;o L*)E[||0) — 0%[|*"| Fr—r]

+ Cn720¢27L2]E[H0k . 9*H2(n71)]|~/—'-k77] + Cn73a2n7_2n71L2n.

Following the induction hypothesis, when k is sufficiently large, we have
E[)|0x — 0*|2™ V| Frer] < cn1a™ 17" Ls(6, L, ).
Substituting the above upper bound back into our analysis of the 2n-th moment bound, we obtain
E[[|0x+1 — 0°[1*"|Fr—r] < (1 = 2na(p — ¢, ;arL)E[||6) — 67[|*"|Fr—]

+ a1 L2, 5 - cn18(00, Ly i) + cp 3?2 LA

Subsequently, if we set « sufficiently small, such that
arl? < ¢, - Ly
we obtain
Ef[|041 — 0 [1*"|Fr—r] < (1 = a)E[[|0x — 0°|]*"| Fio—r] + @™ 77, 5 - 5(00, L, 1),

where s(fg, L, i) is some constant that may depend on the initialization 6 and the problem primitives
w1 and L but is independent of a.

Recursively, we get
Efl0x = 07]7") < (1 = )" "E[0- = 0°*"] + a"7" - (00, L, ).
Lastly, we recall that
E[||6, — 6%|]*"] < 2°" 7 E[[6- — 6o||*"] + 2" E[[|6o — 67*"]
< 10" TP LP(E[)[00 — 0% 17" + 1) + cn 2]|00 — 07"
< cn1E[||6o — 0*(1*"] + 07,,,2042"7'2"L2”.
Substituting back, we obtain for sufficiently large k,
Efl0x — 071" < cna(1 = am) " TE[[100 — 0[*"] + a®" 72" 5(6o, L, ).
As such, we have proven the desired n-th moment bound.

26



D.2.1 Proof of Lemma D.2

We now come back to Lemma D.2 and provide the complete proof.

Proof. The proof follows a similar strategy as (D.9) and (D.10) in Section D.1.1.

We start with the following relaxation and obtain that

E[||0r — O+ ||*" | Frr <E[< Z 0111 — 9t||> n|~7:k—T}
t=k—r1
k—1
D Ellfe — 60" Fisr]
—k—

t T

k—1
anrinet Z E[llg(0, 1) + &1(00)]°" [ Fi—-]
t=k—1
k—1
< 2o ST (Elg(0r )P Fir] + Eflea (0071 Fi—r])
t=k—1
k—1
< 22 la2np20m ST (IR0, — 0% + 1) Fwr] + L3 (B0 — 0° | Frmr] + 1)2")
t=k—1
k—1
< 42n—1,2n 2n—172n Z ]E[||t9t _ 9*”2n|fk—7—] + 42n=1,2n 2np2n
t=k—1

Next, in order to obtain a bound on ||§; — 6*||?", we study the following term.

2n
Ell0r1 = 01" Fir) < B[ (16001 — 00l + 1160 — 0°11) " |Fe—s]

2n
2n i *[|12n—1%
= ( Z, )1{«:[||9t+1 —0,716: — 07> Fis]

=0
2n

= E[[|0; — 0> [Fr—r] + > a"Elllg(0s, @) + &1 (00) |16 — 07]*" | Fio—r]

=1
Note that
Ellg(0r, w0) + €csa (BN 10 — 0" 27| Fir]
< 27 [ (1lg (O, 21" + 1642 00) 1) 161 = 0° 1~ | s
= 2R [E[(lg(0h, 20) | + a1 (0100110, — 0% 12"~ Fi— |
< 2LLE[ (16, - 0% + 1) Frr ]
< 22002 L (B[, - 07| Fo—r] + 1)

Substituting back, we obtain

Za g (Br, 1) + Exr (010 — 671"~ | Fr—r]

< (n— 1)221047[/7( Het 0*|||]:k—‘r]+1)

— 92(n-1) (IE[HHt — ||| Frer] + 1) -2aL(1 + 2aL)"?
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< 42"*104L(]E[||9t — ||| Fas] + 1)
Consolidating the terms, we have
Ellf1 = 01" F—r] < (1+ 42 aL) (E[16: — 0*)|| F—] +1)

Recursively, for 0 < I < 7, we have

-1
E[Hek—T-‘rl _ 9*H2n|«7:k—7'] < (1 +42n_10¢L)lH9k—7— _ 9*H2n +42n—1aL Z(l +42n—1aL)z
1=0
_ (1 +42n_1aL)lH6k—T _ 9*H2n + (1 +42n—1aL)l
Then, for
42" or L < p/AL < 1/4,
we have fork — 7 <t <k,

E[|6; — 0*|*"|Fier] < (1 + 2" arL) |0, — 0°[*" + 2*" a7

<2|0p—r — 0" +2'"arL

Finally, we have

k—1
L e e S i W 11 e B e

t=k—r1

S 42n71a2nT2nL2n (2||0k—7 o 0*”27’1 + 2471710[7_11 + 1)
< 24n—1a2n7_2nL2n(||9k_T _ 9*||2n + 1).

As such, we have completed the proof. O

E Proof of Theorem 4.1

In this section, we prove the weak convergence result in Theorem 4.1. In fact, the proof of the
projected SA weak convergence result can be seen as a special case of unprojected SA with the
asymptotic linearity condition, which we have briefly discussed in Section 4. Therefore, the proof
proceeds in the following two subsections. First, we formally define the asymptotic linearity condition
and present our weak convergence result for unprojected SA under this additional assumption. Next,
we relate this result for unprojected SA to projected SA and specialize the proof to obtain Theorem 4.1.

E.1 Asymptotic Linearity

In this subsection, we formally introduce the asymptotic linearity condition, which is crucial for
establishing weak convergence in the context of unprojected SA (8 = c0). Additionally, we explore
the implications of this condition.

Assumption 6 (Asymptotic Linearity). The noise sequence (§)i>1 is a collection of i.i.d. random
fields satisfying the following conditions: (1) E[€;41(0)|Fx] = O, (2) there exists a constant L > 0
such that & is Lz-Lipschitz, i.e., |€1(0) — & (0")|| < Ls||0 — &'|, for all 6,0' € R?, and (3)
[€1(0)]] < Ls.

Moreover; there exists a function G(-) : X — R such that given € > 0, define

6(e) :=min {5 :||¢g'(,z) - G(x)| < e, Vo € X and VO e{0:|0]|>0d}},

and we have lim._, ed(e) = 0.

The first part of Assumption 6 states that the random field grows at most linearly in . The second
part of Assumption 6 implies that ¢'(6, ) converges to a limit G(z) when ||f|| — oo forall z € X,
which shows the asymptotic linearity of g(6, «). Furthermore, Assumption 6 also requires how fast
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g'(0,x) converges to G(z). A sufficient condition under which the second part of Assumption 6
holds is that there exists w > 0 such that ||0]|1 7| ¢’ (0, x) — G(x)| < oo for V0 € R and z € X.
We can verify that to ensure ||¢'(6,2) — G(z)|| < €, we can set ||0]| € G)(e_l%w), which can ensure
ed(€) € O(eT= ) — 0 as € — 0. This sufficient condition implies that ¢’ (0, x) uniformly converge
to G(x) with convergence rate of O(||0]|~(1+*)). By definition, we conclude that the structure of
linear SA is also asymptotic linear. Besides that, the 1-dimensional logistic regression also satisfies

Assumption 6. For 1-dimensional logistic regression, we have g(0, z,y) = m( He%gz - y) + A6,

where (x,y) presents the data. Therefore, we have ¢'(6,z,y) = % + X and ¢'(6, z,y)

uniformly converges to A with geometric convergence rate, thereby satisfies the Assumption 6.

E.2 Proof Under Assumption 6

With the asymptotic linearity condition now formally defined, we proceed to prove the weak conver-
gence for unprojected SA. For convenient reference, we state the theorem below.

Theorem E.1 (Ergodicity of SA—Asymptotic Linearity). Suppose that Assumption 1-Assumption 4
hold. Additionally, assume 6. For stepsize o > 0 that satisfies the constraint at, L*> < min(cau, Ku)»
with ca formalized in Proposition 4.2 and ,, defined in (E.1), the Markov chain (2, Ok) k>0 converges
to a unique stationary distribution 7, € Pa2(X x R?).

Moreover, there exist k,, > 0 and some universal constant c such that

€dle) < p, Ve< k. (E.1)
We let v, := L(0) be the second marginal of V. For k > 274, it holds that
WQ(E(ek)v Voz) S WQ(‘C(‘rkvek)a Da) S (1 - au)k/2 : S<90a Lau) (Ez)

The proof of Theorem E.1 consists of two major steps. Firstly, we assume that xo ~ 7, and show that
(K, Ok ) k>0 converges to a unique limiting invariant distribution. Next, we relax the assumption of

xo ~ m, and prove that for arbitrary initialization (xg,0y) € X x R4, the Markov chain will converge
to the same limit.

Step 1: Initialization with zy ~ 7. To prove the convergence of the Markov chain, we consider the

following coupling construction. We have a pair of Markov chains (zy, 91[:] k>0 and (zy, 9L2]) k>0
sharing the same underlying process and noise, i.e., (€, {g+1)k>0, 1.€.,

U wk) + & (000),
A 2k) + & (0)).

We assume that the initial iterates 9([)1} and 9([)2} may depend on each other and on z, but are
independent of subsequent (xj)x>1 given . For the iterates difference 9,&1} — 9,[3], we have the

following Proposition E.2, whose proof is given at the end of this subsection.

Oty = 0 +alg(6

9[2]

2] (E.3)
o1 =05 + a(g(d

TS

Proposition E.2. Vi > 7 and ot < min(g5kr=, 75), we have

(64 — 022 < 4(1 — pa)*TE[[16) — 622,
I

where K, > 0 and e6(e) < Ve < k.

68

By Proposition E.2 and the definition of W5 and W5, we have

@ _
wi (L0, £0F)) = W3 (Lo, 017, £, 0
(i) E.4
< Eflo;! — 07| D
(iii) .
< 4(1 - p)*E[165" — 057 |?)
where (i) and (ii) hold by the definition of W and W5 and (iii) holds by applying Proposition E.2.
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Note that equation (E.4) always holds for any joint distribution of initial iterates (xg, 9([)1] , 9([)2]). Recall
that P* represents the transition kernel for the time-reversed Markov chain of {x }1>0, and the
initial distribution of x is assumed to be mixed already. Given a specific xy, we sample z_; from

P*(- | zp). Additionally, we use 0[_2]1 to denote the random varible that satisfies 9[_2]1 £ 0([)1} and is

independent of {x, }1>¢. Finally, we set 9([)2} as

9[2] 9[2] +a(g (m,l,e[f]l)-kﬁo(e[ﬂ))'

By the property of time-reversed Markov chain, we have {zj}r>_1 <

9[2}1 4 601 and 9 1 is independent with {z}x>_1, we can prove (zy, 9[
k > 0. We thus have forall k > 7:

W (£ (o, 08") £ (wrr1, 02, ) ) = W3 (£ (e, 0) £ (017 )
2 4(1 - pa) T ENIA — o),

{zk}r>0. Given that
) 4

(xk+17 I[cj—l) for

where (i) holds by inequality (E.4). Then, we have

S 2 (£ (") £ (0,60, )
k=0
to—1 [e%e]

< kg W (£ (wr,00") £ (mnsn 0L, ) ) + 4EII6) — 07121 D" (1

k=0
<00.

Consequently, {E(:vk, )}k>0 forms a Cauchy sequence w.r.t. the metric 1. Since the space

Po(X x R?) endowed w1th WS is a Polish space, every Cauchy sequence converges [63, Theorem
6.18]. Furthermore, convergence in Wasserstein 2-distance also implies weak convergence [63,

Theorem 6.9]. Therefore, we conclude that the sequence (£(xy, 9[ ]))k>0 converges weakly to a
limit distribution i € Po(X x RY).

Now that we have established the existence of a limiting distribution, we next proceed to show the
uniqueness. We prove this by contradiction. Note that we currently assume that zy ~ 7, hence to
show that the limit (2, 0~ ) is unique, we only need to show that the limit is independent of the
initial distribution of 6y, which can be correlated to x.

Consider two Markov chains (z, 0 )k>0 and (z, 6}, ) x>0, sharing (z, £k+1)k>0 but with arbitrary
initialization of 6y and 6. For the sake of contradiction, we assume that (2o, 6y) = (o0, 0) and
(20,0}) = (o0, 0.,) respectively. Then, by the triangle inequality, we have that

W2((xom Oc0)s (Too, 0</>o)>

< Wa (oo, Ooo)s (w0 00) ) + Wa (s 00), (1, 61) ) + Wa (@, 63), (20c, 0L )
— 0.
As such, we have shown that the limit ¥ is unique.

Lastly, we prove that v is invariant. Suppose that we initialize the joint process at its limit, i.e.,
(z0,00) ~ v. We first apply the triangle inequality, and we obtain

Wz((xh@l)a ($0a90)> < Ws <($1a91)7 (xk+179k+1)) + W (($k+179k+1)a (550790))-

Clearly, as k — oo, Ws ((xk,_H, Or+1), (zo, 00)) — 0. To bound Wy ((xl, 01), (xg+1, 9k+1)>, we
need the following lemma.

Lemma E.3. Consider two copies of the SA trajectory, where L(x0,00) = U and L(x},0}) is
allowed to be arbitrary.

WQZ (c(xlv 91),[:(1‘/1, 9/1)) <p- W22 (‘C(xO,GO)a £($67 9/0)) +p2- \/WQZ (,C(a;‘o, 90)7£($65 06))7
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where
p1:=1+2(1+al)?+16a’L? < oo and py = 16a>L*\/E[||0o]|4] < oo
are independent of L(xy, 0))).
Proof. Consider the following coupling between the two processes (z, 0o) x>0 and (z7,, 0}, ) k>0
W (£ (w0, 00), £(xb,05) ) = E|do(wo, xf) + 199 — 052] ~and
Tpp1 =Ty fap=x), VE>0.
Then, it is clear that

W (L(1,01), £(2%,60)) < E[do(a, ) + 101 — 651

Recall the metric do(x,2') = 1{x # 2’} and hence, we have

900, x0) = g(fo, ) + do(g, w0)(9(0o, 20) — 9(bo, 2p))-
Therefore, it is easy to see that
01 — 01 = 6o — by + a(g(bo, z0) — g0, 7)) + a(€1(6o) — €1(65))
= 0o — 0y + a(g(bo, z0) F 9(bo, ) — 9(b, 0)) + a(&1(6o) — £1(6p))
= 0o — 05 + a(g(o, z5) — (0, xp)) + (€1(60) — £1(6p))
+ ado (x4, x0)(9(0o, x0) — (o, xp)),
whence
161 — 0111 < (14 aL)[|60 — bl + ado(xq, zo)llg(fo, z0) — g(fo, x0) ||
< (L+aL)||fo — 0| + ado(zq, z0) - 2L([|60 ] + 1).

As such, we see that
Eldo(x1,21) + 1|61 — 0111°] < Eldo(wo,20)] + 2(1 + aL)? - E[[|60 — 65[|°]
+ 16a>L? - E[do(zh, xo)([|6o]> + 1)

Next, we make use of Cauchy-Schwarz inequality and obtain

Eldo (5, %o) - 160]1%] < \/E[do(x67x0)]\/E00~M[||90”4]'

Because Assumption 6 implies Assumption 4(p = 2), by Proposition 4.2 and Fatou’s lemma, we
have
E[|fs — 6*]|*] < lim kinf E[||0, — 0*[|2.] < oo,
—00
which implies E[||f||*] < co. Hence, the desired inequality follows through. O

By Lemma E.3, we can set L(xy, 0() = L(z, 0 ), then

W3 (L (21,61), L(xpp1,0541)) < p1 W3 (1, L(k, 0r)) +Pz\/W22 (7, L(wr, Or))-

Therefore, W (£ (z1,601), L(xx11,0141)) — 0ask — 0, which implies Wy ((31317 61), (zo, 90)) =
0. As such, we have proved the joint sequence (x, 8x) >0 converges weakly to the unique invariant
distribution 7 € P2(X x R?). As aresult, {0} }1>0 converges weakly to p € P2(R?), where p is
the second marginal of fi over R

Lastly, before proceeding to the next step, in which we remove the assumption xy ~ 7, we first derive

the convergence rate of {6y };>o under zy ~ 7 as presented in the following lemma. This lemma
will help us to establish the convergence rate without xg ~ 7.
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Lemma E.4. Under xo ~ m, Assumption -4 and 6 and the same setting as Proposition E.2,
W3 (L(00), va) < W3 (Llww, 00), 7a) < 16(1 = p)* - (E [168 = 0%12] +cb.»)

Proof. Let us consider the coupled processes defined as equation (E.3). Suppose that the initial
iterate (zo, 0%2]) follows the stationary distribution 7, thus £(z, 9,[3]) = v and £(9,[€2]) = v for all
k > 0. By equation (E.4), we have forall k£ > 7 :

w2 (£, n) = w3 (£, L)

Vi (ﬁ(xk,e,[j]),ﬁ(xk,ef]))

4(1 = po)*TE[|0f) - 05|12 (ES5)
81— o) (E [I6)) ~ 6] +E [llooe — 6°])

1601 — o) - (B [168) — 6°112] + & 6o — 6°1])

where we make use of the derivation in (D.13) to obtain the last inequality.

ININ A

IN

We note that
E[[|foo — 0[] <lim inf E[[j6) — 07|2) < cap- a7L?/pn < ¢,

K

908L2 » L2

Wg(c(e,[ﬂ) )<16(1—,ua ([Ha 9*||2}+c'272).

the last inequality holds for a7 < min(sst7=, 75 ). Therefore, we prove the desired inequality

O

Step 2: Arbitrary Initialization for (z¢, 6y). In this step, we remove the assumption of g ~ 7
needed in the previous step. We need the following lemma to prove our result.

Lemma’E..S.. .CO.nsider two trajectorf'es (xk,.ﬁk).kzg. and (z},, 9;?)1«20- Suppose that 0y = 0, x(, ~ 7
and x is initialized from some arbitrary distribution that satisfies ||L(x¢) — 7||Tv = €. Then for
k > T, we have

- L? 1/2
WalL(x, 00), £(a}, 01)) < €42 (1 = ap) El60 — 0° %] + dey a7 - o 1)

Proof. We consider the following coupling between two joint processes (zx, O ) x>0 and (27, 87, k>0-
We first apply the maximal coupling on z and z, such that

P(xo # a0) = [|[L(x0) — L(xp)[Tv = €.
For the case zy = (), we can couple the two Markov chains {x, } ;>0 and {/ } >0 such that
T = x5, Vk > 0.
Under this coupling, we have 0, = 6, Vk > 0.
For the case zy # z(,, we let the two processes (z, 0k )r>1 and (x},, 0}, )k>1 evolve independently.
Given the above coupling, we first observe that
Wa(L(or,00), £(ah, 04)) = EIWa(Llwn, 00, L(ah, 04) o = 4 P(zo = o)

+ E[Wa(L (@, Or), L(@}, 01))|wo # 20]P(w0 # )

= E[Wo(L(zk, Ok), L(}, 04))|z0 # 7).
The second equality holds since E[Wa(L(zk, 0k), L(xk, 0},))|x0 = 2] = 0 and P(z¢ # () = .

Next, we note the following upper bound of the Wasserstein distance,

W3 (L(w, 00), £(}, 04)) = inf B[ Tax # i} + 10k — 032

32



< 1+2(E[I6 — 0° ] + Elllof, — 0*[1%))-
Making use of Proposition 4.2, we have

L2
§20271(1 — O[/J,)k (EHIQO - 9*”2] + EH|96 — 9*”2]> + 4C2’20[T . 7 +1

L2
§40271(1 — au)kE[||00 — 9*||2] + 46272CET . ? + 1,

where the second inequality holds for 6y = 6{ by assumption.

Note that the above upper bound to the Wasserstein distance is independent of the choice of (z, zJ)).
Hence, we can conclude that
Wa(L(xk, O), L(2h, 01)) = €E[W2 (L, 0k), L(2}, 0)))|z0 # 20]
12 1/2
< e(4e2(1 — a) B[ - 0| + dezzar - = +1) .
’ H

We complete the proof of the lemma. O

By Lemma E.5, we see that when x¢ is close to its stationary distribution 7, 8, would not deviate too
much from 0;6, as if it were initialized from the stationary distribution.

Now we consider a joint process (xy,0)r>0 With arbitrary initialization. By the property of
uniform ergodicity of (zx)r>0, we know that ||£(z;) — 7| Tv < Rr*. Choose time to > 0. We
construct a second Markov chain (27, 0} )x>¢, with the following properties: (1) x}, ~ 7 and is
maximally coupled to z,, i.e., | L(xs,) — L(x},)|lTv = Pz, # x,) and (2) §; = Oy,. Under this
construction, for k > ty + 7, we have
W2(‘C(xk7 9/6)’ 17) SW?(‘C(‘rka 916)’ ‘C(x;ca a;c)) + Wg(ﬁ(l‘%, H;c)’ 17)
12 1/2

<Rr' (4e31(1 = )" E[]l6y, — 0"||%] + dez2a7 - — + 1)
W

+16(1 = ap)* 1 (E [[16r, — 0°]1%] + b)),
where the last inequality follows from Lemma E.4 and Lemma E.5.

For each ¢ with ¢y > 7, set ty = ¢/2. From the above inequality, we obtain that
Wo(L(xs,0t),0)
12 1/2
<Rrt/? (402,1(1 — ap)tPE[||6;, — 07||%] + dcopar - — + 1)
I

+16(1 = ap)' /2 (E [[16,, — 0°11%] + ch )

t/2 _ t/2 _ to w2 Ij Ij 1/2
<Rr dea (1 — ap) 8(1 — ap)E[||0o — 07||*] + co207 m + 4deg par . +1

L2
1601 — g0/ (801~ agw) B[y — 0°|) + eaz07 -~ ) +cha)

<max(r,1 — oz;L)t/2 - 5(00,0", 1, L, R)

S(l - a/’[’)t/Q ' 5(0(% 9*3 Hs La R)
where s(6y, L, 1) denote some constant that depends on the initialization of 6, and problem primitives

L, i, but independent of stepsize o and iteration index ¢. Last inequality holds because 4 <1 — 17

andagﬁgl

Therefore, as t — oo, we obtain that Wa(L(xy, 0 ), 7) — 0, which implies that the Markov chain
(2, Ok) k>0 with arbitrary initailization converges to the same . As such, we have proved the desired
weak convergence result without the assumption on zy ~ 7 initialization.

Additionally, we obtain the following convergence rate. For any initialization (g, ) € X x R%, we
have
W2(£(0t)a ,LL) < W2(‘C(Ita et)a l_/) < (1 - o‘:u’)t/z ! 5(007 L, /u‘)
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E.2.1 Proof of Proposition E.2

First, we present the following lemma that is similar to [17 Lemma 2.3].

Lemma E.6. Forany k; < kg sansfymg ks — k1) < 55, the following six inequalities hold:

<&
65 — 62 — 6] + 6201 < 8aL(ks — k1) 6} - 67
6y — ,fj — 61 4 0P| < BaL(ky — ky)ll6L) — 67
1057 = 011 < 8aL (ke — k) (1611 + 1)

165 — 120 < SaL (ks — k) (16311 +1)

167) — 0 < 8aL(ke — k) (165 + 1)

Y

102 — 0 < 8aL (ke — k) (65 +

Proof. Consider the coupling given by equation (E.3), by Assumption 2 and 6, we have
1 2 1 2 1 2 1 2
1054y = Ol = 165 = 620 < N0, — 023, — 01 + 07
= allg(6;" xx) + & (0 = 905, 21) = G (6]
< 2aL]0} - 07
Given k; < ko, for Vt € [kq, ko], since 1 + & < e” for Vz € R, we have
t—1

6 — o) < T[ 1+ 20L) 0} — o]
j=k1

xp(2a(ks — ki) L6} — 02|

N

A

2 (14 dalky - k) L)I6)) — 617
< 2|6y - 67,

where (i) holds for e* < 1 + 2z Vz € [0, 5} and a(ky — k1) < 8%'

Then, we have

ko—1
1 2 1 2 1 2 1 2 1 2
lop) — 02 — o) + o) < > N6, — 01, — 0 + 07| < da(ky — ky)L|6]) - 617
t=k1
Therefore, following a(ka — k1) < 5 L, we have

161 — 612 — ol + 6 || < da(ky — ky)L]0L) — 6/ H
< da(ks — k) L(I6E] = 0 = 6] + 62011+ 116} — 6:21)
< S0 — o2 — o)+ 2] + daa(hy — k)Ll — 6],
Then, by rearranging the terms, we have
65 — 0 — 1) + 0011 < (ks — ko) LIOL) — 6221
thereby we have proved the ﬁrst two inequalities of Lemma E.6.

By Assumption 2 and 6 and [17, Lemma 2.3], we can prove the last four inequalities and we omit the
details here. O

Now, we are ready to prove Proposition E.2. We start with the following decomposition. By equation
(E.3), we first have

ElIoL, — 021412 =B [I6) = 6 + a (900} wn) — 907, w0) + €1 6))) — €612 6F)) 1]
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E [} - 6717] + 20 B [(6) — 0, (6} 1) — 9(6f, w1))]
T
+a?E [[lg(0}" 21) = 9(0F" a0) + €10 — &a (O] -

T>

For T5, by Assumption 2 and 6, we have
T, < AL’E [||9,E] el \\2] .

We denote (-, x) := g(-, zx) — g(-) to be the noise function. Then, by Assumption 2, we conclude
that e(+, x,) is 2L-Lipschitz continuous. Therefore, T} can be rewritten as:

T =E (0 - 0 e(0)" an) — 0w | + E (0! - 07 900" — 0]

For E [(0,[61] - 0,[3], g(@,&”) — Q(GE]))} , by Assumption 3, we have

B[ -6, g6} - g(em»} < —uE |6 — o)1) -
Let 7, := 0 ((GP],OE],@) |t < k) For E [ [2] ,[j] x) — (Gl[f],zk»}, we have
E (08 - 0, e(0} ax) — (0, >>}
=E [E (6} — 6,20} 21) — (6", 20) | Fir |
[ (oL, =020 o) — 0 a0) | Fieesr ]| (T)
[9[” o — o)L — 0 e 0L ) — (0L a0))| (T
[ ol — ol o 9,&”, k) — E(GLQ],xk)—5(9,[317,1%)+5(9,[€217,9ck)>]
L)
We assume a7 < g7 For T3, by definition of mixing time 7, we obtain

1=k [E (080, — 62 () (0 0 0]
< 2aLE o)L, - 611
< 4aLE {\\95] g ||2] +4aLE [||9,EL o gl 4 gl IIQ]
< (daL + 256072 LY)E [0} — o7 |2]

where the last inequality holds by Lemma E.6.

For T, we obtain
T <E[10)) -0 — o+ 0P Nl1= 0L, w) — (0, wn) ]
< 16arLE [} — o6}, — 01
< (16a7L” + 1280 OB [0} — 67 ].

Below, we bound term # by two different Taylor expansions. One the one hand, there exist A1, Ao €
[0,1] such that hy, = M0 + (1= A0, by = A0+ (1= 2)01_and

| =0 — 077 € (hyey i) (0 = 0)) — €' (hie—r, ) (0], — 012 )
=[O = 05 &' (v, ) (0] = 07 — 0]+ 07 )
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+ (08 = 0P (&' (hay i) — & (hi—r, 1)) (0 — 01))]
<16arL?[|6M — 0212 + |01 — 0] (&' (hye, wr) — & (hi—ry i) (B — 627)) (E.6)
<16arL?|0)) — 0211 + 210 — 02| — ha— |
<16arL2|05) — 0712 + 2201 — 02 (s — 057 + 1102 — 08| + 1105, — har )
(E.7)
<16ar 26 — 6717 + 2116 — 621° (16 — 071+ 167 — 0L 1+ 1052, - 0, 1)

<16ar 2?6y — 67717 + 2L )10} — 07220161 — 6171| + 8arL(1627]) + 1) + SaTLne,E”
(E.8)

— 07

<16arL2]|6l) — 0122 + 210l — 02 (3||9,L” — 02 + 8arL(|6!?] +1) ) — (Bound1) .
| S —

A
where we note that choosing the second iterates for triangle inequality in equation (E.7) and choosing
9[2] for bounding 9[2] 9[2] in equation (E. 8) are both symmetric, which implies that we can replace
the Qk in term A with arbltrary one in {Gk - 0 HE] o 9[2] 1.
On the other hand, there exist A1, Ao € [0, 1] such that p;, = /_\191[3} +(1- 5‘1)6/[317’ qr = 5\29,&2] +
(1—-X2)6) and
=16 — 67 (o i) (8 — 6L) — ' (gr i) (67 — 671)
=16} — 6 & (pr i) 6 — 617 = 6L + 62 ) (E9)
01 = 0 (& ey i) — ' w)) (0 — 6.2)
1 2 1 2 2 2
<167 L0 — 0717 + 2L1105" — 02 llpe — aulllOF” — 62,1

<16arL2(6} - 072 + 1607 L2|0}T — 07 lllpk — ar 111167 + 1), (E.10)

where adding and subtracting the second iterates in equation (E.7) and choosing 9,[3] for bounding
9,[3] — 9,[317 in equation (E.8) are both symmetric. We have

Ik = aell = 1205 = 0 + (1 = X0}, = 02) + 3a = 20) (0 = 62|
< (2+8arL)||6 — 0P| + 8arL(||6!?| + 1)
<3)6) = 02 + 8ar L1621 + 1),
Therefore, we obtain
| <16arL? 6] — 6|2
+or)ol! — o) (3”9,[31 — 0| + 8arL(0] + 1) ) 8arL(||0P ] + 1) := (Bound2),

B C

and we can replace the 91[3] in term B and C with arbitrary one in {9,[:17, 9,&”, 91[31 i 9,[62] }.
By (Boundl) and (Bound?2), we have
|#| < min(Bound1, Bound2)
< 16arL?[0} — 07| + 48ar L2 |0 — 071677 + 1).
Below, we discuss the upper bound for |#| by three cases.

Case 1: If one of {9[1] ,[:], 0,[C ] 0 2]} has norm that is less than 46,2, where we define

Sarr? := 6(arL?), without loss of generality, we assume He,[? || < 464, 2. Multiply ]l(HH,[f] | <
40,-12) to both sides of the above inequality, and we have

|16 < 46,4712)
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<(16arr2l0}! — 07112 + asar L6 — o 12161 + 1) ) L(I6F| < 400rr2)
<(64+ 1926, 12)ar L2 |65 — 672,

where we can replace the 9,[62] in the left hand of the above inequality with an arbitrary one in
{9,[61] - ,[:], 0,[517, 9,[3]} by the similar argument under (Bound1) and (Bound2).

Case 2: If |01 < 2|6l — 617,

16271 < 110 — 021 + 1L < 3161 — 67
Therefore, by definition of # and Lemma E.6, we obtain
Lol < 2p6 - o))
<2r)6l) — ook — ol 1+ 11eg — o) aclier | < 2l — 617 1)
< 16arL|6) — o110 1+ 102 Dol < 206, — 62y
< 80ar L6 — o).

Case 3: If all four variables in {0,[:] - 0][3], 91[5]—7’ 0,[5]} have a norm larger than 44,,, 2, and ||0,[€1} I >
2||9,[€1] - 9,[62] ||, we obtain

||0 ’l
Bl = A6 + (1= Ao > ol — (ol — o2 > Ze

lha—r | = 208 + (1= Aa)0l2 |
o 1 I 17 S
(4)
> Sarzz — (L+8arL)||6}) — 617
Z 5047'L27

> 25(17’L2

where (i) holds by choosing a7 < i+. Therefore, we have ||hi|| > a2 and [|hg—r|| > darr2.
Therefore, by equation (E.6) and Assumption 6, we obtain

|#|1(Case 3)
<16a7L2(|0f) — 0112 + 1165 — 02112 (e’ (i i) — Glaw) | + IlE' (s, i) — Gla)])
§18aTL2||9,[€1] — 9L2]||2.

Therefore, we obtain
E(#]| < E[|a[] <E[|[1([|6 || < 6arr2)] + E[| L6 < S0rr2)]
+ B[ 1|62 < Sarr2)] + E[|ML(0P)] < 6arr2)]
+E[a[1(|6) < 2)6) - 2]||>] +Euo|n<Case3>1
_(354+7685ML2)ML2E[||9k - k H ]

By Assumption 6, there exists #,, > 0 such that e§(¢) < gf= for Ve < k.. By the above bounds,

when ar < min(%%, 74 ), where we specify the constant ¢ < 1 later, we obtain

1 2
E[[6)4, - 051 I
(14 2a(—p + 4aL + 2560° 2L + 128072 L% + T84ar L? + 76880, 2a7L%) + 40> L?) E[||0L] — 617))]

IN

(1 + a(—2p + 1568arL? + 2560272 L3 + 15366, r2arL?) + a®(8L + 512272 L3 + 4L2))E[||9,[j] — o3

IN

1
<1 + apu(—2 + 1568¢ + 256¢ + 5 + 524c)> E[[l6 — 6212
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<(1 - pa)E[|0 - 022,

where the last inequality holds by choosing ¢ = Fl%.

Therefore, for £ > 7 and a7 < min(5-t+ we have

906L2 ’ L2 )

E[l6y) — 0117 < (1 — pa) T E[|0M — 0212
<2(1- ua)’“ TE[165 — 657 |2 + |6k — 0 — ol + 051
< 2(1+8arL)(1 — par)*~ T]E[HH[” 0l|12)
< 4(1 - po)* TE[6y — 65712,

E.3 Proof of Projected SA

Now, we specialize the proof of Theorem E.1 to the projected SA iterates.

We consider the same coupling:

9;:_1 == 6[1] + Oé( (el[gl]axk:) + £k+1(9][c1]))7

1 1
Oitr = s {H,EL},
bty =00 + (g6, 0) + & (67)),
2
0t1 = Tp( [GH%]

We first need to verify that Proposition E.2 holds for projected SA. By the non-expansion property of
(s with respect to || - ||, we obtain the following inequality:

65, — 6210 — N6 — 021 < N6t — o, 1 — 116} — o),

which implies Lemma E.6 still holds for projected SA. For Proposition E.2, we can notice that the
iterates of projected SA will always satisfy Case 1 with a finite bound 8 and we do not need to discuss
Cases 2 and 3.

Therefore, when a7 < min( s, 8%), where we specify the constant ¢ < 1 later, we obtain

E[[6)4, — 054 I
< (1 + a2+ (160 + 968))arL? + 2560272L%) + a2(8L + 512a%72L% + 4L2))IE[||0,[€1] — 027
< (1 + ap(—2 + (160 + 968)c + 256¢ + 524¢)) E[||oL — 012/)12]
=(1— pa)E(l6}" — 07|17,
where we set ¢ = m.

Therefore, Vk > 7 and aT < we have

P " S
(940+968)L2 >
E[0f - 617)1%) < 4(1 — pa)*"E[|65" — 052,

Then, still by the non-expansion of 155y with respect to || - ||, the rest of the proof simply follows
the same proof for non-projected SA. As such, we have proven Theorem 4.1.

F Proof of Corollary 4.4

In this section, we present the proof of Corollary 4.4.

Recall that by Theorem 4.3, we obtain for & > 27,

WE(£(0k),va) < (1= )" - s(00,0", 1, L, R).
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By [63, Theorem 4.1], there exists a coupling between 60 and 6, such that
W3 (L(Ok), va) = E[l|6k — 01%].
Applying Jensen’s inequality twice, we obtain that
IE[6) — boo] > < (E[lI6k — 0o I])* < E[[|6k — 0 ]1’] < (1 — ap)* - 5(60, 6", 11, L, R).
We thus have for all k > 271,
IE[6)] — E[foc]l| < E[I0x — bocll] < (1 = ap)™? - 5'(60,6%, 1, L, R).

For the second moment, we first note that
IE[616y ] — E[foco0
= [|E[(0k = Ooc)(Ok = o0) '] + E[foc Bk — bo0) '] + E[(61 — 000 )0 ] |
< B[O — b0) (O — bo0) ]Il + 1Eo0 (O — bo0) "1l + [0k — Ooc)0 ]
< E[10% — Oocl?]ll + 2E (1001165 — bool1]
< E[[l6k — bool*]l + 2v/El[l00 216 — o0 1211], (F.1)

where we apply Cauchy-Schwarz to obtain the last inequality.

Meanwhile, we have
B [0 — 0scll’] < (1= ) 5(00,67 . L, R) and  E [|l6]*] = O(1).
Substituting the above bounds into the right-hand side of inequality (F.1) yields
|E [640) ] —E [00L] | < (@ — ap)*? - 5" (60,0", 1, L, R).
G Proof of Corollary 4.5

In this section, we prove the CLT result.

Proof. Consider the following centered test function & : X x R — R defined as

h(z,0) =0 —E[f].
To prove that the CLT for function h, we need to verify the Maxwell-Woodroofe condition [49], i.e.,

o] n—1

> | 3 @t
n=1 t=0

where () denotes the transition kernel of the joint Markov chain. If we can show the following
n—1

ey
t=0

with r € [0, 1/2), then the Maxwell-Woodroofe condition is verified, as
oo n—1

PR DIl
n=1 t=0

We now proceed to prove the desired order in (G.1). For sufficiently large n > 27,, we observe

< 00,
L2(v)

Loy~ O ) (G.1)

L2(7) B Z n_?’/QO(nr) < o0
n=1

n—1 n—1 n—1
| @], =8| X e, < Zmslen.
t=0 ® t=0 R—
274 —1 n—1
= Y EQ%a+ Y Es|QAl2-
t=0 t=27,
T T>
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We now show that both terms 77 and 75 are of order O(1) with respect to the parameter n.

For T, since () is a transition kernel, so its |||/ .2(,) operator norm equals to 1. Hence, T} can be
upper bounded as
T) < 1, Eu[||R(0, 2)|13] = 7o Tr(Var(fs)) < Ch,

where the last inequality follows from Tr(Var(f,)) < art established in (H.4) and ar2 — 0 by

Definition 2.1.

Before proceeding to analyze the summation in 75, we first recall (E.2), that for ¢ > 27,
WoL(x,6:),7) = O((1 — ap)’?),

which holds for any (z,6) € X x R?. Hence, by the property of Wasserstein distance [63], there
always exists a coupling that attains the optimality, i.e.,

]EF((Itﬁt),D) [Het - el‘lg + 6O($t 7é (L‘/):| = O((l - a:u)t)'

Making use of this relationship, we can therefore bound 75,

L) = o),

n—1 s
T= Y EQH < 3 ElQn = O( 7=

t=T7q t=Tq
where the last O(-) is asymptotic in 7.

Combining the analysis of 7} and 75, we have shown the desired order in (G.1). Therefore, the
Maxwell-Woodroofe condition has been verified and we establish the CLT for averaged nonlinear
iterates with constant stepsize and Markovian data. O

H Proofs under Minorization Condition

When assuming the perturbed continuous noise condition in Assumption 5, one takes the alterna-
tive route to prove weak convergence. This is achieved by establishing the satisfaction of both a
minorization condition and a drift condition. In this section, we prove the weak convergence result in
Theorem 4.3 by following this alternative approach. The subsequent corollaries of weak convergence,
namely the non-asymptotic convergence rate in Corollary 4.4 and the Central Limit Theorem (CLT)
in Corollary 4.5, also hold, and we will provide the proofs for these results as well.

H.1 Proof of Theorem 4.3

In this section, we prove the weak convergence under Assumption 5(a). The proof consists of two
major steps. Firstly, built upon the MSE convergence established in Proposition 4.2, we derive a
multi-state drift condition. Subsequently, we show that under the minorization condition, the Markov
chain is (z, 0k ) k>0 is @-irreducible. Then, follow [50, Theorem 19.1.3], we can conclude that the
Markov chain (z, 0% ) k>0 is geometrically ergodic.

For completeness, we include the Theorem 19.1.3 from [50] below.

Theorem H.1. Suppose that ® is a p-irreducible chain on X, and let n(x) be a measurable function
from X — Z.. The chain is geometrically ergodic if it is aperiodic and there exists some petite set
C, a nonnegative function V> 1 and bounded on C, and positive constants X < 1 and b satisfying

/ POz, dy)V (y) < A"V (2) + ble()]. (H.1)

We note that the function n(x) can be interpreted as the number of steps we must wait, starting from
any z, for the drift to become negative.

Step 1: Deriving the Drift Condition Given the iteration step

Ok+1 = Ok + a(g(O, k) + E41(0k)),
we have already shown the following convergence rate on the MSE in Proposition 4.2, that

. . 2
E[|[0x = 071 < e2,1(1 — ap)*[[60 — 071> + €220
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Inspired by the MSE convergence bound, we define the Lyapunov function V : X x R? — [1, oc]
V(x,0) = |0 — 0> + 1. (H.2)
Therefore, the major goal in this step is to obtain the desired drift condition as shown in (H.1).

Therefore, from the above MSE convergence rate, we first obtain that

L2
Q"V (20, 00) < ca1(1 — ap)*V (x0,00) + 02,27047 +1. (H.3)

Consider k& = min{t > 0 : c21(1 — ap)! < 1}. Then, setn = 8(1 — ap)¥, 8 = 57, and
m = Ca2 %ar + 1, and we consider the following bounded sublevel set,
Co={0: (00" +1) <m/B}.
From (H.3), we derive that
Q"V (wo,00) — V(z0,00) < —BV (x0,00) + mlea(wo, o),
where C' = X x Cg. Rewriting the above Lyapunov drift condition, with b = m/(1 — /3), we obtain

Q"V (20,00) < (1 — B) (V(:co, 6o) + bla(zo, 90)).
Setting A such that \¥ = 1 — /3, we have

Q"V (w9, 00) < AF (V(l‘m to) + 510(330,90)>,

which gives the desired multi-step drift condition.

Step 2: Proving the Minorization Condition Now that we have established the desired multi-step
drift condition, it remains for us to show that C' is accessible, small, and aperiodic.

Under this setup of & (6) in Assumption 5(a), it is straightforward to verify the accessibility of C.
For any (z,6) € X x R%, we have

Q((l‘,@),C) = P((JE’,H’) € X X C®|($30))

1 0 —0
=P(¢ 0)) > — — 6))de’ .
(0" € Col(x,0)) > /e’eC@ adp"< 5 g(z, )) >0

As such, we have shown that C is accessible.
Assuming C' is small, we can directly conclude aperiodicity following the definition of period of an
accessible small set, d(C) = g.c.d.{n e N*:inf,ec P (z,C) > O}.
Therefore, what remains to show is that C' is small. For (z,60) € C and A € B(X) x B(R?), we
define the following projection sets,
A, ={0 € RY(x,0) € A} and A = {x € X|(z,0) € A}.
Therefore,
Q(@0),8) = [0 oy s B ) € Ao, 1) = (27,67 1))
e(xxRY)™1
< P((a1,61) = d(@, 00) (0, 00) = (2,0))

ﬁ(fﬁ(’“)ﬁ(k))}}f:ll P((xmﬁm) € [l|(mm,1,9m,1) = (w(m_l)ve(m_l)))
E(XXC@)"I:l

v

o 'P((‘Tlvel) = d(x(l)’e(l))KxngU) = (,%‘79))

= %(z(k) g(k))}nL—l (/ ]P)(xm = dx/‘xm—l = x(m_l))P(em S Am"(ajm—hem—l) = (x(m—1)7 e(m—l))))
e(/\,’><(19)’"kf11 vex
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P(zm_1 = dz™ D|zp_s = 2 D)P(B_1 = ATV | (202, Oms) = (2™, 9<W2>)))

P(x; = dx(1)|x0 =1z)P(6, = d9(1)|(x0,90) = (x,0))
B / /x(m}mfl P(am = da’lam— = x(mil))P(l‘m—l = dx(m71)|xm—2 = $(m72)) Py = dx(1)|l'0 =2x)
' EX k=1
exm—l

(ﬁem}z"f PO € Aw|(@m-1,0m—1) = (&1, 60m71))

~1
ecr

P(Bn 1 = A0 (02, 6 2) = (2,002

PO = dOWM|(z0, 0) = @:,9))).

Next, for (,0) € C, we observe that
0 —0

P(0) = d0/| (k1,05 1) = (2,0)) = P(€(8) = d(*—— = g(2,0)) | (k. 0) = (2,6))
> %pe(elo_é b 9(3379))‘19/

/ —
b_ g(m,@))d&'.

V
a
=]
qFe
i)
<
—~

We next recall the linear growth assumption in Assumption 2 that ||g(z, 8)|| < L(]|6]| + 1). Hence,
given § € Cg, Vr € X, we have

10+ ag(z, )| < [[0]] + ellg(z, )| < (1 +aL)(||0] + 1)
<A +al)(VM/B+07]+1) < B,

for some bounded value B.

We now define the measure <" on R? as ¢'(A) = J7infy. <5 [yeanc, Mfocos Po (9’;Z)d9’.
Hence, it is easy to see that ¢f (C&) = 0. Moreover, we note the following property of measure st

Claim 1. For A C Cg and \(A) > 0, <T(A) > 0, where \ denotes the Lebesgue measure.

We delay the proof to the end. Taking the claim as true, we derive that

Aem}z’;’f (0 € Au|(T—1,0m—1) = (27D, 60"71))

ecg!
P(O—1 = A0V (21—, O2) = (™72, o<m*2>))) P01 = dOW) (o, 00) = (,0))

= / / P(emde(m)‘(xﬂz—l,enl_l) = (x(m71)7 o(mil)))
6mieA,, Jolm—1eCg

/ P01 = 0"V | (@2, 0 —2) = (x(m_2)79(m_2))))
9(m=2)cCqg

1 (m) _ glm—1)
2/ / L pé(i_g(x(m—l),g(m—l)))dg(M)
9("")€Ag;/ g(m—l)ece (6% éGC(-) (6%

/ P(Om—1 = 07| (2m02, Om2) = (272, 0072
9(m—2) GC@
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/ P(6y = d6P|(z1,0,) = (), 0D)PO; = dODV|(x0,60) = (x,0))
0 eCeo

pm) _ g -
> inf / / — inf pg(i — g(i,&))dﬂ(m)
(z,0)eC 6(mIeA,, Jom-NeCeq ad feCeo o

/ P(O—1 = A0V |(@ 2, 0m—2) = (w(m_z)ﬂ(m_z))))
0m-2)eCe

/ = do®? )l(l‘l 91) ( (1)79(1))>P(91 = d9(1)|(1‘0,90) = ($79))
9(1>ECO

gim) _
> / / — inf p9(72>d9(m)
B \|<B pemea,, Jom-ece @ bece «

Om_1 = d9(m_1)\(mm,2,9m72) — (x(m—2)79(m—2)))) .
f(m— 2)EC@

/ (0 = d0|(21,01) = (2, 00))P(6) = doD|(z0, 00) = (x, )

oM eCeo

>l | | BB = 40D (203, 0 ) = (72,0072 .
g(m=—1)cCg JO(Mm—=2)cCgq

/ P(6y = d0')| (a1, 61) = (M, 0M)P(61 = d9DV (w0, 60) = (,6))
oM eCeo

> M Aar)st (Co)™™
Therefore, by combining all the analyses, we obtain
Qm

(z,0),
/ /m(k)}m . = do' w1 = 2" P(2p—1 = da" Y|z p = 2(M7P)
r'eX
Pz = daW|zg = z)

(ﬁmm;’;‘f PO € Awr|(@m—1,0m-1) = (™, 60m71))

m—1
ecy

P(Oy—1 = de(m_l)\(mm,g,em,g) _ (x(m—2)79(m_2))))

]P’(Gl = d9(1)|($0,90) = (xae))>

ot [ s

/{x(k)}m*1 P(zy, = d2’|zm—1 = w(nhl)) o Plag = dw(1)|x0 =)
k=1
cxm-

ml/ dx)
wEX
= (- (¢ x<N)(A),

where ¢ = ¢T(Co)™ ! and ¢ x ¢ being the unique induced product measure on X' x R<.

As such, we have proven that C'is (m, ¢ x ¢')-small, and hence (6,,, ¢ x ¢T)-petite, and subsequently
shown that (z, 0 ) k>0 is geometrically ergodic.
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By [50, Theorem 16.0.1 (iv)], we can further conclude that the geometrically ergodic (6;, x1)¢>0 is
also V-uniformly ergodic with the same V' as defined in (H.2). Therefore, we have the following
convergence rate in the V'-norm Hﬁ(aﬁk, 01), —Vq Hv < kp¥, where  and p implicitly depend on the
stepsize a.

Lastly, we provide the proof of Claim 1.

Proof. We first recall that for any set B C R? such that A\(B) > 0, where \ refers to the Lebesgue
measure, then for 8 € Cg, we know that fteB pe(t)dt > fteB infgpece po(t)dt > 0. Moreover, for a

given (translation) z € R% and § € Cg, we have

/ po(t — z)dt :/ po(t')dt’ 2/ inf pg(t')dt’ > 0.
teB t'€B—z t'eB—z 9€C

Following the properties stated above, we define h(2) = [, 5 infgec po(t — 2)dt, and it is easy to
verify that h(z) is a continuous function. Hence, for a bounded set D, we have inf,cp h(z) > 0.
Subsequently, we define the measure ¢ induced by h and we verify that

T _ . .
¢"(A) = inf / inf t— z)dt > 0.
(A) A e anc Inf po(t — 2)

H.2 Proof of Corollary 4.4

As shown in the previous section, the joint process (2, 0% ) k>0 is V-uniformly ergodic and hence also
exhibits a geometric non-asymptotic convergence rate under the V-weighted norm. Subsequently, this
corresponds to a version of Corollary 4.4 resulting in a different set of convergence rate coefficients.
Thus, we restate Corollary 4.4 in the context of the minorization setting and provide the proof below.

Corollary H.2 (Non-Asymptotic Convergence Rate). For any initialization of 6y € RY, under the
setting of Theorem 4.3, we have

|E[6k] B[] < k"5 (B0, L, p),  and  ||E[x0]]—E[0(0)) || < k-p* 5" (B0, L, ),
where k and p are defined in (4.1) and implicitly depend on «.

Proof. For V-uniformly ergodic Markov chain (x, 0% )x>0, when functions f : X x R? — R? is
dominated by the Lyapunov function, i.e., || f|| < V, it enjoys the following convergence property,

Q" f (w0, 60) — wf|| < kp™V (o).
Consider test function f (0, z) = 6 — 6*. It is easy to see that || f|| < V. Hence, we obtain
[E[0n] — Elfoc]l| = [1Q" f(x,0) — 7 f|| < p"V (6o).

Next, consider f'(z) = (0 — 6*)(0 — 6*)". Clearly, || f'|| < V. Therefore,
L8, — 6%)(6: — 0°)] = El(6oc — %) (00 — 0°) Tl < 5™V (60).
For the LHS, we have
IE[(0: — 67) (0 — 6%) ] = E[(fc — ") (B — 67) ]|
= [|E[0:6,] — Efocfs] — E[f; — 0o0](6%) T — 0" E[(6; — 60) ]|
> [|E[0:0, ] — El0oc0]]l — 2|E[6: — O] [16°])

Subsequently,
IE[6:0,"] — E[fcb]1 < (21167 + 1)5p"V (60)-
O
The above results imply the convergence of the first two moments. Moreover, we conclude that
Var(fs) = Var(o — 0%) < E[||00 — 0%%] = tli)m E[|6; — 0*|*] < art.
o0
Additionally,
E[l|fos — 67[)* < E[l|fo — 67||°] < ar. (HA)
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H.3 Proof of Corollary 4.5

After establishing the V -uniform ergodicity of the joint process (2, 0% ) k>0, the central limit theorem
for averaged iterates follows as a straightforward consequence.

Proof. For any test function b : X x R — R? that satisfies || k|2 < V, by Theorem 17.0.1 in [50],
it has the following CLT results,

k—1
\F[Z (he — };»N(o »(@),
Therefore, consider h(z, 9) = 0 6*, it is easy to see that ||h||? < V, and hence we naturally obtain
the desired CLT result, 7 [ o (0 —E[0s D} = N(0,5@) as k — 0. O

I Proof of Theorem 4.6

We now provide the proof of Theorem 4.6 on characterizing the asymptotic bias of nonlinear SA.

I.1 BAR and Preliminaries

The proof utilizes the basic adjoint relationship (BAR) approach to study the stationary distribution
Exz[(P—I)h(6,2)] =0

via carefully designed test functions h. We refer readers to [33] for the derivation of the following
properties of Markovian SA at stationarity,

E[l{f € S} | Zoo|(2) = E[1{fct1 € S} | Toot1](2), (L)
Elfeo | 2oo](®) = Elfoot1 | Toot1](2), (L.2)
E[(600)®? | Zoo)(2) = E[(fo0+1)®? | Zoot1](x)- (13)

Following the Borel state space assumption in 1, E[1{f € -}|zs = ] induce a regular conditional
probability measure, which we denote as U(-, o, = ), and hence (I.1) can be reformulated as

P00 € 8,200 =) = V(0ot1 € Sy Toot1 = ).

Before proceeding to the proof, we introduce the following shorthands and notations. For z € &,
2i(z) == E[(0s — 0%)% 200 = 2],
0i(x) := zi(x) — w2z,
Following the differentiability assumption of g in Assumption 3, and we can apply Taylor expansion
to g and we note the following notation on residuals.

g(9,x) = g(G*,x) + g/(9*7x)(9 - 0*) + %g”(e*a J,‘)(H - 9*)®2 + R3(95 LIJ) (14)
=g(0",2) +¢'(07,2)(0 — ") + Rz (0, ). 15)

By Assumption 3 and results from Proposition 4.2 and 4.2, we note that the residual R,, (6, x) satisfies
sup  {|[Ra(6,2)]1/16 - 0"|I" } < +oo.
zeX,0eR
Hence, we have
1R (6, 2o0) 12y S Elllfos — ("] = O((ar)™?), n=2,3,4.
Lastly, we denote
9(0) == Eznrlg(0,2)], 92(0) == anﬂ[(g(evx))éw]
§(0) = Eanrlg (0,2)], 357 (0) = Bunnl(9/(6,2))%], 5 (6) = Eunnlg”(6,2)].

We are now ready to present our proof. The proof consists of two major steps. For the complexity of
this problem, we first set aside the projection constraint and focus on the BAR analysis, and we shall
present the asymptotic bias characterization without the projection step. The analysis in this step thus
shall work for the minorization proof technique as well. Then, in the second step, we elaborate on the
impact brought along by the projection analysis and conclude our proof.
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I.2 Step 1: Bias Characterization without Projection
L.2.1 Step 1: First Moment Analysis
Consider test function hy (z, ) = 6 — 6*. Therefore, we first have
Elfoc+1 — 0] = Elfo — 0°] + a(Elg(0oc, 7oc)] + Elée+1(6:0)] ).

which immediately implies that
0= E[g(eoovxoo)] (L6)

Substituting the Taylor expansion (I.4) back into (I.6), we have
1
0 = E[g(0", )] + Elg' (67, o0) (0o — 0")] + SE[g" (6, 7o0) (o — 07)9%] + E[R3(0oc, Too)]
1
= Elg' (07, 2o0) (00 = 07)] + SElg" (0", 2o0) (0o — 0*)%% + O((a1)*/?), @7
where we make use of E[g(6*, )] = g(6*) = 0 by definition and the order or E[R3(0c0, Zoo)] =
O((a1)3/?) to obtain the second equality.
Next, we proceed to analyze the two terms in (I.7). For the first term, we have
Elg' (0", 200 ) (foo — 07)] = E[g' (07, 200) 21 (0]
= E[g' (", %00)01 (To0)] + GV () E[foe — 07]. (18)
We now move on to analyze the second term, and obtain
Elg" (0", 200 ) (O — 9*)®2] =E[g" (0", 200)22(200)]
= E[g" (0", 2o )02(700)] + 5% (07)E[(00 — 07)%°].  (19)

Hence, substituting (I.8) and (1.9) back into (I.7), we reorganize the terms and arrive at

E[fs — 6%]

= =@M )7 (Elg' (0", 200)01 (w0 (1.10)
+ 5 (Bl (07, 2o)ialonc)] + 92 (6Bl 0 — 69)27])) (L1D)

+O((ar)*?).

To obtain a refined characterization of the asymptotic bias, we carefully analyze the remaining three
terms in (I.10)—(I.11). We focus on each term in the next three sections respectively.

L.2.2 Step 2: Second Moment Analysis
We start with analyzing E[(6,, — 6*)®?] in this section.
Following the BAR approach, we consider the test function hs(x,0) = (6 — 6*)®? and obtain
E[(9m+1 - 0*)®2} - E[(aoo - 0" + O‘(g(oooa xoo) + foo+1(900))®2]
= E[(0oc — 0%)%%] + @*(E[(9(bo0; £0))®?] + E[(€oct1(6s)) *?])
+ A(E[g(0o0; Too) © (B — 07)] + E[(foc = 07) @ 900, To0)])-
Simplifying the above expression, we have

0 = a(E[(g(foc, 7o0)) ] + E[(Ect1(0s)) ¥%])

+ (E[(foo — 0%) ® 9000, Too)] + E[g(0oo, Too) @ (B0 — 67))). (L12)

We adopt a similar approach in analyzing the above relationship that contains g(0, T~ ) as in the
previous step. We make use of the Taylor expansion of g at 8* but at a lower order. We substitute the
Taylor expansion (I.5) into (I.12) and obtain

0= aE[(g(0", 2o0) + 9" (0", 200) (B — %) + Ra(0s0, 700))®?] + AE[(§o1 (b)) ]
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+E[(9(0", 20) + 91(9*7 Too
+E[(0e — 0%) @ (g(0", 700

(900 - 9*) + R2(9007$oo)> Y (600 - 9*)]

)
)+ 9/(0*a$oo)(aoo —0%) + R2(0o0, 7o)

=E[g(0",200) @ (foc — 0")] + E[(0c — 07) @ 9(6", 2] (1.13)
+E[(¢' (6", 200)(Boc = 07)) @ (Bos — %)) +E[(fos — %) @ (¢'(0", 200) (0 — 67))] (114
+ aE[(g (6%, Too) (00c — 67))7] (L15)

+aB[g(0", 200) @ (¢'(6", wo0) (B — 07))] + aE[(9'(0", 20 ) (foc — 07)) ® (07, 20)] (1.16)

+ E[R2(0o0; Too) ® (0o — 07)] + E[(0oc — 07) @ Ra(0oo, Too)]
+aE[(9(0", 70)) %] + AE[(€s011 (0 ) ¥?] + Oa?7).

Therefore, we proceed to analyze the terms in (I.13)—(1.16).

Starting with the terms in (I.13), we have

E[g(0,#0) © (Boc = 07)] = Elg(0", 700) © (01 (00) + 721)]
= E[g(0", 7o0) © 61 (100)] + Elg (0", 700)] OE[foc — 7]
T
=E[g(0*,200) ® 01 (200)].

Similarly,
E[(fc — 0") ® (6", z0)] = E[61(200) ® g(07, 200)]-

Next, for the terms in (I.14), we have

E[(g'(8", 200) (o — 0%)) @ (Boe — 07)] = Elg' (6", 200 ) (B — 0)*7]

Similarly,
E[(fc —0") ® (9/'(8", 250) (e — 67))] = Elb2(200)9" (0", @oo)] + El(6 — 07)%%]g1 (67).

Moving on to the second term in (I.15)

Last, for the terms in (1.16)

Elg(6", 200) @ (90", 2o0) (00 — 07))] = E[g(07, 200) @ (9'(07, 200) (01 (%00) + 721))]

9(07,200) @ (9'(07, 200)01 (%) )]
[9(67, 700) @ (9'(07, Too ) E[foe — Toc])]-

Similarly,

E[(9'(0", 200) (00 — 07)) ® (0", 70)] = E[(¢'(0", 700 )01 (7)) @ 9(07, To0)]
+E[(g'(6", 7o) E[foc — o)) ® 90", 200)]-

Lastly, by a second order Taylor expansion around 6* of C'(0s) = E[(£s0t1(050))®?], we have

Cl) = C(0") + C'(6")E[fo — "] + E[R)(00)],

where R5(0) satisfies sup,cga {||R'2(0)H/(||0 — 0|2+ 1|0 — 0*||’“f+2)} < 00.
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Substituting the above analyses of the terms and consolidating the terms, we obtain
(@) I +12g"(0")E[(00 — %)%
= ag2(0") + E[(€xc1(67) %] + agy) (97)E[ (6 — 0)*]
+E[g(0", 7o) ® 01(7e0)] + E[61(200) @ g(07, 700)]
+E[g'(0", 20 )02(2o0)] + E[d2(o0 )9’ (67, 7oo )]
+ aE[g(0", 700) ® (9" (0%, 200)01(700))] + AE[g(0", Zoo) @ (' (0, Too ) E[foe — Too])]  (117)
+ aB[(g' (67, 700 )01 (200)) @ 9(07, 2o0)] + AE[( (67, Zoo ) E[floc — Toc]) @ (0", 00)]
+ aE[g' (6%, 2o0)02(700 ) g (0%, 7o)
+ E[R2(0oo, Too) ® (Boo — 0%)] + E[(foo — 0%) @ R2(0oo, oo )] + aC' (6% )E[0o0 — 6%]
+ O(a?7).

By far, we observe that the remaining terms all contain ; and J5. Therefore, we conclude our analysis
of E[(6o — 0*)®2] at this step and leave the analysis of d; and J5 to the next section.

L.2.3 Step 3: Analysis of the j-System

In this section, we analyze §; and Js.

Analysis of §;. Starting with §;, we first consider the following recursive relationship induced
by (1.2).

Elfoor1 — 0 |Toor1 = s8] = / P*(5,ds)E[loor1 — 0% |Toor1 = 8, Too = §']
R
8 / P*(5,ds")E[0oe — 0" + ag(0oe, Too ) |Too = §']
R
(11) * / * * ! (0% * /
/P (5,45 ) [0 = 0"+ (9(0 20) + (67, 20) (e — 07) + RaBoc, 0c) ) e = |
R
= / P*(s,ds')E [900 — 0" |ro = Sl}
R
+ a/ P*(s,ds’) (9(9*7 )+ g'(0%,8)E[fe — 0" 700 = '] + E[R2(00, Too)|Too = s']),
R

where in (i) we make use of the update rule in (2.1), E[s+1(f0)] = 0 and conditional independence
Zoot1 AL Ooo|Zoo. Next, we substitute the Taylor expansion (I.5) to obtain (ii).

Writing with notation shorthands z and §, we have

9= [ Ps.as)a)

(I.18)
+ a/ P*(s,ds) (9(9*, s+ g'(0%,8)21(s") + E[Ra(0oo, 8) |00 = s']).
R

If we apply 7 to both sides of (I.18), we obtain

/ 7(ds)P*(s,d5') (9(6", ) + (6", 5))21 () + E[Ra (0, 8 oo = s']) = 0.
Analyzing the three terms closely, we observe that
/ﬂ(ds)/P*(s,ds’)g(ﬁ*,s’) = /g(&ﬂs’)/w(ds)P*(s,ds’) =g(#*)=0
—n(ds")

/w(ds)/P*(s,ds')g'(e*,s’)zl(s’) =E[¢ (0", 200) 21 (To0)]
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/w(ds)/P*(s,ds’)E[Rg(ﬁoo,s’ﬂxoo = o] = B[Ro (0, 7],

and hence we first obtain

E[g' (8", To0) 21 (%00)] + E[R2(foc, 700)] = 0. (1.19)
‘We now subtract wz; on both sides of (I.18), and obtain
51(5) = [ P(s.ds)01(s)
R
a/ P*(s,ds") (g(&*7 Y+ g' (0%, 8)21(s") + E[R2(0s0, 8) | Too = s'])
R
_ / (P*(s5) — m(ds") ) a(s")
R
+ a/ (P*(S,ds’) - ﬂ(ds')) (9(9*, s+ g'(0%,8)21(s") + E[Ra(0oo, 8) |00 = s’]).
R

Consolidating the terms, we have

(I — P* +T0)5y(s)

—a /R (P*(5.5) = 7(ds)) (906", 8') + 9/ (0", )21 () + ElRa (0, 8 e = ). (120
We next note the following properties,
IE[R2 (0ocs Zoo) [0 = ][I F2(ry < ElllR2 (000, 200)[[]] = O(a7)?),
121()1Z2 () < Elllfc — 071 = O(ar) = O(1).
Therefore, we can first conclude that [|0]| z2(x) = O(a).
Subsequently, from (I.19), we can derive that
0=E[g'(6", 200)21(2o0)] + E[R2 (00, Too)]
= Elg' (07, 200)01 (200 )] + 5 (0)E[0c — 0] + E[Ro(0os, 700 )]
Elfa — 0] = ~(3(07) " (B9 (0", 200)1 (200)] + E[ B2 (0cc, 700)] ). (1.21)
Hence, together with the relationship between d; and 27, we have
21 =81 = (3(07) 7 (Bl (0, 200)01 (w00)] + ElRa(0oc, 7)) (1.22)

Lastly, we substitute (I.22) back into (I.20) and obtain
(I —P*+1D)d(s)

= av(0*,s) + O(a®7),

where

v(0*,s) = (I — P* + 1)~ (P* — )ge-(s) = /R(I — P* 4+ I0)"Y(P* —T0)(s,ds)g (6", §').
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Therefore, for the terms that involve d;, we can conclude that
E[g(0*, 200) @ 61(200)] = aM + O(a?7) and E[01 (7o) ® 9(0*, 200)] = aM + O(a’T),
E[g (0%, 700 )01 (700)] = v’ + O(a*7), (1.23)
where M and v are independent of a.

Note that (I.23) together with (I.21) implies that
E[foo — 6] = cv™ + O(ar).

Analysis of 0. For 29, we first note that
E[(6oc — 0)%|200]|72(r) < Elllf — 07[|"] = O((a7)?),

and hence this implies that
HZ2||L2(7r) = O(OZT).

Next, following (I.3), we obtain the following recursive relationship.
E[(foct1 — ") |zo0r1 = 8] = /P*(SladS)E[(HDO—&-l =) |zoor1 = 8, w00 = 3]
© [ P Bl (Or 0" + B ) + i (00)) P = 5
@ /P*( ' d8)E[(0o — 07?200 = 5]
@ [ P" (' a9l (g(0ne.5) o = ] 0 [ P 08 E Gt ()Pt =
+a/P*(s’,ds)(]E[(9 —0) @ 900 9)|2oc = 5]+ Elg(0,5) © (60 — 0] = ).
where in (i) we make use of the update rule in (2.1) and conditional independence Zoo41 Ll O |Too-

Next, we substitute the Taylor expansion (I.5) to obtain (ii).

Writing with z5 shorthand, we have
als) = [ P ds)zals)
+a? [ P d9)Bl(g(0n, )P = 5] + 07 [ P76 0Bl (00)) Pl =
+a/P*(s’,ds)<E[(9 —0) @ 900 )| oc = 5] + Elg(0,5) @ (6 — 072 = 5]).
Making use of the relationship (P* — IT)z, = (P* — II)ds, we have
52(s) = [ (P7(5'.d9) = () )a(s)
0 [ P15/ a9)Bl(g(0ne.5) e = ] + 0 [ P 08 Bl Gt (0) e = ]

+a/P*(s’,ds)(E[(9 — ") ® g(0s0, 8)|Too = 5] + E[g(fsc, )®(900—9*)|x00:s]>.

Hence,

(I - P* + I)5u(s))
_ a/P*(s’,ds)(E[(G ) © 900, 8) |0 = ] + Elg(00s 8) © (6o — 07|70 = 5]

+ az/P*(S”dS) (E[g((eoo’ 5)) %200 = 8] + E[(§cs1(0)) P [0oc = 8])~
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To analyze the above system of do, we make use of the Taylor expansion of g(0, $) and €041 (0o )-
Starting with the first term, we have
E[(foc = 0) © g(00, 5) |00 = 5]
=E[ (00 = 07) @ (9067, 5) + 9/(6, 5)(0u — 07) + Ra(6,5) ) [rc = 5|
= 21(5) ® g(0%, s) + 22(5)g" (6%, s) + E[(fsc — 0*) @ R2(0, 5)|T00 = 5]
= (5105) = (@V(6") " (Bl (6", 20)31 (w00)] + B[ B2 (0, 7)) ) ) @ (67, 5)
+ 22(5)g' (0%, 5) + E[(Aoo — 0%) @ R2(0, 5)|700 = 5.
Similarly, we have the following relationship for the second term,
E[g(0oo, 8) ® (Boo — 0%)| oo = 9]
= 9(0",5) @ (01(5) = (3007 (Elg' (0", 700)01 (v0c)] + ElRs (0, 7)) )
+g'(0%,5)22(s) + E[R2(0,5) ® (0o — 0%)|700 = 5].
Next, we proceed to analyze the third term.
E[(9(0c0, 5)) o0 = ]

= E[(g(@*, s)+ g (0%,8) (0 — 0%) + Ra (0o, 8))®2|$Oo = s}
E[(g(67, 5)®aoe = 8] +El(g(6", ) (oo — 0"))%|20c = 5]
Elg(0%,s) @ (¢'(0%, 5) (0 — 07))|vec = s] + E[(g' (07, 5)(0oc — 07)) @ g(07, )| 700 = 5]
Elg(6",5) ® Ra(0os, 5)[T00 = 5] + E[R2(foc, 5) @ g(07, 5)|T00 = 5]
E[(g'(07,5)(0sc — 07)) ® R2(fcxc, 5)|Toc = 5]
+E[R2(9c>o, 5) @ (g'(07, 8)(00 — 9*))I%o = s] + E[(R2(0c0, 5))** |20 = 8-
Lastly, for the noise term, we derive that

El(€ne41(00) % 00 = 8] = E[(Encs1 (7)) P 4C" (67 Elboe 0" |2 = SHE[R) (0|2 = 1.

Leveraging on the respective orders, we can conclude that
182]| 22(x) = O(a?7).
Therefore, for second-moment cross-terms, we have the following orders
Elg (0%, 250)02(200)] = O(a’r) and  E[5(2s)g' (0", 20)] = O(a®T),
Elg" (0%, 2o0)02(20)] = O(a®7). 1.24)
1.2.4 Step 4: Bias Characterization

Finally, we are ready to consolidate the above analyses and conclude the characterization of the
asymptotic bias.

We recall that we have already shown the following expansion of the asymptotic bias
E[f0oo — 0]

— *\\ — * 1 * — * *

—(G007) 7 (Elg' (0, 200)01 (v0)] + 5 (Elg" (6, 00)02(00)] + 52 (67)E[ (60 — 6)°7)) )
+0((ar)??).
By our analyses above, we have shown that
61 = a(l — P* + )" H(P* — g, + O(a®7).

Hence, we derive that

Elg' (0", 200)01(200)] = Bl (07, 200) (I — P* + I) ™ (P* — T)gj (200)] + O(a’7).
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For the second term, we simply use the order shown in (1.24).
Lastly, we substitute our analyses of §; and J, into the expansion of MSE (1.17) and derive that
—(@VE) @I+ 105" (0"))E[(# — 7))
= ag2(0") + aE[(€ac41(60%))%?]
+ aE[g(0*, 700) @ (I — P* + 1)~ H(P* — ) go- (200)]
+ aE[(I — P* +1I)"H(P* — ) gg- (200) @ g(6*, 200)] + O(a®T).

Therefore, combining all the analyses, we have shown the bias characterization in Theorem 4.6,
E[0s — 6%

= —a- (gW(0")Elg' (0", w0 )A(0", wos)]
2@ ) @V A(50) + 0El(Eenr (7))

+a-
2
(6007 A(Elg(0" 20) @ h(8",200)] + E[(0", 200) © 9(6",200)] ) + O((ar)*?).

1
2

where

+a-

A=GVOY@I+1ogY(0%),
h(0*,s) = (I — P* + 1)~} (P* — II)gp-(s)

= /X(I — P* 1)~ H(P* —TI)(s,ds")g(0*, 8).

Therefore, we see that assuming weak convergence without projection, the bias admits a leading term
of order a. We emphasize that the expansion holds as equality, rather than an upper bound.

L3 Step 2: Impact of Projection on Bias

Now, we proceed to analyze the impact of having the additional projection step on the asymptotic
bias characterization. In the following, we use the shorthand 6, ; /> to denote the iterate we obtain
before the projection step, i.e.,

Orr1/2 = 0r + a(g(0y,20) + E41(0;)) and Oy 1 =T 0ps1 0.
Therefore, we see that our analysis from Step 1 can be understood as the analysis for 611 /2.
Starting with the first moment analysis with test function hq(x,0) = 6 — 6*, we have
Elfoot1 — 0%] = E[floot1/2 — 0] + Elfcct1 — Ooor1/2]
=E[fe — 0" + O‘(E[g(oomxoon + Elfcc+1(00)]) + E[foct+1 — 000-1-1/2]7
which implies that
1 * * 1 * *
—~Elfoc 1~ Oocr1/2] = Elg' (07, 700) (B0 = 07)] + SElg" (67, 00) (B0 — )% + O((ar)*/?).
1.25)
Therefore, we turn our focus to analyzing E[0sc11 — O 11/2]-
E[foct+1 — Ooot1/2]
= E[(0oot1 = boorr/2) {01172 — 07| < B + E[(Ooc 41 — Oocs1/2) 1{[|0141/2 — 67| = B3]
= E[(eoo-l-l - 90@+1/2)]1{||9t+1/2 - H*H > ﬂ”v

where we note that when [|6,,1 /o — 0*|| < 8 implies that |01 /2| < 8+ [|6*|] < 23 and hence
Ooo+1 = 04412 in this case. To analyze the remaining term, we use Holder’s inequality and obtain

[E[(foot1 = Oootr/2)1{[10er1/2 — 7] = B}l
S EYP[[[(Boosr = 0%) = (Boois1/2 — 0 IPIEY U [L{|[6111/2 — 67| = B)]
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* * 1
< 2BV [focs1/2 = O 71 B (18212 — 671 2 8) .
Setting p = 6 and ¢ = 6/5, and making use of the property that E[||0.c11/2 — 0*(|°] = O((a1)?)
from Proposition 4.2, we have

* * 5 6
EY%[|1000 172 — 01| (P(|6s11/2 — 67| > R))”

S (@7)¥° (Ell0111/2 — 0°11°]/RO)*/°
< (ar).
Hence, we can conclude that
E[foct1 = bootr1/2] = O((ar)?).

Substituting this order information back into (1.25), we can see that E[foo11 — Ost1/2]/a =
O(a?73). Recall that 7 = O(log(1/a)), and hence we can assimilate this residual order from
projection into the existing O((a7)?/?) residual term.

For the remaining terms, we follow the existing analysis in Section [.2.1 and again obtain

Elfoe — 0% = —(59(0") ™ (Elg' (07, 7)1 (3
1

+ 5 (Bl (07, 00)82 00)) + 9 (07)E[(0c — 697 )

+ O((ar)®/?).
Now, we proceed to analyze IEJ(GOO — 6*)®2] and examine the impact of projection. Consider test
function ha(z,6) = (0 — 0*)®? and follow a similar strategy as the first moment analysis, we have
E[(Ooo+1 = 0)%%] = E[(Boos1/2 — 0°)%%] + E[(Boot1 — )% = (Baoy1/2 — 0°)%7
E[(0o0 — 6")%] + &®(E[(9(00, T00))®?] + E[(Eoct1(00)) 7))
(]E[g( 0s Too) @ (Boo — 07)] + E[(0c — %) ® (0, To0)])
E[(foot1 = 0%)%% = (Booy1/2 — 0%)%].

Hence, by reorganizing the terms, we have
— SB[t — 0% = Gz — 0
= Q(E[(Q(QM7xW))®2} + E[(§w+1(900))®2])
+ (E[g(0oc; Too) @ (0o — 07)] + E[(0o — 07) ® g(0oc, Too)])-

Therefore, we turn our focus to analyzing E[(0sc+1 — 6*)%2 — (0s+1/2 — 6%)®?]. Similar as the
first moment analysis, we have

E[(fct1 —07)%% = (Goor1/2 — 0)%7]
= E[((Boot1 — )% = (Boos172 — 07) ") 1{[10111/2 — 67| = B1).
To analyze the term on the right-hand side, we again make use of Holder’s inequality and obtain
IE[((Boot1 — %)% = (Bocsr/2 — 07) %) 1{[10141/2 — 67| = BY]]|
SEYP[[[ (o1 = 0%)%% = (Boog1/2 — ) |PIEY I [1{[|0,11/2 — 07| > BY]
<Y P[0c1/2 — O* ) (P01 — 071 > ).

Setting p = 3 and ¢ = 3/2, and making use of the property that E[||0c+1/2 — 0*[|°] = O((a1)?)
from Proposition 4.2, we have

B3 10cs12 — 019 (B(111j2 — 01 > B < (0r) (Ell61s2 - 071/ 8%
< (a7)’.
Hence, we can conclude that
E[(fcct1 = 07)%% = (Oost1/2 — 07)%%] = O((ar)?).
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From the analyses above, we can also conclude that

E[foot1 — Oor1/2|Toc] |l L2(n) = O((aT)?/?)

IE[(focr1 = 67)%2 = (Boot1/2 — 07) 2 |zcc]ll 12y = O((a1)*?).

Therefore, combining the analyses above, we see that the projection only introduces error terms of
order (’)(a273). Hence, combining the analysis from Section [.2.1, we can conclude the same desired
order that

E[6'Y) — 6] = ab + O((ar)3/?).

J Additional Insights on TA and RR

In this section, we present more detailed results that characterize the first and second moment of
Polayk-Ruppert (PR) tail-averaged iterates and Richardson-Romberg (RR) extrapolated iterates.

The following corollary provides non-asymptotic characterization for the first two moments of PR
tail-averaged iterates Oy, .

Corollary J.1 (Tail Averaging). Under the setting of Theorem 4.6, the tail-averaged iterates satisfy
the following bounds for all k > ko + 27 and kg > 7 + chu log ( L )

AT

—(o . 1— ap ko/2
]E[el(m,)k — 0] =ab+ 0((aTa)3/2) + 0<(a(k—)k0)> and Jd.1

1 * Nl * TOt (1 B alu’>k0/2
]E[(a,gofk —67)(6), — 6 )T} = a2bbT + O(a - (ara)??) + O(k "5 atior? )
12)

With this result, taking the trace on both sides of (J.2) recovers Corollary 4.7.

Proof. First, we have

k—1
e . . 1
B0\, — 0" = (E 0] — 0%) + P D> E[6: — )
t=ko

By Corollary 4.4, we obtain
IE[0:] — Elfoc]| < (1 — aps)? - 5'(0, L, ).

Hence, it follows that

k—1 k—1
Y E[— 6] < > IE[B] —E[b]|

t=ko t=ko
/ kg 1
< (0o, L,p) - (1 —ap)? = Ja—an
/ ko 2
<s'(0o, L, p) - (1 —ap)? o

Together with Theorem 4.6, we have

] 1— ko /2
R

a(k — ko)

thereby finishing the proof of the first moment.
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To bound the second moment of the tail-averaged iterate, we follow the proof technique in [33,
Section A.6.2] . We notice that

2 (- o) ko) ]
) {(9% B[] +E ] — 9*) (é,(;j}k — E[foo] + E [fo0] — 9*)?

—E [(e};;?k ) [9001) (95;;3k ) [eoo]ﬂ +E [(é,gj}k “E [eoo}) (E 0] — 9*)1

T T2

+E [(E 0] — 6%) (e,ﬁk E [aw})T] +E [(E o] — 6% (E 6] — e*f] :

Ty Ty

For T5, we have

k—1
1
Y t=ko
_ (1 — ap)ke/? 3/2\y _ (1 —ap)ko/
_O( ol — ko) (ab+ O((ata)¥?)) =0 k)
The term 73 is similar to 75 and obeys the same bound.

For T4, we have

Ty = (ab+ O((ara)3/2))(ab + O((ara)3/2))T = a?bbT 4+ O(a - (ary)/?).

For T}, we have

=3 200 (3 - 20) |
o ZE[ <) (0~ Ei)) ] a3
= kZZE[ 02c]) (00~ i)' i
(k- k02t§l§1E[ 0:c]) (6, — Elbac]) | (1.5)

By Corollary 4.4 and Proposition 4.2 we have

—(E[046] ~ E[06T]) + (E [0t 7] — El6-c]E [0 7))

~ (EBAE[6-cT] + Elfw]E [60]] - 2E[8]E [0 "] )
~(E[0:67] ~ E[fococ "] ) + Var (6) ~ B[, — 0o JE[0 "] — E[0]E (61 — 0c) ]
~0 ((1=ap? +ar),

where we bound Var (900) with O(ar,) by Proposition 4.2 and Fatou’s lemma.
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Then, for (J.3), we have

i k-1 .
03) = T ; o ((1 —ap)t + ma)

+ ATy,
= (1—ap)? ) +0
(k kOQZ ) > (k—ko>

t=ko

:O<(1_au)k0/22+ AT )
Oé(k—ko) k_kO

We restate the following claim, whose proof closely resembles Claim 4 in [33].

Claim 2. Fort > 7+ chu log (ﬁ) andl >t + 27, we have

&[0 o)) (6~ El0) ]| = © ((ar) (1—au>“5“),

Then, by [33, Claim 4], we have term (J.4) = O(
Therefore, we have

kf’ko ) Similarly, we have term (J.5)= O ( k:”ko )

(1 — a‘u)ko/Q Ta )
=0 . J.6
' (a(k—ko)2)+k_k0 o

By adding 71T together, we obtain

N Pt T 1 _ ko/Q
E [(91(@32 —0*) (61— 0") ] —a2bb" + O(a - (a7a)?/?) + @<(W)>

(k — ko)
(1 — ap)ho/? Ta
+O< o (k — ko) * k—ko)

— k‘()/2
=a?bbT + O(a - (aTa)3/2) 4 O( Ta + (1—ap) i )
k—k’o a(k—ko)

O

Next, we present the following corollary formalizes the non-asymptotic characterization for the first
two moments of the RR-extrapolated iterate 9,(;;),6.

Corollary J.2 (Richardson-Romberg Extrapolation). Under the setting of Theorem 4.6, the RR
extrapolated iterates with stepsizes o and 2« satisfy the following bounds for all k > ko + 27, and
ko > T + %ﬂlog(%

1— a,u)k“/z

E[e,(jo’} — 0" = O((a1a)®?) + O(( olh— o) ) and 1.7

"(a) *\ 7 N\ T | 3 T (1_aﬂ)k0/2
B[} — ) 0o = 0)T] = O((0a)*) + O 700+ TR ) as)

Proof. By equation (J.1), we obtain
E[00,] - 0" =E |20, - 00)] - 0" = 2B [0, — 0] ~E [60) — 0]
1— ko/Q
=2 (ab +0((ara)¥?) + 0 (((W))

a(k — ko)
_ (2ab +0((2am4)*?) + O (W))
o((er) +0 (L)
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Letu; := é,i(j?k —E [9&‘3)} , Ug 1= 9_,(63()2 —E [9((,3;")} and v := 2E [0&3)} —E {0&2}“)} — 9*.

With these notations, éko’k — 0" = 2u; — ug + v. We then have the following bound

e (0~ ) (0= )']

gE“uul—u2+vW]
<3E [|2u1 | + 3E [Juz|* + 3|[v]|*.

By equation (J.6), we have

1fozu)k°/2 To
E||u]|* = Tr (E [ugu, |) = O ( + .
et ( [11]) <oz(k—k0)2 k — ko

Similarly, we have

a(k—ko)®  k—ko
By Theorem 4.6, we have [|v]|3 = O((a7a)?).

Combining these bounds, we have

1 — 20yu)ko/? N
Enuzni—O(( ) T )

. (7 T Ta (1= ap)t/2
]E[(Hkmk -0 )(91€07k -0 ) } = O((Oﬂ'a)3) +O(szko + a(k— k0)2 )
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Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope. The main results are elaborately discussed in Section 4.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: See Section 7.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
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should reflect on how these assumptions might be violated in practice and what the
implications would be.
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only tested on a few datasets or with a few runs. In general, empirical results often
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is low or images are taken in low lighting. Or a speech-to-text system might not be
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* The authors should discuss the computational efficiency of the proposed algorithms
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limitations that aren’t acknowledged in the paper. The authors should use their best
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will be specifically instructed to not penalize honesty concerning limitations.
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Answer: [Yes]
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Justification: The assumptions for this paper are stated in Section 2 and Section 4, with
a more detailed discussion provided in Appendix B. Complete proofs detailed in Appen-
dices D-I.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: The experiment details are fully described in Section 5.
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.
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sions to provide some reasonable avenue for reproducibility, which may depend on the
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(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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material?

Answer: [Yes]

Justification: The code is publicly available at https://github.com/lucyhuodongyan/
nonlinear-sa-bias.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
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* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
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to access the raw data, preprocessed data, intermediate data, and generated data, etc.
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* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
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puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: The computation resources are disclosed in Section 5.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conforms, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer:
Justification: This paper is theoretical and has no potential negative social impacts.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: This paper does not use existing assets.
Guidelines:
e The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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