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Motivated by robust and quantile regression problems, we investigate the stochastic gradient descent (SGD)

algorithm for minimizing an objective function 𝑓 that is locally strongly convex with a sub–quadratic tail. This

setting covers many widely used online statistical methods. We introduce a novel piecewise Lyapunov function

that enables us to handle functions 𝑓 with only first-order differentiability, which includes a wide range of

popular loss functions such as Huber loss. Leveraging our proposed Lyapunov function, we derive finite-time

moment bounds under general diminishing stepsizes, as well as constant stepsizes. We further establish the

weak convergence, central limit theorem and bias characterization under constant stepsize, providing the

first geometrical convergence result for sub–quadratic SGD. Our results have wide applications, especially in

online statistical methods. In particular, we discuss two applications of our results. 1) Online robust regression:

We consider a corrupted linear model with sub–exponential covariates and heavy–tailed noise. Our analysis

provides convergence rates comparable to those for corrupted models with Gaussian covariates and noise.

2) Online quantile regression: Importantly, our results relax the common assumption in prior work that the

conditional density is continuous and provide a more fine-grained analysis for the moment bounds.
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1 INTRODUCTION
The problem of minimizing objective functions that are not strongly convex has garnered consid-

erable attention across various domains, including modern statistical machine learning—such as

matrix and tensor completion [25, 26, 71], deep neural networks [35, 45, 50], and robust statistics

[32, 44, 47, 48]—as well as in optimization [18, 54] and stochastic approximation [2].

Specifically, in robust regression [6, 47, 48], the goal is to recover the underlying model when the

data is contaminated by outliers and/or corruption. In particular, it aims to find the global optimizer

𝜃 ∗ of the population-level loss function:

𝑓 (𝜃 ) = E[𝑙 (𝑦 − 𝑥⊤𝜃 )], (1)
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when given observations of independent and identically distributed (i.i.d.) data {(𝑥𝑛, 𝑦𝑛)}𝑛≥0 gen-

erated from a corrupted linear model: 𝑦 = 𝑥⊤𝜃 ∗ + 𝜖 + 𝑠, where 𝜖 represents the error and 𝑠 denotes
the corruption. In robust regression, the error 𝜖 is typically heavy–tailed without a second moment

bound. It is well recognized that the classical squared loss function cannot handle heavy–tailed

errors or corruption effectively. To encourage robustness, the field has been widely using loss func-

tions 𝑙 that have sub–quadratic tails to assign less weight to outliers. Common robust loss functions

include Huber [31], Pseudo-Huber loss [29] and log-cosh loss [63]. Importantly, the population-level

loss 𝑓 inherits the sub–quadratic tail behavior of the loss function 𝑙 . Meanwhile, we observe that 𝑓

is strongly convex in a neighborhood of 𝜃 ∗. The problem of minimizing objective functions with

local strong convexity and sub–quadratic tails also arises in quantile regression [28, 41]. Quantile

regression estimates the conditional quantile of the response given covariates, and is widely used

in various applications [5, 49, 68].

Motivated by the robust and quantile regression problems, we consider stochastic gradient

descent (SGD) algorithms aimed at approximating the global minimum 𝜃 ∗ ∈ R𝑑 of a non-strongly

convex function 𝑓 : R𝑑 → R, using unbiased estimates of the function’s gradients:

𝜃𝑛+1 = 𝜃𝑛 − 𝛼𝑛 (∇𝑓 (𝜃𝑛) +𝑤𝑛 (𝜃𝑛)) , (2)

where ∇𝑓 denotes the population-level gradient of objective function 𝑓 , {𝛼𝑛}𝑛≥0 are the stepsize

sequence, and {𝑤𝑛 (·)}𝑛≥0 are i.i.d. copies of a random field𝑤 (·) with E[𝑤 (𝜃 )] = 0 for all 𝜃 ∈ R𝑑 .
In this work, we focus on a class of objective functions that are locally strongly convex around

𝜃 ∗ and exhibit a sub–quadratic tail. Throughout the paper, we refer to this function class as

sub–quadratic functions and, for brevity, we call the corresponding SGD procedure sub–quadratic
SGD.
Sub–quadratic SGD covers many widely used online statistical algorithms, including those for

online robust regression [27, 55] and online quantile regression [11, 36, 64, 69]. Classical studies

on robust regression [6, 47, 48] and quantile regression [28, 41] primarily focus on processing

complete datasets, which can be computationally inefficient and memory intensive. In many

practical applications, however, data either arrives sequentially or is too large to be processed all

at once, making SGD algorithms a natural and scalable alternative for the optimization problem.

Research on online robust/quantile regression remains relatively limited. Prior work on online

robust regression [55] focused on corrupted linear models with Gaussian-distributed covariates

and error. For online quantile regression, earlier work [11, 36, 64, 69] assumed that the covariates 𝑥

are at least sub–Gaussian and that the conditional distribution of the error 𝜖 given 𝑥 has a density

that is continuous everywhere. In this work, by studying the class of sub–quadratic SGD, we

introduce a unified framework for a more complete analysis of both online algorithms, and relax

the assumptions imposed in previous work.

In Table 1, we summarize some most related work on SGD. One line of work considers strongly

convex objective functions 𝑓 , where the behavior of the iterates {𝜃𝑛}𝑛≥0 is well-understood under

both diminishing stepsizes (𝛼𝑛 → 0) and constant stepsizes (𝛼𝑛 ≡ 𝛼). With diminishing stepsizes,

studies have demonstrated that setting 𝛼𝑛 = 𝜄/(𝑛 + 𝜅) achieves the optimal convergence rate of

E[∥𝜃𝑛 − 𝜃 ∗∥2] = O(1/𝑛) [9, 12]. Under a constant stepsize 𝛼 , the iterates {𝜃𝑛}𝑛≥0 form a Markov

chain that converges geometrically to a limiting random variable 𝜃
(𝛼 )
∞ , which oscillates around 𝜃 ∗

[19, 74]. Notably, the asymptotic bias E[𝜃 (𝛼 )∞ ] − 𝜃 ∗ is typically nonzero. When ∇𝑓 is continuously
differentiable at 𝜃 ∗, this bias is proportional to the stepsize 𝛼 [19, 33, 75]; when ∇𝑓 lacks continuous
differentiability the bias is proportional to

√
𝛼 [74].

In contrast, our understanding of SGD for minimizing sub–quadratic functions 𝑓 is very limited.

Prior work [38, 42] has primarily focused on deterministic gradient descent (𝑤 (·) ≡ 0), providing
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convergence rates for ∥𝜃𝑛 − 𝜃 ∗∥ with diminishing stepsizes. Recent work [24] considered sub–

quadratic SGD with diminishing stepsizes and derived non-asymptotic moment bounds for E[∥𝜃𝑛 −
𝜃 ∗∥𝑝 ]. However, their analysis requires twice differentiablility of the function 𝑓 and restrictive

assumption on the noise sequence {𝑤𝑛 (·)}𝑛≥0, due to the limitation of their proposed Lyapunov

function. Beyond diminishing stepsizes, the study of constant stepsize sub–quadratic SGD via a

Markov chain perspective remains scarce. In recent developments, [58] introduced a novel technique

to analyze the weak convergence of Markov chains, validating their approach with specific examples

of sub–quadratic SGD involving solely additive (i.e.,𝑤 (𝜃 ) is independent of 𝜃 ) and heavy–tailed

noise.

Objective function 𝑓 Noise𝑤 (𝜃 ) Stepsize condition

for moment bounds

Weak convergence

with constant stepsize

𝜃𝑛 ⇒ 𝜃
(𝛼 )
∞

Bias

strongly convex [12] E[∥𝑤 (𝜃 )∥2] < ∞
𝛼𝑛 = 𝜄

(𝑛+𝜅 )𝜉 ,

𝜉 ∈ [0, 1] — —

strongly convex [19] E[∥𝑤 (𝜃 )∥2] < ∞ 𝛼𝑛 ≡ 𝛼 geometric Θ(𝛼)
subquadratic,

𝑓 ∈ C2 (R𝑑 ) [24] sub–Gaussian

𝛼𝑛 = 𝜄

(𝑛+𝜅 )𝜉 ,

𝜉 ∈ [1/2, 1) — —

some special

subquadratic 𝑓 [58]
E[∥𝑤 (𝜃 )∥2] = ∞ — polynomial —

subquadratic,

𝑓 ∈ C1 (R𝑑 ),
This work

sub–exponential

𝛼𝑛 = 𝜄

(𝑛+𝜅 )𝜉 ,

𝜉 ∈ [0, 1] geometric Θ(𝛼)

Table 1. Summary of most related work on SGD under different settings. We examine conditions on the
objective function 𝑓 and the noise𝑤 (𝜃 ), stepsize condition required for establishing moment bounds E[∥𝜃𝑛 −
𝜃∗∥2𝑝 ], and discuss weak convergence result and bias characterization. Here, C𝑚 (R𝑑 ) denotes the class of
real-valued functions on R𝑑 that are𝑚-times continuously differentiable.

In this paper, we investigate sub–quadratic SGD, focusing on scenarios where the objective

function 𝑓 is only first-order differentiable and exhibits tails with at least linear growth. This

function class covers many widely adopted loss functions in various domains. Building upon this

class of SGD, our main contributions are summarized as follows.

• A Novel Piecewise Lyapunov Function: As elaborated in Section 3.1, the key challenge of

analyzing the convergence of the iterates {𝜃𝑛}𝑛≥0 is to construct an appropriate Lyapunov

function. This task is complicated by the piecewise behavior of the objective function, which

is locally strongly convex around 𝜃 ∗ but has a sub–quadratic tail. Prior work [24] develops

a Lyapunov function for sub–quadratic SGD but imposes restrictive conditions on both the

objective function and noise. In Section 3, we propose a novel piecewise Lyapunov function that

effectively exploits the structure of sub–quadratic SGD without such restrictive assumptions.

This new Lyapunov function allows us to derive the following analytical results.

• Finite-TimeMoment Bounds:We provide finite-time analysis of the moments E[∥𝜃𝑛 −𝜃 ∗∥2𝑝 ]
for both diminishing and constant stepsizes. While [24] also obtain moment bounds, they only

considered diminishing stepsizes 𝛼𝑛 = 𝜄

(𝑛+𝜅 )𝜉 with 𝜉 ∈ [1/2, 1). In contrast, with our new

piecewise Lyapunov function, we are able to analyze a broader class of diminishing stepsizes

with 𝜉 ∈ (0, 1]. In particular, we recover the results in [24], without requiring the objective
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function to be twice differential or imposing restrictive assumptions on the noise sequence. Our

techniques also enables us to establish moment bounds under constant stepsizes (𝛼𝑛 ≡ 𝛼), and
such bounds play a crucial role in the fine-grained characterization of the Markov chain {𝜃𝑛}.
These results are presented in Section 4.1.

• Weak Convergence, Central Limit Theorem and Bias Characterization: We investigate

the SGD update (2) with a constant stepsize, and establish the weak convergence of the iterates

{𝜃𝑛}𝑛≥0 to a limiting random variable 𝜃
(𝛼 )
∞ . In particular, leveraging the new piecewise Lyapunov

function, we extend the drift and contraction (D&C) technique [57] to show that constant stepsize

sub–quadratic SGD with sub–exponential noise converges geometrically to 𝜃
(𝛼 )
∞ . To the best of

our knowledge, this is the first geometric convergence result for SGD applied to sub–quadratic

functions. Having established weak convergence, we further prove a central limit theorem

for the Markov chain {𝜃𝑛}𝑛≥0, which is crucial for statistical inference [46]. Additionally, we

characterize the asymptotic bias E[𝜃 (𝛼 )∞ ] − 𝜃 ∗ and show that it is proportional to the stepsize 𝛼

up to higher-order terms. These results are detailed in Section 4.2.

• Applications in Robust Regression and Quantile Regression: We apply our results on

general sub–quadratic SGD to important statistical problems: online robust regression [27, 55]

and online quantile regression [11, 36, 64, 69]. For both settings, our new Lyapunov analysis

allows us to relax restrictive assumptions considered in prior work and thereby provide a more

comprehensive analysis. Specifically, our results are applicable to online robust regression with

sub–exponential covariates and heavy–tailed error, and similarly to online quantile regression

with sub–exponential covariates without requiring the continuity of the conditional density of

the error 𝜖 . These findings are presented in Sections 5 and 6.

1.1 Additional Related Work
Stochastic Gradient Descent and Stochastic Approximation. The study of stochastic gradient descent

(SGD) and stochastic approximation (SA) began with the seminal work of Robbins and Monro [60].

Early research focused on diminishing stepsizes [7, 8], proving almost sure asymptotic convergence

for contractive SA and strongly convex SGD algorithms. Later, Ruppert [62] and Polyak [56]

introduced the Polyak-Ruppert averaging technique to accelerate convergence. Recent works have

explored non-asymptotic convergence with diminishing stepsizes. Studies in [10, 13, 15] focus on

contractive SA, establishing moment bounds on E[∥𝜃𝑛 − 𝜃 ∗∥2𝑝 ], and [14] provides non-asymptotic

confidence bounds on the estimation error. However, these works are limited when considering

subquadratic SGD. Gadat et al. [24] address diminishing stepsize subquadratic SGD, providing

moment bounds for raw and averaged iterates under the assumption of twice differentiability of the

objective function 𝑓 . In contrast, we analyze subquadratic SGD requiring only once differentiability

of 𝑓 by proposing a novel piecewise Lyapunov function.

There is growing interest in studying SGD and SA with constant stepsizes due to their ease

of implementation and potential for faster convergence and robustness [19]. However, constant

stepsizes eliminate the almost sure convergence guarantee present with diminishing stepsizes.

Instead, convergence is to a limiting random variable𝜃
(𝛼 )
∞ [19, 33, 73, 75], often exhibiting asymptotic

bias where E[𝜃 (𝛼 )∞ ] ≠ 𝜃 ∗. For contractive and locally smooth SA updates, studies have shown

that the asymptotic bias is of order Θ(𝛼) [19, 33, 75]. Zhang [74] investigates contractive but

non-differentiable SA updates with specific structures around 𝜃 ∗, proving that the asymptotic

bias is of order Θ(
√
𝛼). In the constant stepsize regime, several works provide non-asymptotic

moment bounds; for example, [43, 53] focus on linear SA, and [13] uses the generalized Moreau

envelope to analyze general contractive SA. However, limited prior work addresses constant stepsize
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subquadratic SGD. In this paper, we establish similar results for constant stepsize subquadratic

SGD as those for constant stepsize strongly convex SGD and contractive SA.

Markov Chain Studies. When considering SGD with a constant stepsize, the raw iterates {𝜃𝑛}𝑛≥0

form a time-homogeneous Markov chain in a general state space [19, 74]. Previous work focusing

on Markov chains in general state spaces has proposed various techniques to verify convergence

and provide convergence rates. Most convergence results are established by verifying drift and

minorization (D&M) conditions [1, 4, 73]. However, verifying D&M conditions often relies on

assuming that the density of the noise is lower bounded from 0 in a selected region, which may

not hold when the noise term follows certain discrete distributions. Recently, [58] proposed a

contractive drift (CD) condition, under which convergence with polynomial, subgeometric, and

geometric rates can be verified. However, their analysis heavily depends on the smoothness of the

update (see [58, Assumption 2]) and it is not clear how to analyze their locally Lipschitz constant

when the noise 𝑤 (·) is not an additive nouse. In this work, we utilize an alternative framework

proposed by [57] that verifies drift and contraction (D&C) conditions, which can be used to provide

a geometric convergence rate of a Markov chain in the Wasserstein-1 distance.

Online Robust Regression and Online Quantile Regression. Robust regression [6, 47, 48] and quantile
regression [28, 41] have a long-standing history in statistics. Notably, most previous methods are

based on a batch framework, where the entire dataset is available before estimation begins. Recently,

attention has shifted towards online methods. In online robust regression, previous work [55]

studied the 𝜂-corrupted linear model with Gaussian covariates and noise, providing a convergence

rate of O
(

𝑑
𝑛 (1−𝜂̃ )2

)
. For online quantile regression, [64] considered the SGD update but restricted

to Gaussian covariates, establishing a convergence rate of O(1/𝑛). In this work, by utilizing results

on sub–quadratic SGD, we provide more fine-grained analyses in both settings.

2 PRELIMINARIES
In this work, we study the SGD of sub–quadratic objective functions 𝑓 satisfying the following

assumptions.

Assumption 1 (Smoothness). There exists a constant 𝐿 > 0 such that, for all 𝜃, 𝜃 ′ ∈ R𝑑 ,
∥∇𝑓 (𝜃 ) − ∇𝑓 (𝜃 ′)∥ ≤ 𝐿∥𝜃 − 𝜃 ′∥ .

Assumption 2 (Local Strong Convexity and sub–qadratic Tail). There exist 𝜃 ∗ ∈ R𝑑 and
constants 𝜇, 𝑎, 𝑏,Δ > 0 and 𝑘 ∈ [1, 2) such that:
(1) ∀𝜃 ′, 𝜃 ′′ ∈ {𝜃 ∈ R𝑑 : ∥𝜃 − 𝜃 ∗∥ ≤ Δ},

⟨𝜃 ′ − 𝜃 ′′,∇𝑓 (𝜃 ′) − ∇𝑓 (𝜃 ′′)⟩ ≥ 𝜇∥𝜃 ′ − 𝜃 ′′∥2.

(2) ∀𝜃 ∈ R𝑑 ∈ {𝜃 ∈ R𝑑 : ∥𝜃 − 𝜃 ∗∥ > Δ},
∥∇𝑓 (𝜃 )∥ ≤ 𝑎∥𝜃 − 𝜃 ∗∥𝑘−1 and ⟨𝜃 − 𝜃 ∗,∇𝑓 (𝜃 )⟩ ≥ 𝑏∥𝜃 − 𝜃 ∗∥𝑘 .

A few remarks are in order. In Assumption 2, the first condition requires that the objective function

𝑓 is locally strongly convex in a neighborhood of 𝜃 ∗. The second condition states that 𝑓 grows at

least as fast as ∥𝜃 − 𝜃 ∗∥𝑘 . As an immediate consequence, Assumption 2 ensures that 𝑓 has a unique

minimum at 𝜃 ∗. Moreover, many popular loss functions in robust statistics satisfy Assumptions 1

and 2. For example, the Huber loss 𝑙 (𝑡) =

{
1

2
𝑡2, if |𝑡 | ≤ 𝛿,
𝛿 |𝑡 | − 1

2
𝛿2, otherwise,

and the Pseudo-Huber loss

𝑙 (𝑡) = 𝛿2 (
√︁

1 + (𝑡/𝛿)2 − 1) [29] satisfy the above two assumptions with 𝑘 = 1. Additionally, the
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generalized Charbonnier loss 𝑙 (𝑡) =
(
𝑡2 + 𝑐2

)𝛼/2

[66] and Barron’s general robust loss 𝑙 (𝑡) =

|𝛼−2 |
𝛼

( ( (𝑡/𝑐 )2

|𝛼−2 | + 1

)𝛼/2 − 1

)
[3] satisfy the above two assumptions with 𝑘 = 𝛼 when 𝛼 ∈ [1, 2).

Furthermore, as we will see in Sections 5 and 6, online robust regression and online quantile

regression can be reformulated as SGD for sub–quadratic functions with 𝑘 = 1.

In this work, we focus on the parameter regime 𝑘 ∈ [1, 2). We intentionally exclude 𝑘 = 2 since

the case 𝑘 = 2 (i.e., one point convexity) has been studied extensively [19, 73], while analysis for

𝑘 ∈ [1, 2) remains relatively scarce. Compared with the previous assumptions on the sub–quadratic

objective function [24], we relax the assumption that the objective function is twice differentiable

by only requiring the first-order differentiability. Although we need an additional assumption that

⟨𝜃 − 𝜃 ∗,∇𝑓 (𝜃 )⟩ ≥ 𝑏∥𝜃 − 𝜃 ∗∥𝑘 , we argue that this is verifiable in both online robust regression and

quantile regression. Furthermore, our Assumption 2 leads to a better designed Lyapunov function,

which requires fewer additional assumptions about the objective function and the noise, as detailed

in Section 3. Importantly, our Assumption 2 allows us to include more commonly used objective

functions that are only once differentiable, such as the widely used Huber loss.

To state the assumption on the noise {𝑤𝑛 (·)}𝑛≥0, we introduce the𝜓𝑞-Orlicz space [67].

Definition 1 (𝜓𝑞−Orlicz Space). Let 𝑋 be a real random variable in the𝜓𝑞-Orlicz space, denoted
by 𝐿𝜓𝑞 . Then, the following properties are equivalent; the parameters 𝐾𝑞,𝑖 > 0, 𝑖 ∈ [2] appearing in
these properties differ from each other by at most an absolute constant factor.
(1) P( |𝑋 | ≥ 𝑡) ≤ 2 exp(−𝑡𝑞/𝐾𝑞

𝑞,0
),∀𝑡 ≥ 0.

(2) (E|𝑋 |𝑝 )1/𝑝 ≤ 𝐾𝑞,1𝑝
1/𝑞,∀𝑝 ≥ 1.

(3) E exp(𝜆𝑞 |𝑋 |𝑞) ≤ exp(𝐾𝑞
𝑞,2
𝜆𝑞),∀𝜆 such that 0 ≤ 𝜆 ≤ 1

𝐾𝑞,2
.

In this paper, we consider i.i.d. noise sequence {𝑤𝑛 (·)}𝑛≥0 that is uniformly in the 𝜓𝑞−Orlicz
space for some 𝑞 ∈ (0, 1], as stated in the following assumption.

Assumption 3 (q). ∥𝑤 (𝜃 )∥ is in 𝐿𝜓𝑞 with the parameters 𝐾𝑞,𝑖 > 0, 𝑖 ∈ [2] for all 𝜃 ∈ R𝑑 .
We note that 𝐿𝜓1

represents the class of all sub–exponential random variables, and 𝐿𝜓2
denotes

the class of all sub–Gaussian random variables, and 𝐿𝜓𝑞
1

⊂ 𝐿𝜓𝑞
2

whenever 𝑞1 > 𝑞2. In this work, we

focus on objective functions that satisfy Assumption 2 with a parameter 𝑘 ∈ [1, 2). Consequently,
we require the noise sequence to fulfill Assumption 3(q) with 𝑞 = 2 − 𝑘 by default. Throughout

the remainder of the paper, when we refer to Assumption 3, it specifically denotes the case where

𝑞 = 2 − 𝑘 . We say that a random variable 𝑥 is 𝜎−sub–exponential if 𝑥 ∈ 𝐿𝜓1
with 𝐾1,0 = 𝜎.

Furthermore, it is crucial to highlight that for SGD with strongly convex objective functions,

previous studies [51, 74] only require that the expected squared norm of the noise satisfies

E[∥𝑤 (𝜃 )∥2] ∈ O(∥𝜃 −𝜃 ∗∥2 + 1) for all 𝜃 ∈ R𝑑 . In contrast, as we will expain in Section 3, achieving

similar results as those for strongly convex SGD in the context of sub–quadratic SGD necessitates

more stringent conditions beyond merely having finite moment bounds and Assumption 3 is

exactly the least assumption we need. Additionally, we remark that [24] imposes a more restrictive

assumption on the noise sequence by requiring that {𝑤𝑛 (·)}𝑛≥0 uniformly resides in the 𝐿𝜓4−2𝑘

space. In contrast, our approach only requires 𝑞 = 2 − 𝑘 < 4 − 2𝑘 , thereby relaxing the assumption

on the noise sequence compared to [24]. Moreover, as to be discussed in Sections 5 and 6, the noise

for online robust regression and online quantile regression satisfies Assumption 3.

2.1 Notations
Let 𝐼𝑑 represent the 𝑑 ×𝑑 identity matrix, and let N denote the set of natural numbers. The symbols

Σ and

∏
are used to indicate summation and product operations, respectively. When the lower

index exceeds the upper index, i.e., 𝑎 > 𝑏, we define
∑𝑏
𝑖=𝑎 = 0 and

∏𝑏
𝑖=𝑎 = 1. For any 𝑛 ∈ N, the
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notation [𝑛] stands for the set {0, 1, . . . , 𝑛}. If 𝑥 ∈ R𝑑 is a vector, ∥𝑥 ∥ denotes its Euclidean norm,

and if 𝐴 ∈ R𝑑×𝑑 is a matrix, ∥𝐴∥ represents its operator norm. A function 𝑔 : R𝑑 → R is called

1-Lipschitz if for any 𝜃, 𝜃 ′ ∈ R𝑑 , |𝑔(𝜃 ) − 𝑔(𝜃 ′) | ≤ ∥𝜃 − 𝜃 ′∥. We use ⊗ to denote the tensor product.

We denote P1 (R𝑑 ) as the space of integrable probability measures on R𝑑 . For a random vector

𝜃 ∈ R𝑑 , L(𝜃 ) represents its distribution. The Wasserstein 1-distance between two distributions 𝜇

and 𝜈 in P1 (R𝑑 ) is defined as

𝑊1 (𝜇, 𝜈) = inf

𝜉∈Π (𝜇,𝜈 )

∫
R𝑑

∥𝑢 − 𝑣 ∥ 𝑑𝜉 (𝑢, 𝑣) = inf {E [∥𝜃 − 𝜃 ′∥] : L(𝜃 ) = 𝜇,L(𝜃 ′) = 𝜈} , (3)

where Π(𝜇, 𝜈) denotes the set of all joint distributions in P(R𝑑 × R𝑑 ) with marginals 𝜇 and 𝜈 .

For real-valued functions 𝑔1 (𝑥), 𝑔2 (𝑥) : R+ → R+, we write 𝑔1 (𝑥) ∈ 𝑜 (𝑔2 (𝑥)) if lim𝑥→∞
𝑔1 (𝑥 )
𝑔2 (𝑥 ) = 0.

We denote 𝑔1 (𝑥) ∈ O(𝑔2 (𝑥)) if there exists a constant 𝐶 > 0 such that 𝑔1 (𝑥) ≤ 𝐶𝑔2 (𝑥) for all
sufficiently large 𝑥 , and 𝑔1 (𝑥) ∈ Ω(𝑔2 (𝑥)) if 𝑔1 (𝑥) ≥ 𝐶𝑔2 (𝑥). Finally, we have 𝑔1 (𝑥) ∈ Θ(𝑔2 (𝑥)) if
𝑔1 (𝑥) ∈ O(𝑔2 (𝑥)) and 𝑔1 (𝑥) ∈ Ω(𝑔2 (𝑥)).

3 CHALLENGES OF ANALYZING SUB–QUADRATIC SGD AND A NEW PIECEWISE
LYAPUNOV FUNCTION

In this section, we discuss the challenges associated with analyzing sub–quadratic SGD and provide

an intuition behind our proposed Lyapunov function. For illustration purpose, we consider the

following simple SGD algorithm with a constant stepsize 𝛼 and only additive noise, as presented in

[58, Section 8.2]:

𝜃𝑛+1 = 𝜃𝑛 − 𝛼 (𝑓 ′ (𝜃𝑛) +𝑤𝑛) =
{
𝜃𝑛 − 𝛼 (𝜃𝑛 +𝑤𝑛) if |𝜃𝑛 | < 1,

𝜃𝑛 − 𝛼 (sign(𝜃𝑛) |𝜃𝑛 |𝛽−1 +𝑤𝑛) if |𝜃𝑛 | ≥ 1,
(4)

where 𝛽 ∈ [1, 2) and {𝑤𝑛}𝑛≥0 denotes the i.i.d. zero mean additive noise sequence independent of

𝜃 . The corresponding objective function is defined as

𝑓 (𝜃 ) =
{
𝜃 2/2 if |𝜃 | < 1,

|𝜃 |𝛽/𝛽 − 1/𝛽 + 1/2 if |𝜃 | ≥ 1.
(5)

It is easy to verify that the objective function (5) satisfies Assumptions 1 and 2.

3.1 Limitations of Prior Work and Challenges of Analyzing sub–quadratic SGD
For the simple example in (5), when 𝛽 = 2, the objective function is global strongly convex. The

corresponding SGD dynamic (4) is well studied [19], where the iterates {𝜃𝑛} converge geometrically

to a limiting random variable 𝜃
(𝛼 )
∞ , assuming the noise has a finite second moment (E[|𝑤0 |2] < ∞).

Meanwhile, for functions with local strong convexity and sub–quadratic tail (𝛽 ∈ [1, 2)), our
understanding of the SGD convergence is much limited. For the special case of deterministic

gradient descent without noise (𝑤𝑛 ≡ 0), one can show that the iterates converge geometrically to

𝜃 ∗ = 0 due to the local strong convexity of 𝑓 , achieving Q-convergence of order 1
1
.

However, challenges arise with the presence of gradient noise {𝑤𝑛}. It remains unclear whether

the SGD update (4) can still achieve geometric weak convergence as the deterministic case or

strongly convex setting. Interestingly, recent work [58] showed that when the noise is heavy–tailed

with E[|𝑤0 |𝛾 ] < ∞ for 𝛾 ∈ (1, 2] and 𝛾 + 𝛽 ≥ 3, the iterates {𝜃𝑛} converge weakly to a stationary

distribution at a polynomial rate of O
(
𝑛
− 𝛾+𝛽−3

2−𝛽
)
. For the special case 𝛽 = 1 and 𝛾 = 2, they establish

an nonexplicit convergence rate 𝑜 (1), which is argued to be non-improvable to any polynomial

1
A sequence {𝜃𝑛 } converges to 𝐿 with Q-convergence of order 1 if 0 < lim𝑛→∞

|𝜃𝑛+1−𝐿 |
|𝜃𝑛−𝐿 | < 1.
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rate. The distinct behaviors of this class of SGD demonstrate the compounding effect of the noise

and the sub–quadratic tail on the convergence rate.

On the other hand, in many applications with sub–quadratic objective functions, such as robust

regression and quantile regression (cf. Sections 5–6), the gradient noise is inherently light-tailed,

such as sub–exponential distribution. Intuitively, when the noise𝑤𝑛 is light-tailed with higher-order

moments, the iterate 𝜃𝑛 tends to move closer towards the local strongly convex region compared

to the heavy–tailed case. This raises the question of whether the iterates {𝜃𝑛} can converge to

a stationary distribution at a faster, possibly geometric, rate when the noise is light-tailed. We

remark that the method in [58] is limited to the heavy–tailed noise with 𝛾 ∈ (1, 2] and it is unclear

how to extend their approach to the light-tailed case.

To analyze the dynamic of a stochastic sequence {𝜃𝑛}, a common approach is to investigate

the drift of an appropriately chosen Lyapunov function to bound the moments of the error |𝜃𝑛 −
𝜃 ∗ | [13, 15, 33, 65]. The key challenge here is the construction of a proper Lyapunov function.

Specifically, to establish geometric convergence of the iterates {𝜃𝑛}, the Lyapunov function 𝑉 :

R𝑑 → R+ is expected to satisfy the following drift condition:

E[𝑉 (𝜃1)] ≤ (1 − 𝛼𝜈)𝑉 (𝜃0) + O(𝛼2), ∀𝜃0 ∈ R. (6)

Lyapunov functions with the above property are crucial for deriving geometric moment bounds of

strongly convex case [12, 15], as well as for establishing geometric weak convergence of Markov

chain by verifying the drift and contraction (D&C) condition [57]. While there are other techniques

developed for proving geometric convergence, they have limitations as discussed in Section 1.1.

To gain intuition on identifying Lyapunov functions of property (6) for sub–quadratic SGD, let

us consider the simple example (4). By taking Taylor expansion of 𝑉 (𝜃1), we note that there exists
a random variable 𝜆 ≥ 0 depending on 𝜃0 and𝑤0 such that

E[𝑉 (𝜃1)] = 𝑉 (𝜃0) − 𝛼E[𝑉 ′ (𝜃0) (𝑓 ′ (𝜃0) +𝑤0)] + 𝛼2/2E[𝑉 ′′ (𝜃0 − 𝛼𝜆(𝑓 ′ (𝜃0) +𝑤0)) (𝑓 ′ (𝜃0) +𝑤0)2]

= 𝑉 (𝜃0) − 𝛼𝑉 ′ (𝜃0) 𝑓 ′ (𝜃0) +
𝛼2

2

E[𝑉 ′′ (𝜃0 − 𝛼𝜆(𝑓 ′ (𝜃0) +𝑤0)) (𝑓 ′ (𝜃0) +𝑤0)2] . (7)

Combining equation (7) and our goal (6), we aim to find a Lyapunov function that satisfy

(1) 𝑉 ′ 𝑓 ′ ∈ Ω(𝑉 );
(2) E[𝑉 ′′ (𝜆𝜃1 + (1 − 𝜆)𝜃0) (𝑓 ′ (𝜃0) +𝑤 (𝜃0))2] ∈ O(𝑉 (𝜃0) + 1);
(3) Require minimal additional assumptions on the objective function 𝑓 and the noise𝑤 .

Given condition (1), we argue that the classical polynomial Lyapunov function 𝑉 (𝜃 ) = |𝜃 |2𝑝 for
strongly convex case can not be applied to sub–quadratic SGD, since 𝑉 ′ (𝜃 ) 𝑓 ′ (𝜃 ) = 2𝑝 |𝜃 |2𝑝+𝛽−2 ∉

Ω(𝑉 (𝜃 )) when |𝜃 | > 1. In fact, to ensure condition (1) holds, we need to analyze (1) in two regions.

Region 1 (local strong convexity): |𝜃 | < 1. In this case, (1) simplifies to: 𝑉 ′ (𝜃 )𝜃 ∝ 𝑉 (𝜃 ), which
implies 𝑉 (𝜃 ) ∝ 𝜃 2𝑝

by solving the ordinary differential equation (ODE) 𝑦′𝑥 = 2𝑝𝑦 for any 𝑝 ∈ N+
.

Region 2 (sub–quadratic tail): |𝜃 | ≥ 1. Here, (1) becomes: 𝑉 ′ (𝜃 ) sign(𝜃 ) |𝜃 |𝛽−1 ∝ 𝑉 (𝜃 ), leading to

𝑉 (𝜃 ) ∝ exp

(
𝜃 2−𝛽

2−𝛽

)
by solving the ODE 𝑦′ sign(𝑥) |𝑥 |𝛽−1 = 𝑦.

Importantly, we observe that for sub–quadratic SGD, the Lyapunov function has to admit an ex-

ponential tail with the order of at least exp( |𝜃 |2−𝛽 ) in Region 2. Consequently, to ensure E[𝑉 (𝜃1)] =
E[𝑉 (𝜃0 − 𝛼 (∇𝑓 (𝜃0) +𝑤0))] well-defined, the noise should at least satisfy E[exp( |𝑤0 |2−𝛽 )] < ∞.
There are two approaches to define a Lyapunov function that satisfies the above properties in

the two distinct regions. One option is to construct a unified Lyapunov function, which offers

great convenience for analysis. However, such a function may fail to capture key behaviors of the

SGD across different regions and often require additional assumptions. For instance, recent work
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[24] considered a similar class of sub–quadratic functions 𝑓 and introduced a unified Lyapunov

function of the form 𝑉 (𝜃 ) = 𝑓 (𝜃 ) exp(𝜙 (𝑓 (𝜃 ))). Since their Lyapunov function depends on 𝑓 , they

require the twice differentiability of 𝑓 to perform the Taylor expansion (7). Moreover, they need to

assume E[exp( |𝑤0 |4−2𝛽 )] < ∞ to ensure condition (2) holds. The alternative approach is to define

a piecewise Lyapunov function, which offers more flexibility in capturing the specific behaviors of

SGD in each region. The key challenge with this method lies in the analysis of condition (2), as it

becomes difficult to determine which region the random variable 𝜃0 − 𝛼𝜆(𝑓 ′ (𝜃0) +𝑤0) falls into. In
this work, we piecewisely define the Lyapunov function, and address the challenge by carefully

analyzing the impact of the noise on the drift of the Lyapunov function; see Section 3.3 for details.

3.2 A New Piecewise Lyapunov Function
The discussions in Section 3.1 provide insights into constructing an appropriate piecewise Lyapunov

function for a general sub–quadratic SGD (2). Building on the discussion and under Assumption 2,

the suitable piecewise Lyapunov function 𝑉 should be formulated as:

𝑉 (𝜃 ) =
{

exp

(
𝑟1∥𝜃 − 𝜃 ∗∥2−𝑘 ) − 𝑟2, if ∥𝜃 − 𝜃 ∗∥ > Δ,

𝑟3∥𝜃 − 𝜃 ∗∥2, if ∥𝜃 − 𝜃 ∗∥ ≤ Δ.

To ensure that the Lyapunov function𝑉 is twice differentiable everywhere—an essential requirement

for analyzing the remaining terms in the Taylor expansion (7)—we carefully select the constants 𝑟1,

𝑟2, and 𝑟3 so that 𝑉 is continuous and has continuous first and second derivatives. These constants

are uniquely determined, leading to the following Lyapunov functions.

For all 𝑘 ∈ [1, 2) consistent with Assumption (2), we define:

𝑉𝑘,0 (𝜃 ) =
{

exp

(𝑘 ∥𝜃−𝜃 ∗ ∥2−𝑘

(2−𝑘 )Δ2−𝑘
)
− (1 − 𝑘/2) exp( 𝑘

2−𝑘 ), if ∥𝜃 − 𝜃 ∗∥ > Δ,
𝑘 exp(𝑘/(2−𝑘 ) ) ∥𝜃−𝜃 ∗ ∥2

2Δ2
, if ∥𝜃 − 𝜃 ∗∥ ≤ Δ.

(8)

Subsequently, we define:

𝑉𝑘,𝑝 (𝜃 ) = ∥𝜃 − 𝜃 ∗∥𝑝 ·𝑉𝑘,0 (𝜃 ), ∀𝑝 ≥ 0, (9)

which serves as a Lyapunov function for analyzing the higher moment bounds of the SGD iterates.

3.3 Pivot Results
In this subsection, we explore key properties of our proposed Lyapunov functions 𝑉𝑘,𝑝 . We present

two essential pivot results that are crucial in establishing our main findings in Section 4.

We summarize important properties of the Lyapunov function 𝑉𝑘,𝑝 in the following lemma.

Lemma 1. Given 𝑉𝑘,𝑝 defined in equation (9), we have

(1) 𝑉𝑘,𝑝 (𝜃 ) ≥ 𝑘 exp(𝑘/(2−𝑘 ) ) ∥𝜃−𝜃 ∗ ∥2+𝑝

2Δ2
, ∀𝜃 ∈ R𝑑 .

(2) 𝑉𝑘,𝑝 (·) is twice differentiable everywhere for all 𝑘 ∈ [1, 2) and 𝑝 ≥ 0.
(3) There exist some constants 𝑐𝑘 , 𝑐′𝑘 ≥ 0 that depend only on 𝑘 and Δ such that for all 𝜃 ∈ R𝑑 ,

∥𝑉 ′′
𝑘,𝑝

(𝜃 )∥ ≤𝑐𝑘 (1 + 𝑝)2∥𝜃 − 𝜃 ∗∥𝑝 exp

(
𝑘 ∥𝜃 − 𝜃 ∗∥2−𝑘

(2 − 𝑘)Δ2−𝑘

)
,

∥𝑉 ′′
𝑘,𝑝

(𝜃 )∥ ≤𝑐′
𝑘
(1 + 𝑝)2∥𝜃 − 𝜃 ∗∥𝑝+2−2𝑘

exp

(
𝑘 ∥𝜃 − 𝜃 ∗∥2−𝑘

(2 − 𝑘)Δ2−𝑘

)
.

(4) Under Assumption 2 with 𝑘 ∈ [1, 2), for all 𝜃 ∈ R𝑑 , we have

⟨𝑉 ′
𝑘,𝑝

(𝜃 ),∇𝑓 (𝜃 )⟩ ≥ min

{ 𝑏𝑘

Δ2−𝑘 , 𝜇 (2 + 𝑝)
}
𝑉𝑘,𝑝 (𝜃 ).

, Vol. 1, No. 1, Article . Publication date: February 2025.



10 Yixuan Zhang, Dongyan (Lucy) Huo, Yudong Chen, and Qiaomin Xie

Several important observations are worth mentioning. First, Lemma 1–(2) and Lemma 1–(4)

confirm that our proposed Lyapunov function 𝑉𝑘,𝑝 is indeed a proper choice, i.e., satisfying the

condition (1) in Section 3.1. In certain situations, it is necessary to establish an upper bound on

higher-order moments, such as ∥𝜃 − 𝜃 ∗∥2+𝑝
. Lemma 1–(1) allows us to achieve this by directly

bounding 𝑉𝑘,𝑝 (𝜃 ). Furthermore, when performing the Taylor expansion as outlined in equation (7),

it is essential to carefully bound the second-order derivative terms. Lemma 1–(3) provides tight

upper bounds for these terms. Notably, in Lemma 1–(3), we present two upper bounds: the first

bound is tighter when ∥𝜃 − 𝜃 ∗∥ ≤ Δ, and the second bound becomes tighter when ∥𝜃 − 𝜃 ∗∥ ≥ Δ.
Proof of Lemma 1 is provided in Appendix A.

Our two pivot results are stated below.

Proposition 1. Under Assumptions 1 and 2 with 𝑘 ∈ [1, 2), there exists 𝛼𝑘,0 > 0 such that

E
[
𝑉𝑘,0

(
𝜃 − 𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 ))

) ]
≤ (1 − 𝛼𝜇𝑘,0)𝑉𝑘,0 (𝜃 ) + 𝛼2𝑐′

𝑘,0
, ∀𝜃 ∈ R𝑑 , 𝛼 ≤ 𝛼𝑘,0,

where 𝜇𝑘,0 = min( 𝑏𝑘

2Δ2−𝑘 , 𝜇) and 𝑐′𝑘,0 is a constant independent of 𝛼 .

Proposition 2. Under Assumptions 1 and 2 with 𝑘 ∈ [1, 2), ∀𝑝 ≥ 2, there exists 𝛼𝑘,𝑝 > 0 such that

E
[
𝑉𝑘,𝑝

(
𝜃 − 𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 ))

) ]
≤ (1 − 𝛼𝜇𝑘,𝑝 )𝑉𝑘,𝑝 (𝜃 ) + 𝛼2𝑐𝑘,𝑝𝑉𝑘,𝑝−2 (𝜃 ) + 𝛼𝑝+2𝑐′

𝑘,𝑝
,∀𝜃 ∈ R𝑑 , 𝛼 ≤ 𝛼𝑘,𝑝 ,

where 𝜇𝑘,𝑝 = min( 𝑏𝑘

2Δ2−𝑘 ,
𝜇 (2+𝑝 )

2
) and 𝑐𝑘,𝑝 , 𝑐′𝑘,𝑝 are constants not depending on 𝛼 .

Proposition 1 demonstrates a one-step contraction of Lyapunov function𝑉𝑘,0 up to a higher-order

bias term. We note that we cannot let Δ → ∞ in Proposition 1 to recover the results of strongly

convex SGD, because we restrict 𝑘 ∈ [1, 2), which implies Δ < ∞. Importantly, Proposition 1 is

crucial for deriving second-order moment bounds (cf. Section 4.1), as well as fine-grained analysis

of the Markov chain under a constant stepsize, including establishing weak convergence, the central

limit theorem, and bias characterization results (cf. Section 4.2). The proof of Proposition 1 depends

on Lemma 1 and a precise discussion of the value of noise𝑤 (𝜃 ), and is provided in Appendix B.

Although Proposition 2 does not offer an exact one-step contraction, it establishes a recursive

relationship among 𝑉𝑘,𝑝 (𝜃𝑛+1), 𝑉𝑘,𝑝 (𝜃𝑛), and 𝑉𝑘,𝑝−2 (𝜃𝑛), which would allow us to upper bound

E[𝑉𝑘,𝑝 (𝜃𝑛)] by employing induction on 𝑝 and 𝑛. We emphasize that Propositions 1 and 2 together

enable us to derive higher moment bounds (detailed in Section 4.1). The proof of Proposition 2 is

provided in Appendix C.

4 MAIN RESULTS
In this section, we present themain results for the sub–quadratic SGD defined in Section 2. In Section

4.1, we analyze the moment bounds under both constant stepsize and diminishing stepsize regimes.

In Section 4.2, we focus on constant stepsize sub–quadratic SGD and examine the weak convergence,

central limit theorem and bias characterization of the Markov chain {𝜃𝑛}𝑛≥0. Surprisingly, we

highlight that by our proposed Lyapunov function, we achieve the common results for strongly

convex SGD under the sub–quadratic SGD setting.

4.1 Finite-Time Moment Bound
In this subsection, we explore the finite-time moment bounds for constant and diminishing stepsizes.

4.1.1 Moment Bound with Constant Stepsize. For the SGD update (2) with a constant stepsize

(𝛼𝑛 ≡ 𝛼), the following theorem provides the finite-time bounds for the 2𝑝-th moment of the error

∥𝜃𝑛 − 𝜃 ∗∥.
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Theorem 1 (Moment Bounds with Constant Stepsize). Consider dynamic (2) with 𝛼𝑛 ≡ 𝛼 .
Under Assumption 1–3 with 𝑘 ∈ [1, 2), ∀𝑝 ∈ N, 𝜃0 ∈ R𝑑 , there exists 𝛼𝑘,𝑝 > 0 such that when 𝛼 ≤ 𝛼𝑘,𝑝 ,

E[∥𝜃𝑛 − 𝜃 ∗∥2𝑝+2] ≤
2Δ2𝑉𝑘,2𝑝 (𝜃0)

𝑘 exp(𝑘/(2 − 𝑘)) · (1 − 𝛼𝜇𝑘,2𝑝 )
𝑛 + 𝛼𝑝+1𝑑𝑘,2𝑝 , ∀𝑛 ≥ −𝑝 ln(𝛼)

𝛼𝜇𝑘,0
,

where 𝜇𝑘,2𝑝 = min( 𝑏𝑘

2Δ2−𝑘 , 𝜇 (1 + 𝑝)), 𝑉𝑘,2𝑝 (·) is defined in (9) and 𝑑𝑘,2𝑝 is a constant independent of 𝛼 .

Theorem 1 indicates that with a constant stepsize, the 2𝑝-order moment E[∥𝜃𝑛 − 𝜃 ∗∥2𝑝 ] is upper
bounded by two terms: one that converges to zero geometrically fast, with a rate scaling with

the stepsize 𝛼 ; another representing an order-O(𝛼𝑝 ) bias that does not vanish with the iteration

𝑛. Interestingly, this result resembles the behavior of constant stepsize SGD for strongly convex

objective functions [12, 74]. To the best of our knowledge, this is the first result that establishes

high moment bounds for constant stepsize SGD with sub–quadratic objective functions. It is worth

pointing out that Theorem 1 plays a crucial role in analyzing the Markov chain {𝜃𝑛}𝑛≥0 induced

by constant stepsize sub–quadratic SGD in the next subsection. Theorem 1 is proved by applying

Propositions 1 and 2 on the drift guarantee of our Lyapunov functions to bound 𝑉𝑘,2𝑝 , followed by

using Lemma 1–(1) of𝑉𝑘,2𝑝 to derive the moment bounds. The full proof can be found in Appendix D.

4.1.2 Moment Bounds with Diminishing Stepsize. We next consider the SGD update (2) under a

general class of diminishing stepsize with the form 𝛼𝑛 = 𝜄

(𝑛+𝜅 )𝜉 . The following theorem provides

the finite-time second moment bounds.

Theorem 2 (Moment Bounds with Diminishing Stepsize). Consider dynamic (2) with 𝛼𝑛 =
𝜄

(𝑛+𝜅 )𝜉 , under Assumptions 1–3 with 𝑘 ∈ [1, 2), ∀𝜄 > 0, there exists 𝜅𝜄 > 0, such that when we choose

𝜅 ≥ 𝜅𝜄 , ∀𝜃0 ∈ R𝑑 , we have
(1) When 𝜉 = 1 and 𝜄 > 1/𝜇𝑘,0, for all 𝑛 ≥ 0, we have

E[∥𝜃𝑛 − 𝜃 ∗∥2] ≤
2Δ2𝑉𝑘,0 (𝜃0)

𝑘 exp(𝑘/(2 − 𝑘))

( 𝜅

𝑛 + 𝜅

)𝜄𝜇𝑘,0
+

8𝑒𝜄2Δ2𝑐′
𝑘,0

(𝜄𝜇𝑘,0 − 1)𝑘 exp(𝑘/(2 − 𝑘)) ·
1

𝑛 + 𝜅 .

(2) When 𝜉 ∈ (0, 1), for all 𝑛 ≥ 0, we have

E[∥𝜃𝑛 − 𝜃 ∗∥2] ≤
2Δ2𝑉𝑘,0 (𝜃0)

𝑘 exp(𝑘/(2 − 𝑘)) exp

(
−
𝜇𝑘,0𝜄

1 − 𝜉
(
(𝑛 + 𝜅)1−𝜉 − 𝜅1−𝜉 ) )

+
4𝜄Δ2𝑐′

𝑘,0

𝜇𝑘,0𝑘 exp(𝑘/(2 − 𝑘)) ·
1

(𝑛 + 𝜅)𝜉
.

Here 𝜇𝑘,0 = min( 𝑏𝑘

2Δ2−𝑘 , 𝜇) and 𝑉𝑘,0 (·) is defined in equation (8).

Theorem 2 examines how the convergence rate of E[∥𝜃𝑛 − 𝜃 ∗∥2] is influenced by 𝜉 and 𝜄 in

the stepsize 𝛼𝑛 = 𝜄

(𝑛+𝜅 )𝜉 . Specifically, by setting 𝛼𝑛 = 𝜄
𝑛+𝜅 with 𝜄 > 1/𝜇𝑘,0, we obtain the optimal

convergence rate of O(1/𝑛). In contrast, when 𝜉 ∈ (0, 1), the convergence rate becomes sub-optimal

at O(1/𝑛𝜉 ), but this rate comes with greater robustness, since it does not depend on the choice of 𝜄.

Similar convergence results have been established for SGD with strongly convex functions [12].

Recent work [24] also studied sub–quadratic SGD and provided upper bounds on E[∥𝜃𝑛 −𝜃 ∗∥2𝑝 ]
and E[∥ ˆ𝜃𝑛 −𝜃 ∗∥2] under diminishing stepsizes, where

ˆ𝜃𝑛 := 1

𝑛

∑𝑛−1

𝑡=0
𝜃𝑡 is the average of the iterates.

They further showed that the convergence rate of E[∥ ˆ𝜃𝑛 − 𝜃 ∗∥2] attains the Cramér-Rao lower

bound (CRLB) [59]. It is important to note that [24] imposes more restrictive assumptions on both

the objective function 𝑓 and the noise sequence {𝑤𝑛 (·)}𝑛≥0, requiring 𝑓 being twice differentiable

and E[exp( |𝑤0 |4−2𝛽 )] < ∞. Additionally, they only consider 𝜉 ∈ [1/2, 1), whereas we address the
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convergence rate for the full range of 𝜉 ∈ (0, 1]. Furthermore, we remark that in [24], the upper

bounds on E[∥𝜃𝑛 − 𝜃 ∗∥2𝑝 ] and E[∥ ˆ𝜃𝑛 − 𝜃 ∗∥2] are derived based on their key Theorem 11(i). In

our work, Propositions 1 and 2 on the drift guarantees of our proposed Lyapunov functions play

a crucial role in proving Theorems 1 and 2, and importantly they imply Theorem 11(i) of [24].

Therefore, in Theorem 2, we provide only the second moment bound for raw iterates 𝜃𝑛 . The higher

moment bounds and the second moment bounds for the averaged iterates can be directly obtained

by using our Propositions 1 and 2, and following the line of argument in [24]. We will discuss the

second moment bounds on the averaged iterates for applications in robust regression and quatile

regression in Sections 5 and 6. The proof of Theorem 2 can be found in Appendix E.

4.2 Weak Convergence, Central Limit Theorem and Bias Characterization
In this subsection, we study the fluctuations of {𝜃𝑛}𝑛≥0 of sub–quadratic SGD with constant

stepsize.

Since the noise sequence {𝑤𝑛}𝑛≥0 are independently and identically distributed and the stepsize

𝛼𝑛 ≡ 𝛼 does not depends on the time step 𝑛, the sequence of iterates {𝜃𝑛}𝑛≥0 forms a time-

homogeneous Markov chain. Our first goal here is to establish a weak convergence result showing

that the Markov chain {𝜃𝑛}𝑛≥0 converges to a limiting stationary distribution in the Wasserstein-1

distance (𝑊1). To this end, we require some additional assumptions.

Assumption 4. There exists 𝑐𝑤 > 0 such that𝑊1 (L(𝑤 (𝜃 )),L(𝑤 (𝜃 ′))) ≤ 𝑐𝑤 ∥𝜃 −𝜃 ′∥, ∀𝜃, 𝜃 ′ ∈ R𝑑 .

Assumption 4 ensures that the variation in the random field𝑤 (·), as measured by the𝑊1 metric,

is controlled by the change in the parameter 𝜃 . This is a common assumption for studying weak

convergence in the Wasserstein distance. For SGD with strongly convex objective functions, the

authors of [51] assume𝑊 2

2
(L(𝑤 (𝜃 )),L(𝑤 (𝜃 ′))) ∈ O(∥𝜃 − 𝜃 ′∥2) and argue that the co-coercivity

in expectation used in [19] implies their assumption in the linear regression setting. We point out

that our Assumption 4 is weaker because𝑊1 (𝜇, 𝜈)2 ≤𝑊 2

2
(𝜇, 𝜈) for all 𝜇, 𝜈 ∈ P1 (R𝑑 ).

Assumption 5. Consider the same Δ > 0 in Assumption 2. There exist 𝑟, 𝛼 > 0 such that 𝑟𝛼 < 1

and for any two initial points 𝜃 and 𝜃 ′ with 𝜃, 𝜃 ′ ∈ {𝜃 ∈ R𝑑 : ∥𝜃 − 𝜃 ∗∥ ≤ Δ}, we have

𝑊1 (L(𝜃 − 𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 ))),L(𝜃 ′ − 𝛼 (∇𝑓 (𝜃 ′) +𝑤 (𝜃 ′)))) ≤ (1 − 𝛼𝑟 )∥𝜃 − 𝜃 ′∥, ∀𝛼 ≤ 𝛼.

Assumption 5 indicates that, given two initial points in a neighborhood around𝜃 ∗, theWasserstein

distance between their subsequent iterates shrinks compared to the Euclidean distance between

the initial points. We remark that if Assumption 2 holds and E[∥𝑤 (𝜃 ) −𝑤 (𝜃 ′)∥2] ∈ O(∥𝜃 − 𝜃 ′∥2),
then Assumptions 4 and 5 are readily satisfied. We need Assumption 5 since we employ the drift

and contraction (D&C) condition technique for Markov chain convergence analysis [57], where

Assumption 5 plays a crucial role in verifying this condition.

Several other conditions have been considered to establish weak convergence results. The drift

and minorization (D&M) condition [20, 52, 61] requires a restrictive minorization condition on the

noise, which in general does not hold for discretely distributed noise sequences. Recently, [58]

introduced a contractive drift (CD) condition and applied their framework to specific sub–quadratic

SGD algorithms with only additive noise. Their framework heavily relies on an accurate estimate

of the smoothness of the noisy gradient ∇𝑓 (𝜃 ) +𝑤 (𝜃 ). However, when considering a general SGD

where𝑤 (·) is multiplicative noise, it becomes unclear how to precisely bound the local Lipschitz

constant of the noisy gradient. In this work, we employ the drift and contraction (D&C) condition

approach and establish the following theorem.
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Theorem 3 (Weak Convergence). Under Assumptions 1–5 with 𝑘 ∈ [1, 2), there exists 𝛼𝑘 ≥ 0

such that when 𝛼 ≤ 𝛼𝑘 , there exists a unique limit random variable 𝜃 (𝛼 )∞ such that ∀𝜃0 ∈ R𝑑 ,

𝑊1 (L(𝜃𝑛),L(𝜃 (𝛼 )∞ )) ≤
Δ(𝑉𝑘,0 (𝜃0) + 2)√︁
𝑘 exp(𝑘/(2 − 𝑘))

(1 − 𝜌)𝑛, ∀𝑛 ≥ 0,

where 𝑉𝑘,0 (·) is defined in equation (8) and 𝜌 ∈ Θ(𝛼). Furthermore, L(𝜃 (𝛼 )∞ ) is also the stationary
distribution of the Markov chain {𝜃𝑛}𝑛≥0.

Theorem 3 indicates that the Markov chain {𝜃𝑛}𝑛≥0 generated by the constant stepsize sub–

quadratic SGD converges geometrically to a stationary distribution. Similar weak convergence

results have been established for SGDwith strongly convex objective functions [19, 33, 74]. However,

the method used in strongly convex setting can not be applied to the sub-quadradic case as discussed

in Section 3.1. While the recent work [58] investigates the weak convergence of sub–quadratic SGD

with a constant stepsize, they focus on some specific objective functions and only consider additive

noise. It remains unclear how to generalize their technique to the general sub–quadratic setting. In

our work, by leveraging our newly introduced Lyapunov function 𝑉𝑘,𝑝 (·) in Section 3, we establish

the weak convergence of sub–quadratic SGD. The proof of Theorem 3 is provided in Appendix F.

One immediate implication of the weak convergence result is the establishment of the central

limit theorem (CLT) for the Markov chain {𝜃𝑛}𝑛≥0, as presented in the following theorem.

Theorem 4 (Central Limit Theorem). Under the same setting as Theorem 3, for any 1–Lipschitz
𝑔(·) : R𝑑 → R, define 𝑆𝑛 (𝑔) =

∑𝑛−1

𝑡=0

(
𝑔(𝜃𝑡 ) − E𝜃∼L(𝜃 (𝛼 )

∞ ) [𝑔(𝜃 )]
)
. We then have that 𝜎2 (𝑔) =

lim𝑛→∞
1

𝑛
E
𝜃0∼L(𝜃 (𝛼 )

∞ ) [𝑆
2

𝑛 (𝑔)] exists and is finite. Furthermore, forL(𝜃 (𝛼 )∞ )-almost every point 𝜃0 ∈ R𝑑 ,

𝑆𝑛 (𝑔)/
√
𝑛 ⇒ N

(
0, 𝜎2 (𝑔)

)
, as 𝑛 → ∞.

The proof of Theorem 4 is carried out by verifying Conditions A1 and A2 provided in [37],

following theweak convergence result. Establishing this CLT is crucial for uncertainty quantification

and statistical inference [46]. Similar results have been established for SGD with quadratic tails

[51, 73] and for Q–learning [72, 75]. The detailed proof is provided in Appendix G.

Building upon the weak convergence result, and under the additional assumption that the

objective function is differentiable to a higher order, we can further characterize the asymptotic

bias E[𝜃 (𝛼 )∞ ] − 𝜃 ∗, as presented in the following corollary.

Corollary 1 (Bias Characterizaion). Under the same setting as Theorem 3 and further assuming
that the objective function 𝑓 is three times differentiable, then there exists 𝛼 ′

𝑘
≥ 0, such that

E[𝜃 (𝛼 )∞ ] = 𝜃 ∗ + 𝛼𝐵 + O(𝛼3/2),

where 𝐵 = 𝑓 ′′ (𝜃 ∗)−1 𝑓 ′′′ (𝜃 ∗) (𝑓 ′′ (𝜃 ∗) ⊗ 𝐼𝑑 + 𝐼𝑑 ⊗ 𝑓 ′′ (𝜃 ∗))−1𝑆 (𝜃 ∗) and 𝑆 (𝜃 ) = E[𝑤 (𝜃 )𝑤 (𝜃 )𝑇 ].

We emphasize that employing a constant stepsize in sub–quadratic SGD leads the raw iterates

{𝜃𝑛}𝑛≥0 to converge to a limiting random variable 𝜃
(𝛼 )
∞ at a geometric rate, as stated in Theorem 3.

This convergence rate surpasses the O(1/𝑛) rate achieved with diminishing stepsizes, as presented

in Theorem 2. However, using a constant stepsize induces an asymptotic bias E[𝜃 (𝛼 )∞ ] − 𝜃 ∗ that
is in general not zero. As demonstrated in Corollary 1, this asymptotic bias is proportional to

𝛼 up to higher-order terms. This finding has important algorithmic implications for reducing

the bias to higher orders of 𝛼 through Richardson-Romberg (RR) extrapolation technique [30],

as discussed in prior work [33, 34, 74, 75]. Therefore, by applying RR extrapolation to constant

stepsize sub–quadratic SGD, one can achieve fast convergence with a reduced bias term.
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Leveraging Theorem 1 alongside Fatou’s lemma [21, Theorem 1.6.5], we can show that E[∥𝜃 (𝛼 )∞ −
𝜃 ∗∥2] ∈ O(𝛼) and E[∥𝜃 (𝛼 )∞ −𝜃 ∗∥4] ∈ O(𝛼2). Consequently, Corollary 1 follows directly by building
on Theorems 1 and 3, as well as by following the proof argument for [19, Theorem 4]. Therefore,

we omit the proof of Corollary 1.

5 APPLICATION TO ONLINE ROBUST REGRESSION
In this section, we examine our main results in Section 4 in the context of online robust regression.

5.1 Model Setup
We assume that we have access to i.i.d. data sequence {(𝑥𝑛, 𝑦𝑛)}𝑛≥0 from the online oblivious

response corruption model [55]:

𝑦 = 𝑥𝑇𝜃 ∗
reg

+ 𝜖 + 𝑠, (10)

where 𝜃 ∗
reg

∈ R𝑑 is the true parameter we wish to recover, 𝑥 ∈ R𝑑 is the zero mean covariate, 𝜖 ∈ R
is the zero mean noise and 𝑠 ∈ R is the corruption, and 𝑥, 𝜖, 𝑠 are independent with each other.

Given the differentiable loss function 𝑙 (·) : R→ R+, the population-level loss and gradient are

defined as:

𝑓reg (𝜃 ) = E[𝑙 (𝑦 − 𝑥𝑇𝜃 )] and ∇𝑓reg (𝜃 ) = −E[𝑙 ′ (𝑦 − 𝑥𝑇𝜃 )𝑥] .
It is easy to verify that ∇𝑓reg (𝜃 ∗reg

) = E[𝑙 ′ (𝜖 + 𝑠)𝑥] = E[𝑙 ′ (𝜖 + 𝑠)]E[𝑥] = 0. Given the i.i.d. data

sequence {(𝑥𝑛, 𝑦𝑛)}𝑛≥0, we consider the online robust regression that performs the following

iterative update:

𝜃𝑛+1 = 𝜃𝑛 + 𝛼𝑛𝑙 ′ (𝑦𝑛 − 𝑥𝑇𝑛 𝜃𝑛)𝑥𝑛 . (11)

For model (10), we consider the following assumption.

Assumption 6. The covariate 𝑥 , the noise 𝜖 and the corruption 𝑠 are independent random variables
that satisfy the following properties:
(1) 𝑥 is a zero mean random variable such that E[𝑥𝑥𝑇 ] = 𝐼𝑑 and ∥𝑥 ∥ is 𝜎𝑥 -sub–exponential.
(2) 𝜖 is a zero mean random variable such that E[|𝜖 |] < ∞.
(3) 𝑠 is a random variable such that E[|𝑠 |] < ∞

We note that the first two conditions in Assumption 6 are standard in robust regression [47, 48].

These conditions focus on settings where the covariate 𝑥 is isotropically distributed and sub–

exponential, and the noise 𝜖 possesses only a finite first moment. This framework includes many

heavy–tailed noise distributions, such as 𝛼-stable distributions for 𝛼 ∈ (1, 2]. We highlight that the

assumption of isotropically distributed can be easily relaxed to E[𝑥𝑥𝑇 ] being positive definite. For

the ease of exposition, we focus on the setting E[𝑥𝑥𝑇 ] = 𝐼𝑑 .
Regarding corruption 𝑠 , offline robust regression typically assumes 𝜂-corruption, where at most

an 𝜂 fraction of the offline dataset is corrupted. In contrast, the online oblivious response corruption

model [55] assumes that 𝑠 follows a specific distribution and is independent of (𝑥, 𝜖).
Furthermore, Assumption 6–(3) ensures that the population-level loss 𝑓reg (𝜃 ) is well-defined

for all 𝜃 ∈ R𝑑 , particularly for loss functions with at least linear growth. Prior work [55] requires

E[𝑠 erf (𝑠/𝑐)] < ∞, where erf (·) is the Gaussian error function. Since 𝑠 erf (𝑠/𝑐) ∈ Θ( |𝑠 |), this con-
dition is equivalent to our assumption E[|𝑠 |] < ∞. Additionally, [55] assumes that both covariates

and noise are Gaussian, whereas we consider broader distribution classes.

For the loss function 𝑙 (·), we make the following assumption.

Assumption 7. The loss function 𝑙 (·) satisfies the following properties:
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(1) There exists 𝐿𝑙 ≥ 0 such that |𝑙 ′ (𝑡) − 𝑙 ′ (𝑡 ′) | ≤ 𝐿𝑙 |𝑡 − 𝑡 ′ |, ∀𝑡, 𝑡 ′ ∈ R.
(2) 𝑙 ′ (·) is non-decreasing, 𝑙 ′ (0) = 0 and there exists 𝑎𝑙 > 0 such that |𝑙 ′ (𝑡) | ≤ 𝑎𝑙 , ∀𝑡 ∈ R.
(3) There exist Δ𝑙 , 𝜇𝑙 > 0 such that for all 𝑡, 𝑡 ′ ∈ {𝑡 ∈ R : |𝑡 | ≤ Δ𝑙 } and 𝑡 ≥ 𝑡 ′,

𝑙 ′ (𝑡) − 𝑙 ′ (𝑡 ′) ≥ 𝜇𝑙 (𝑡 − 𝑡 ′).

By Assumption 7, our analysis focuses on a class of loss functions that are both locally strongly

convex and exhibit linear growth. Notably, this class cover many widely-used robust loss functions,

including the Huber loss [31], pseudo-Huber loss [29], and log-cosh loss [63].

Lastly, we impose an additional assumption that the corrupted noise term 𝜖 + 𝑠 has a strictly
positive probability mass within the strongly convex region of the loss function 𝑙 (·).

Assumption 8. There exists Δ𝜖,𝑠 < Δ𝑙 such that P( |𝜖 + 𝑠 | ≤ Δ𝜖,𝑠 ) > 0.

A few remarks are in order. Assumption 8 is satisfied when 𝑃 (𝑠 ≠ 0) < 1 and the noise 𝜖 follows

a continuous distribution, which is common in robust regression setting [6, 17, 55]. Furthermore,

by defining 𝜂 = P( |𝜖 + 𝑠 | ≥ Δ𝑙 ), we note that Assumption 8 holds if and only if 𝜂 < 1. Here we call

𝜂 as the effective outlier proportion as defined in [55].

It is clear that the online robust regression update (11) can be cast as an SGD update as in (2),

𝜃𝑛+1 = 𝜃𝑛 − 𝛼𝑛
(
∇𝑓reg (𝜃𝑛) +𝑤reg,𝑛 (𝜃𝑛)

)
,

where the noise sequence {𝑤reg,𝑛 (𝜃 )}𝑛≥0

i.i.d.∼ 𝑤reg (𝜃 ) = −∇𝑓reg (𝜃 ) − 𝑙 ′ (𝑦 − 𝑥𝑇𝜃 )𝑥 .

5.2 Main Results for Online Robust Regression
We verify that the population-level gradient ∇𝑓reg (𝜃 ) and the noise term𝑤reg (·) satisfy the assump-

tions required for the main results in Section 4, as stated in the following theorem.

Theorem 5. Under Assumptions 6–8, the online robust regression update (11) can be reformulated
as a sub–quadratic SGD satisfying Assumptions 1–5. Specifically, Assumptions 1–5 hold with 𝐿 =

𝐿𝑙E[∥𝑥 ∥2], 𝜇 =
𝜇𝑙
2
P( |𝜖 + 𝑠 | ≤ Δ𝜖,𝑠 ), 𝑎 = 𝑎𝑙E[∥𝑥 ∥], 𝑏 ∈ O( 1

E[ ∥𝑥 ∥4 ] ),Δ =
Δ𝑙−Δ𝜖,𝑠

𝜎𝑥 ln(8E[ ∥𝑥 ∥4 ] ) , 𝑘 = 1, 𝑐𝑤 =

2𝐿𝜏
√︁
E[∥𝑥 ∥4] and 𝑟 = 𝜇𝑙

4
P( |𝜖 + 𝑠 | ≤ Δ𝜖,𝑠 ).

The proof of Theorem 5 is provided in Appendix H. We highlight that verifying the last condition

of Assumption 2 (i.e., ⟨𝜃 −𝜃 ∗
reg
,∇𝑓reg (𝜃 )⟩ ≥ 𝑏∥𝜃 −𝜃 ∗reg

∥ when ∥𝜃 −𝜃 ∗
reg

∥ ≥ Δ) is the most challenging

part and the proof can be outlined in the following three main steps:

(1) Prove that ⟨𝜃 − 𝜃 ∗
reg
,∇𝑓reg (𝜃 )⟩ > 0 for all 𝜃 ≠ 𝜃 ∗

reg
.

(2) Show that there exist 𝑏′ > 0 and Δ′ ≫ Δ such that ⟨𝜃 − 𝜃 ∗
reg
,∇𝑓reg (𝜃 )⟩ ≥ 𝑏′∥𝜃 − 𝜃 ∗

reg
∥ when

∥𝜃 − 𝜃 ∗
reg

∥ ≥ Δ′ .
(3) By step (1), we have min𝜃 ∈R𝑑 :Δ≤∥𝜃−𝜃 ∗

reg
∥≤Δ′ ⟨𝜃 − 𝜃 ∗

reg
,∇𝑓reg (𝜃 )⟩ > 0. Then, there always exists

𝑏 = min

{
𝑏′,

min𝜃 ∈R𝑑 :Δ≤∥𝜃−𝜃 ∗
reg

∥≤Δ′ ⟨𝜃 − 𝜃 ∗
reg
,∇𝑓reg (𝜃 )⟩

Δ′

}
> 0

such that ⟨𝜃 − 𝜃 ∗
reg
,∇𝑓reg (𝜃 )⟩ ≥ 𝑏∥𝜃 − 𝜃 ∗reg

∥ when ∥𝜃 − 𝜃 ∗
reg

∥ ≥ Δ.

Building upon Theorem 5, we investigate the main results from Section 4 in the context of online

robust regression (11), as presented in the following corollaries.

Corollary 2 (Moment bounds). Consider the dynamic (11) under Assumptions 6–8. We have:
(1) When 𝛼𝑛 ≡ 𝛼 , ∀𝑝 ∈ N, there exists 𝛼reg,𝑝 ≥ 0 such that when 𝛼 ≤ 𝛼reg,𝑝 , we have

E[∥𝜃𝑛 − 𝜃 ∗reg
∥2𝑝+2] ≤

2(Δ𝑙 − Δ𝜖,𝑠 )2𝑉1,2𝑝 (𝜃0)
𝑒𝜎2

𝑥 ln
2 (8E[∥𝑥 ∥4])

· (1 − 𝛼𝜇reg,2𝑝 )𝑛 + 𝛼𝑝+1𝑑reg,2𝑝 ,∀𝜃0 ∈ R𝑑 , 𝑛 ≥ −𝑝 ln(𝛼)
𝛼𝜇reg,0

.
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(2) When 𝛼𝑛 = 𝜄
𝑛+𝜅 with 𝜄 > 1/𝜇reg,0, there exist 𝜅𝜄 > 0 such that when we choose 𝜅 ≥ 𝜅𝜄 , for all

𝑛 ≥ 0 and 𝜃0 ∈ R𝑑 , we have

E[∥𝜃𝑛 − 𝜃 ∗reg
∥2] ≤ 2(Δ𝑙 − Δ𝜖,𝑠 )2𝑉1,0 (𝜃0)

𝑒𝜎2

𝑥 ln
2 (8E[∥𝑥 ∥4])

( 𝜅

𝑛 + 𝜅 )
𝜄𝜇reg,0 +

8𝑒𝜄2 (Δ𝑙 − Δ𝜖,𝑠 )2𝑐′
1,0

(𝜄𝜇reg,0 − 1)𝑒𝜎2

𝑥 ln
2 (8E[∥𝑥 ∥4])

· 1

𝑛 + 𝜅 .

(3) When 𝛼𝑛 = 𝜄

(𝑛+𝜅 )𝜉 with 𝜉 ∈ (0, 1), for all 𝑛 ≥ 0 and 𝜃0 ∈ R𝑑 ,

E[∥𝜃𝑛 − 𝜃 ∗reg
∥2] ≤ 2(Δ𝑙 − Δ𝜖,𝑠 )2𝑉1,0 (𝜃0)

𝑒𝜎2

𝑥 ln
2 (8E[∥𝑥 ∥4])

exp

(
−
𝜇reg,0𝜄

1 − 𝜉
(
(𝑛 + 𝜅)1−𝜉 − 𝜅1−𝜉 ) )

+
4𝜄 (Δ𝑙 − Δ𝜖,𝑠 )2𝑐′

1,0

𝜇reg,0𝑒𝜎
2

𝑥 ln
2 (8E[∥𝑥 ∥4])

· 1

(𝑛 + 𝜅)𝜉
.

(4) When 𝛼𝑛 = 𝜄

𝑛𝜉
with 𝜉 ∈ [1/2, 1), if 𝑙 (·) is twice differntiable, for all 𝑛 ≥ 0 and 𝜃0 ∈ R𝑑 ,

E[∥ ˆ𝜃𝑛 − 𝜃 ∗reg
∥2] ≤ 𝑑E[𝑙 ′ (𝜖 + 𝑠)2]

𝑛E[𝑙 ′′ (𝜖 + 𝑠)]2
+ O

(
1

𝑛 (𝜉+1/2)∧(2−𝜉 )

)
,

where 𝑑E[𝑙 ′ (𝜖+𝑠 )2 ]
𝑛E[𝑙 ′′ (𝜖+𝑠 ) ]2

is the CRLB of robust regression with loss function 𝑙 (·) and a sample size 𝑛.

Here 𝜇reg,2𝑝 ∈ O(𝜇𝑙 (1 − 𝜂) (1 + 𝑝)), 𝑉1,2𝑝 (·) is defined in equation (9), 𝑐′
1,0 is defined in Proposition 1

and 𝑑reg,2𝑝 is a constant not depending on 𝛼 .

The first three statements in Corollary 2 on the moment bounds of raw iterates 𝜃𝑛 follow

directly from Theorems 1, 2, and 5. The last statement on the mean-square error of the averaged

iterate
ˆ𝜃𝑛 is obtained by using Propositions 1 and 2, along with the verification of Assumption

𝐻𝑆 introduced in [24]. To the best of our knowledge, statements (1)–(3) provide the first results

on non-asymptotic higher moment bounds under constant stepsizes and second moment bounds

under general diminishing stepsizes for online robust regression. Additionally, by the definition of

𝜇reg,2𝑝 , we conclude that the larger the effective outlier proportion 𝜂 is, the slower the algorithm (11)

converges, which aligns with the intuition that the more dispersed the distribution of outliers, the

more difficult it is for the algorithm to converge. Proof of Corollary 2 are provided in Appendix L.

It is worth pointing out that the last statement of Corollary 2 combined with Assumption 7 allows

us to derive the upper bound E[∥ ˆ𝜃𝑛 − 𝜃 ∗reg
∥2] ∈ O( 𝑑

𝑛 (1−𝜂̃ )2
). This is because 𝑙 ′ is non-decreasing,

|𝑙 ′ | < ∞ and |𝑙 ′′ (𝑥) | ≥ 𝜇𝑙 when 𝑙
′′ (·) exists and |𝑥 | ≤ Δ𝑙 . This bound is consistent with the

convergence rate reported in [55] for a more restrictive setting.

Corollary 3 (Weak Convergence, Central Limit Theorem and Bias Characterization).

Consider the dynamic (11) under Assumptions 6–8 and 𝛼𝑛 ≡ 𝛼 . We have the following:

(1) There exists 𝛼reg > 0 such that when 𝛼 ≤ 𝛼reg, there exists a unique limit random variable 𝜃 (𝛼 )∞
such that ∀𝜃0 ∈ R𝑑 ,

𝑊1 (L(𝜃𝑛),L(𝜃 (𝛼 )∞ )) ≤ (Δ𝑙 − Δ𝜖,𝑠 ) (𝑉1,0 (𝜃0) + 2)
√
𝑒𝜎𝑥 ln(8E[∥𝑥 ∥4])

(1 − 𝜌)𝑛, ∀𝑛 ≥ 0,

where 𝜌 ∈ Θ(𝛼) and L(𝜃 (𝛼 )∞ ) is also the stationary distribution of the Markov chain {𝜃𝑛}𝑛≥0.
(2) For L(𝜃 (𝛼 )∞ )-almost every point 𝜃0 ∈ R𝑑 , we have the CLT as stated in Theorem 4.
(3) If the regression function 𝑙 (·) is three times differentiable, we have

E[𝜃 (𝛼 )∞ ] = 𝜃 ∗
reg

+ 𝛼𝐵 + O(𝛼3/2), with 𝐵 = −1

2

E[𝑙 ′′′ (𝜖 + 𝑠)]E[𝑙 ′ (𝜖 + 𝑠)2]E[𝑥 ∥𝑥 ∥2]/E[𝑙 ′′ (𝜖 + 𝑠)]2.
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Notably, Corollary 3 provides the first Markov chain analysis of constant stepsize online robust

regression. In particular, the weak convergence and CLT results could be potentially leveraged for

statistical inference tasks, such as constructing confidence intervals. The final statement ensures

that we can apply Richardson–Romberg extrapolation technique, as discussed under Corollary 1, to

construct iterates that not only converge geometrically but also achieve a reduced bias. Corollary 3

follows directly from Theorems 3–5 and Corollary 1. Therefore, we omit the proof of Corollary 3.

6 APPLICATION TO ONLINE QUANTILE REGRESSION
In this section, we apply our main results in Section 4.1 to the context of online quantile regression.

6.1 Model Setup
For a given 𝜏 ∈ (0, 1), we assume that we have access to i.i.d. data sequence {𝑥𝑛, 𝑦𝑛}𝑛≥0 from the

following classical quantile regression model [11]

𝑦 = 𝑥𝑇𝜃 ∗𝜏 + 𝜖, (12)

where the covariate 𝑥 is a random variable supported on Ω𝑥 ⊆ R𝑑 and the error 𝜖 ∈ R satisfies

P(𝜖 ≤ 0 | 𝑥) = 𝜏, ∀𝑥 ∈ Ω𝑥 ,

which implies that 𝑥𝑇𝜃 ∗𝜏 is the 𝜏–quantile of 𝑦 conditioned on 𝑥 .

We denote 𝐹𝑥 (·) to be the cumulative distribution function (CDF) of 𝜖 given x. Consequently, we

have 𝐹𝑥 (0) = 𝜏 for all 𝑥 ∈ Ω𝑥 . We focus on the setting where the covariate 𝑥 and the conditional

CDF 𝐹𝑥 (·) satisfies the following assumption.

Assumption 9. The covariate 𝑥 and the conditional cumulative distribution function 𝐹𝑥 (·) satisfy
the following properties:
(1) E[𝑥𝑥𝑇 ] = 𝐼𝑑 and ∥𝑥 ∥ is 𝜎𝑥–sub–exponential.
(2) There exists 𝐿𝜏 ≥ 0 such that for all 𝑡, 𝑡 ′ ∈ R, |𝐹𝑥 (𝑡) − 𝐹𝑥 (𝑡 ′) | ≤ 𝐿𝜏 |𝑡 − 𝑡 ′ |, ∀𝑥 ∈ Ω𝑥 .
(3) There exist Δ𝜏 , 𝜇𝜏 > 0 such that for all 𝑡, 𝑡 ′ ∈ {𝑡 ∈ R : |𝑡 | ≤ Δ𝜏 } and 𝑡 ≥ 𝑡 ′,

𝐹𝑥 (𝑡) − 𝐹𝑥 (𝑡 ′) ≥ 𝜇𝜏 (𝑡 − 𝑡 ′), ∀𝑥 ∈ R𝑑 .

Similar to the robust regression setting in Section 5, here we assume 𝑥 to be isotropically dis-

tributed (i.e. E[𝑥𝑥𝑇 ] = 𝐼𝑑 ) for the ease of exposition and it is easy to generalize E[𝑥𝑥𝑇 ] to be

positive definite. We note that Assumption 9-(1) is common in classical quantile regression, while

previous work further assumes ∥𝑥 ∥ is either bounded [22] or sub–Gaussian [11, 64]. In contrast, we

only require ∥𝑥 ∥ to be sub–exponential. Assumption 9–(2) requires 𝐹𝑥 (·) being uniformly Lipschitz

continuous for all 𝑥 ∈ Ω𝑥 . Previous work [22, 36, 64, 69] further assumes the existence and conti-

nuity of conditional density function 𝑝𝑥 (·) of 𝐹𝑥 (·) with respect to the Lebesgue measure and the

uniformly boundness of 𝑝𝑥 (·), which implies Assumption 9–(2). The last condition guarantees the

uniformly strong monotonicity of 𝐹𝑥 (·) in a neighborhood of 0. Such a locally strong monotonicity

condition is also standard [22, 36, 64, 69] and can be easily verified if the density 𝑝𝑥 (·) is uniformly

lower bounded by a positive constant within a neighborhood of 0. Notably, when Assumption 9

holds, 0 is the unique point such that 𝐹𝑥 (0) = 𝜏 for all 𝑥 ∈ Ω𝑥 .
Importantly, thanks to our proposed piecewise Lyapunov functions (8) and (9), Assumption 9

does not require the continuity of the conditional density function 𝑝𝑥 (·). This flexibility allows

for many conditional distributions of 𝜖 whose support is bounded and whose density 𝑝𝑥 (·) may

be discontinuous at the support boundaries. Another example is a mixture of a continuous dis-

tribution and a point mass, commonly observed in applications such as survival analysis [39],

econometrics [70], or insurance modeling [40]. In such cases, the density is discontinuous at the
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point mass. In contrast to our Assumption 9, most prior work relies on the continuity of 𝑝𝑥 (·), and
some work [16, 64] further assumes that 𝜖 has a finite first moment.

The online quantile regression update [64] is expressed as:

𝜃𝑛+1 = 𝜃𝑛 − 𝛼𝑛 (1{𝑦𝑛−𝑥𝑇𝑛 𝜃𝑛≤0} − 𝜏)𝑥𝑛 . (13)

We define the population-level gradient ∇𝑓𝜏 (𝜃 ) := E[(1{𝑦−𝑥𝑇 𝜃≤0} − 𝜏)𝑥]. After taking the condi-
tional expectation over 𝜖 given 𝑥 , by model (12), we have

∇𝑓𝜏 (𝜃 ) = E[E[(1{𝑦−𝑥𝑇 𝜃≤0} − 𝜏)𝑥 |𝑥]] = E[(𝐹𝑥 (𝑥𝑇𝜃 − 𝑥𝑇𝜃 ∗𝜏 ) − 𝜏)𝑥] .
It is easy to verify that ∇𝑓𝜏 (𝜃 ∗𝜏 ) = 0 and we can further reinterpret (13) as a SGD update as in (2)

with the noise sequence {𝑤𝜏,𝑛 (𝜃 )}𝑛≥0

i.i.d.∼ 𝑤𝜏 (𝜃 ) = (1{𝑦−𝑥𝑇 𝜃≤0} − 𝜏)𝑥 − ∇𝑓𝜏 (𝜃 ).
We note that when 𝑥 ≡ 1, the update equation (13) simplifies to the recursive quantile estimation

[16]. Consequently, our results in Section 6.2 also apply to the recursive quantile estimation setting.

6.2 Main Results for OnlineQuantile Regression
We verify that the population-level gradient ∇𝑓𝜏 (·) and the noise term𝑤𝜏 (·) satisfy the assumptions

required for the main results in Section 4.1, as stated in the following theorem.

Theorem 6. Under Assumption 9, the online quantile regression update (13) can be reformulated
as a sub–quadratic SGD satisfying Assumptions 1–3. Specifically, Assumptions 1–3 hold with with
𝐿 = 𝐿𝜏E[∥𝑥 ∥2], 𝜇 = 𝜇𝜏/2, 𝑎 = (1 + 𝜏)E[∥𝑥 ∥], 𝑏 ∈ O(1/E[∥𝑥 ∥4]),Δ =

Δ𝜏

𝜎𝑥 ln(8E[ ∥𝑥 ∥4 ] ) and 𝑘 = 1.

The proof of Theorem 6 is in Appendix J. Since the update (13) is not smooth with respect to 𝜃 ,

it is unclear whether constant stepsize online quantile regression exhibits weak convergence; we

discuss why this may not hold in Appendix K. Nonetheless, building on Theorem 6, we extend the

main results from Section 4.1 to online quantile regression (13), as shown in the following corollary.

Corollary 4 (Moment bounds). Consider the dynamic (13) under Assumption 9. We then have:
(1) When 𝛼𝑛 ≡ 𝛼 , ∀𝑝 ∈ N, there exists 𝛼𝜏,𝑝 ≥ 0 such that when 𝛼 ≤ 𝛼𝜏,𝑝 ,

E[∥𝜃𝑛 − 𝜃 ∗𝜏 ∥2𝑝+2] ≤
2Δ2

𝜏𝑉1,2𝑝 (𝜃0)
𝑒𝜎2

𝑥 ln(8E[∥𝑥 ∥4])2

· (1 − 𝛼𝜇𝜏,2𝑝 )𝑛 + 𝛼𝑝+1𝑑𝜏,2𝑝 , ∀𝑛 ≥ −𝑝 ln(𝛼)
𝛼𝜇𝜏,0

.

(2) When 𝛼𝑛 = 𝜄
𝑛+𝜅 with 𝜄 > 1/𝜇𝜏,0, there exist 𝜅𝜄 > 0 such that when we choose 𝜅 ≥ 𝜅𝜄 , for all

𝑛 ≥ 0 and 𝜃0 ∈ R𝑑 ,

E[∥𝜃𝑛 − 𝜃 ∗𝜏 ∥2] ≤
2Δ2

𝜏𝑉1,0 (𝜃0)
𝑒𝜎2

𝑥 ln(8E[∥𝑥 ∥4])2

( 𝜅

𝑛 + 𝜅 )
𝜄𝜇𝜏,0 +

8𝑒𝜄2Δ2

𝜏𝑐
′
1,0

(𝜄𝜇𝜏,0 − 1)𝑒𝜎2

𝑥 ln(8E[∥𝑥 ∥4])2

· 1

𝑛 + 𝜅 .

(3) When 𝛼𝑛 = 𝜄

(𝑛+𝜅 )𝜉 with 𝜉 ∈ (0, 1), for all 𝑛 ≥ 0 and 𝜃0 ∈ R𝑑 ,

E[∥𝜃𝑛 − 𝜃 ∗𝜏 ∥2] ≤
2Δ2

𝜏𝑉1,0 (𝜃0)
𝑒𝜎2

𝑥 ln(8E[∥𝑥 ∥4])2

exp

(
− 𝜇𝜏,0𝜄

1 − 𝜉
(
(𝑛 + 𝜅)1−𝜉 − 𝜅1−𝜉 ) )

+
4𝜄Δ2

𝜏𝑐
′
1,0

𝜇𝜏,0𝑒𝜎
2

𝑥 ln(8E[∥𝑥 ∥4])2

· 1

(𝑛 + 𝜅)𝜉
.

(4) When 𝛼𝑛 = 𝜄

𝑛𝜉
with 𝜉 ∈ [1/2, 1), if the conditional density 𝑝𝑥 (·) is continuous, for all 𝑛 ≥ 0 and

𝜃0 ∈ R𝑑 ,

E[∥ ˆ𝜃𝑛 − 𝜃 ∗𝜏 ∥2] ≤ 𝜏 (1 − 𝜏) Tr(E[𝑝𝑥 (0)𝑥𝑥𝑇 ]−1 · E[𝑝𝑥 (0)𝑥𝑥𝑇 ]−1)
𝑛

+ O
(

1

𝑛 (𝜉+1/2)∧(2−𝜉 )

)
,

where the first term is the CRLB of quantile regression with a sample size 𝑛.
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Here 𝜇𝜏,2𝑝 ∈ O(𝜇𝜏 (1 + 𝑝)/2), 𝑉1,2𝑝 (·) is defined in equation (9), 𝑐′
1,0 is defined in Proposition 1 and

𝑑𝜏,2𝑝 is a constant not depending on 𝛼 .

To our best knowledge, only statement (2) of Corollary 4 has been established in recent work

[64] under the assumption that the covariate 𝑥 is Gaussian distributed. Through Corollary 4, we

provide a more complete analysis of online quantile regression under different stepsizes and weaker

assumptions. By the definition of 𝜇𝜏,2𝑝 and the first three statements, we conclude that if the

conditional CDF 𝐹𝑥 is flatter around 0, 𝜇𝜏 would be smaller and leads to a slower convergence

rate under both constant and diminishing stepsizes. Notably, statement (4) is the first result on
the convergence of the averaged iterates with a convergence rate that meets the CRLB for online

quantile regression. Under Assumption 9, we can further lower bound 𝑝𝑥 (0) by 𝜇𝜏 , yielding

E[∥ ˆ𝜃𝑛 − 𝜃 ∗𝜏 ∥2] ∈ O
(𝑑𝜏 (1 − 𝜏)

𝑛𝜇2

𝜏

)
.

We also note that, [16] considered recursive quantile estimation, a special instance of quantile

regression, and established statement (4) by requiring 𝜖 to have a finite second moment. In this

work, when considering recursive quantile estimation (𝑥 ≡ 1), by defining 𝑝1 (0) as the density of 𝜖

at 0, we obtain E[( ˆ𝜃𝑛 − 𝜃 ∗𝜏 )2] ∈ O
(
𝜏 (1−𝜏 )
𝑛𝑝1 (0)2

)
, which aligns with the results in [16], but we require a

weak assumption on the error 𝜖. Proof of Corollary 4 is provided in Appendix L.

7 NUMERICAL EXPERIMENTS
In this section, we present numerical experiments for both online robust regression, as defined in

equation (11), and online quantile regression, as defined in equation (13).

For online robust regression, we consider the model 𝑦 = 𝑥𝜃 ∗
reg

+ 𝜖 + 𝑠 , where P(𝑥 = 3) = 0.25,

P(𝑥 = −1) = 0.75, 𝜃 ∗
reg

= 0, 𝜖 follows a Student’s 𝑡-distribution 𝑡𝜈 with degrees of freedom 𝜈 = 1.1,

and 𝑠 = 0.01. The loss function uses the pseudo-Huber loss 𝑙 (𝑡) =
√

1 + 𝑡2 − 1.

For online quantile regression, we consider the model 𝑦 = 𝑥𝜃 ∗𝜏 + 𝜖 , where 𝑥 ∼ N(0, 1), 𝜃 ∗𝜏 = 0,

and 𝜖 ∼ Cauchy(−1, 1). Consequently, for all 𝑥 ∈ R, we have P(𝑦 ≤ 0 | 𝑥) = P(𝜖 ≤ 0) = 0.75, and

we perform online quantile regression with 𝜏 = 0.75.

First, we run both algorithms with diminishing stepsizes 𝛼𝑛 = 1/𝑛𝜉 and 𝜉 ∈ {0.4, 0.6, 0.8} and an

identical initial point 𝜃0 = 40. For both online robust regression and online quantile regression, we

perform 10
10
iterations. We plot the error |𝜃𝑛 − 𝜃 ∗ | for both algorithms (where 𝜃 ∗ denotes 𝜃 ∗

reg
or 𝜃 ∗𝜏

in the corresponding settings), as shown in Figures 1a and 1c. We observe that for all diminishing

stepsizes, both algorithms converge, and converge more rapidly after 10
8
iterations when using a

larger 𝜉 . Additionally, we smooth the last iterates using a sliding window median, approximate it

with a linear function, and calculate the slope, as depicted in Figures 1b and 1d. For both algorithms,

the convergence rate of |𝜃𝑛 − 𝜃 ∗ | is approximately 𝜉/2, which aligns with Corollaries 2–(3) and

4–(3) for the online robust regression and online quantile regression, respectively.

For online robust regression, we also conducted experiments with constant stepsizes to verify our

Markov chain results presented in Corollary 3. Our first experiment demonstrates the asymptotic

normality of the averaged iterates of online robust regression. Using the same model as before,

we consider different initializations 𝜃0, various numbers of iterations 𝑛, and different stepsizes

𝛼 = 0.4 and 𝛼 ′ = 0.42. We plot the density of 𝑛−1/2𝑆𝑛 (𝜙) = 𝑛−1/2
∑𝑛
𝑘=1

𝜙 (𝜃𝑘 ) with the test function

𝜙 (𝜃𝑘 ) = |𝜃𝑘 − 𝜃 ∗reg
| over 4000 Monte Carlo runs.

Figure 2a shows the effect of different initializations (represented by the blue and orange curves)

on the normality of the distribution after a moderate number of iterations, specifically 𝑛 = 10
2
. We

note that the influence of the initialization diminishes over time, as evident in Figure 2b, where

the distribution converges towards a Gaussian form. Additionally, Figure 2c illustrates the impact
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(a) Online robust regres-
sion error

(b) Smoothed online ro-
bust regression error

(c) Online quantile regres-
sion error

(d) Smoothed online
quantile regression error

Fig. 1. Convergence with different diminishing stepsizes and the convergence rate

(a) Different initializations with
the same stepsize. Run a small
number (10

2) of iterations.

(b) Different initializations with
the same stepsize. Run a large
number (10

5) of iterations.

(c) Different stepsizes with the
same initialization. Run a large
number (10

5) of iterations.

Fig. 2. Asymptotic Normality for online robust regression

of different stepsizes on normality. In particular, using a larger step size 𝛼 (shown by the orange

curve) leads to a larger mean value, i.e., larger bias. These findings are consistent with Corollary 3.

Our next experiment demonstrates the existence of the asymptotic bias E[𝜃 (𝛼 )∞ ] − 𝜃 ∗
reg

and the

bias characterization stated in Corollary 3–(3). In this part of experiment, we additionally consider

another model with different covariate 𝑥 ∼ N(0, 1). For these two models, we run algorithm (11)

for 10
10
iterations with constant stepsizes 𝛼 ∈ {0.2, 0.4, 0.8} and diminishing stepsizes 𝛼𝑛 = 1/𝑛𝜉

with 𝜉 ∈ {0.75, 0.9}. Furthermore, as frequently studied in previous works [33, 34, 75], we also

consider the tail-averaged (TA) iterates
¯𝜃
(𝛼 )
𝑛 = 1

𝑛

∑𝑛−1

𝑘=0
𝜃
(𝛼 )
𝑘

, where the superscript (𝛼) denotes the
iterates driven by using the constant stepsize 𝛼, as well as Richardson-Romberg (RR) Extrapolated

iterates
˜𝜃
(𝛼 )
𝑛 = 2

¯𝜃
(𝛼 )
𝑛 − ¯𝜃

(2𝛼 )
𝑛 . We plot the error of | ¯𝜃 (𝛼 )𝑛 −𝜃 ∗

reg
| and | ˜𝜃

(𝛼 )
𝑛 −𝜃 ∗

reg
| for constant stepsizes

and the error of |𝜃𝑛 − 𝜃 ∗reg
| for diminishing stepsizes.

Figures 3a and 3b show that using constant stepsizes enables faster convergence for TA iterates

compared to diminishing stepsizes, with larger constant stepsizes converging faster. Notably,

diminishing stepsizes with a large 𝜉 = 0.9 result in slow initial convergence, as observed in the

first 10
10
iterations of Figures 3a and 3b. When 𝑥 is asymmetric, E[𝑥 |𝑥 |2] ≠ 0, leading to a nonzero

bias term 𝛼𝐵 in Corollary 3–(3). In Figure 3a, RR-extrapolated iterates further reduce this bias for

the first model (P(𝑥 = 3) = 0.25 and P(𝑥 = −1) = 0.75), aligning with Corollary 3. Conversely–(3),

when 𝑥 is symmetric, the leading term in the bias vanishes (with coefficient 𝐵 = 0). As shown in

Figure 3b, TA and RR iterates induces similar errors without improvement from RR extrapolation.

In our last set of experiment, we investigate how the model parameters affect the error. For online

robust regression, we run the algorithms with a constant stepsize 𝛼 = 0.4 for 10
8
iterations. We
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(a) Non-symmetric covariate 𝑥 (b) Symmetric covariate 𝑥

Fig. 3. Error of TA and RR-extrapolated iterates using constant stepsize comparing with the error of raw
iterates using diminishing stepsize for online robust regression

consider different noise 𝜖 ∈ {𝑡1.1, 30× 𝑡1.1, 100× 𝑡1.1}, where 𝑡1.1 denotes the Student’s t-distribution
𝑡𝜈 with degrees of freedom 𝜈 = 1.1, and different corruption levels 𝑠 ∈ {0.01, 1, 2}, and evaluate the

error of the averaged iterates

�� ¯𝜃 (𝛼 )𝑛 − 𝜃 ∗
reg

��
. Figures 4a and 4b show that with a noise distribution

more concentrated near zero and a lower corruption level, online robust regression converges faster.

This result is consistent with Corollary 2–(1), which indicates that a more centered noise and lower

corruption level reduce the effective outlier proportion 𝜂, thereby increasing 𝜇reg,2𝑝 . Figures 4a

and 4b also suggest that a more centered noise and lower corruption reduce bias. We note that

this relationship cannot be directly inferred from Corollary 3–(3), as the leading term of the bias

has a complicated form, making it unclear how noise and corruption levels jointly influence the

bias. For online quantile regression, we use a diminishing stepsize 𝛼𝑛 = 1/𝑛0.5
over 10

8
iterations

and consider 𝜖 ∼ Cauchy(−𝑧, 𝑧) with 𝑧 ∈ {0.1, 50, 100}. By setting different values of 𝑧, we ensure

P(𝜖 ≤ 0) = 0.75 and 𝑝𝑥 (0) = 1

2𝜋𝑧
. We then plot the error of the averaged iterates

�� ˆ𝜃𝑛 − 𝜃 ∗𝜏 ��. Figure 4c
shows that with smaller 𝑧—where the conditional CDF 𝐹𝑥 sharpens around zero— online quantile

regression converges faster, as discussed under Corollary 4. This observation supports the result

E
[
( ˆ𝜃𝑛 − 𝜃 ∗𝜏 )2

]
∈ O

( 𝜏 (1−𝜏 )
𝑛𝑝1 (0)2

)
, which follows directly from Corollary 4–(4).

(a) Robust regression with differ-
ent noise and fixed corruption
𝑠 = 0

(b) Robust regression with differ-
ent corruption and fixed noise
𝜖 ∼ 𝑡1.1

(c) Quantile regression with dif-
ferent density

Fig. 4. Online robust regression and quantile regression with different model parameters
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8 CONCLUSION
In this paper, we study sub–quadratic stochastic gradient descent (SGD) algorithms where the

objective function is locally strongly convex with sub–quadratic tails. We introduce a piecewise

Lyapunov function that effectively captures the behavior of sub–quadratic SGD, allowing us to

relax previous assumptions on the objective function and noise. Utilizing this Lyapunov function,

we provide a finer analysis of sub–quadratic SGD, including moment bounds with general stepsizes

and results on weak convergence and bias characterization with constant stepsizes. We apply

our results to online robust and quantile regression. For online robust regression, we consider a

general corrupted linear model with sub–exponential covariates and heavy–tailed noise. Given

an effective outlier proportion 𝜂, we show that using diminishing stepsizes and averaged iterates

achieves a convergence rate of O
(

𝑑
𝑛 (1−𝜂̃ )2

)
. We also provide a comprehensive analysis for online

robust regression with constant stepsize. For online quantile regression, we remove the previous

assumption that the conditional density of the noise is continuous everywhere and provide the

first convergence rate that achieves the Cramér-Rao lower bound. One direction of immediate

interest is extending our results to sub-linear SGD is an interesting direction for future work. We

note that our proposed Lyapunov function does not work when 𝑘 < 1, and it is not clear whether

sub-linear SGD exhibits results similar to sub–quadratic SGD. Exploring weak convergence results

for constant stepsize online quantile regression is another interesting future direction.
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A PROOF OF LEMMA 1
In this section, we prove the four properties in Lemma 1.

Polynomial Lower Bound. Define ℎ(·) : [1,∞] → R such that ℎ(𝑥) = exp( 𝑘𝑥2−𝑘

2−𝑘 ) − (1 −
𝑘/2) exp(𝑘/(2 − 𝑘)) − 𝑘 exp(𝑘/(2−𝑘 ) )𝑥2

2
. Then, we have

ℎ′ (𝑥) = 𝑘𝑥1−𝑘
exp(𝑘𝑥

2−𝑘

2 − 𝑘 ) − 𝑘 exp(𝑘/(2 − 𝑘))𝑥 = 𝑘𝑥𝑔(𝑥).

where 𝑔(𝑥) := 𝑥−𝑘 exp( 𝑘𝑥2−𝑘

2−𝑘 ) − exp(𝑘/(2 − 𝑘)).

𝑔′ (𝑥) = −𝑘𝑥−𝑘−1
exp(𝑘𝑥

2−𝑘

2 − 𝑘 ) + 𝑘𝑥1−2𝑘
exp(𝑘𝑥

2−𝑘

2 − 𝑘 )

= −𝑘𝑥−𝑘−1
exp(𝑘𝑥

2−𝑘

2 − 𝑘 ) (1 − 𝑥2−𝑘 ) ≥ 0.

Then, we have 𝑔(𝑥) ≥ 𝑔(1) = 0, ℎ′ (𝑥) ≥ 0 and ℎ(𝑥) ≥ ℎ(1) = 0. Thus, substituting 𝑥 with
∥𝜃−𝜃 ∗ ∥

Δ
when ∥𝜃 − 𝜃 ∗∥ ≥ Δ, we obtain

𝑉𝑘,0 (𝜃 ) ≥
𝑘 exp(𝑘/(2 − 𝑘))∥𝜃 − 𝜃 ∗∥2

2Δ2
when ∥𝜃 − 𝜃 ∗∥ ≥ Δ.

Finally, by the definitions of 𝑉𝑘,0 and 𝑉𝑘,𝑝 , we have 𝑉𝑘,0 (𝜃 ) ≥ 𝑘 exp(𝑘/(2−𝑘 ) ) ∥𝜃−𝜃 ∗ ∥2

2Δ2
and 𝑉𝑘,𝑝 (𝜃 ) ≥

𝑘 exp(𝑘/(2−𝑘 ) ) ∥𝜃−𝜃 ∗ ∥2+𝑝

2Δ2
for all 𝜃 ∈ R𝑑 .

Verifying Twice Differentiability. We first verify that 𝑉𝑘,𝑝 (·) is twice differentiable everywhere
for all 𝑘 ∈ [1, 2) and 𝑝 ≥ 0. When 𝑝 = 0, with the explicit expression of 𝑉𝑘,0, we have 𝑉

′
𝑘,0

(𝜃 ) =
𝑘 exp( 𝑘 ∥𝜃−𝜃

∗ ∥2−𝑘
(2−𝑘 )Δ2−𝑘 )

Δ2−𝑘 ∥𝜃−𝜃 ∗ ∥𝑘 · (𝜃 −𝜃 ∗) when ∥𝜃 −𝜃 ∗∥ > Δ and𝑉 ′
𝑘,0

(𝜃 ) = 𝑘 exp(𝑘/(2−𝑘 ) )
Δ2

· (𝜃 −𝜃 ∗) when ∥𝜃 −𝜃 ∗∥ < Δ.

Because

𝑘 exp( 𝑘 ∥𝜃−𝜃
∗ ∥2−𝑘

(2−𝑘 )Δ2−𝑘 )
Δ2−𝑘 ∥𝜃−𝜃 ∗ ∥𝑘 · (𝜃 − 𝜃 ∗) = 𝑘 exp(𝑘/(2−𝑘 ) )

Δ2
· (𝜃 − 𝜃 ∗) when ∥𝜃 − 𝜃 ∗∥ = Δ, we have 𝑉𝑘,0 to be

differentiable everywhere for all 𝑘 ∈ [1, 2) and

𝑉 ′
𝑘,0

(𝜃 ) =


𝑘 exp( 𝑘 ∥𝜃−𝜃
∗ ∥2−𝑘

(2−𝑘 )Δ2−𝑘 )
Δ2−𝑘 ∥𝜃−𝜃 ∗ ∥𝑘 · (𝜃 − 𝜃 ∗) if |𝜃 − 𝜃 ∗ | > Δ,

𝑘 exp(𝑘/(2−𝑘 ) )
Δ2

· (𝜃 − 𝜃 ∗) if ∥𝜃 − 𝜃 ∗∥ ≤ Δ.
(14)

For the second order derivative, we have 𝑉 ′′
𝑘,0

(𝜃 ) = (1 − Δ2−𝑘

∥𝜃−𝜃 ∗ ∥2−𝑘 ) ·
𝑘2

exp( 𝑘 ∥𝜃−𝜃
∗ ∥2−𝑘

(2−𝑘 )Δ2−𝑘 )
Δ4−2𝑘 ∥𝜃−𝜃 ∗ ∥2𝑘 · (𝜃 − 𝜃 ∗) (𝜃 −

𝜃 ∗)𝑇 +
𝑘 exp( 𝑘 ∥𝜃−𝜃

∗ ∥2−𝑘
(2−𝑘 )Δ2−𝑘 )

Δ2−𝑘 ∥𝜃−𝜃 ∗ ∥𝑘 · 𝐼𝑑 when ∥𝜃 − 𝜃 ∗∥ > Δ and 𝑉 ′′
𝑘,0

(𝜃 ) = 𝑘 exp(𝑘/(2−𝑘 ) )
Δ2

· 𝐼𝑑 when ∥𝜃 − 𝜃 ∗∥ < Δ.

Because (1− Δ2−𝑘

∥𝜃−𝜃 ∗ ∥2−𝑘 ) ·
𝑘2

exp( 𝑘 ∥𝜃−𝜃
∗ ∥2−𝑘

(2−𝑘 )Δ2−𝑘 )
Δ4−2𝑘 ∥𝜃−𝜃 ∗ ∥2𝑘 · (𝜃 −𝜃 ∗) (𝜃 −𝜃 ∗)𝑇 +

𝑘 exp( 𝑘 ∥𝜃−𝜃
∗ ∥2−𝑘

(2−𝑘 )Δ2−𝑘 )
Δ2−𝑘 ∥𝜃−𝜃 ∗ ∥𝑘 · 𝐼𝑑 =

𝑘 exp(𝑘/(2−𝑘 ) )
Δ2

· 𝐼𝑑
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when ∥𝜃 − 𝜃 ∗∥ = Δ, we have 𝑉𝑘,0 to be twice differentiable everywhere for all 𝑘 ∈ [1, 2) and

𝑉 ′′
𝑘,0

(𝜃 ) =
 (1 − Δ2−𝑘

∥𝜃−𝜃 ∗ ∥2−𝑘 ) ·
𝑘2

exp( 𝑘 ∥𝜃−𝜃
∗ ∥2−𝑘

(2−𝑘 )Δ2−𝑘 )
Δ4−2𝑘 ∥𝜃−𝜃 ∗ ∥2𝑘 · (𝜃 − 𝜃 ∗) (𝜃 − 𝜃 ∗)𝑇 +

𝑘 exp( 𝑘 ∥𝜃−𝜃
∗ ∥2−𝑘

(2−𝑘 )Δ2−𝑘 )
Δ2−𝑘 ∥𝜃−𝜃 ∗ ∥𝑘 · 𝐼𝑑 if |𝜃 − 𝜃 ∗ | > Δ,

𝑘 exp(𝑘/(2−𝑘 ) )
Δ2

· 𝐼𝑑 if ∥𝜃 − 𝜃 ∗∥ ≤ Δ.
(15)

To verify that 𝑉𝑘,𝑝 (𝜃 ) is twice differentiable everywhere for all 𝑘 ∈ [1, 2) and 𝑝 ≥ 0, we only need

to verify 𝑉𝑘,𝑝 (𝜃 ) is twice differentiable around 𝜃 ∗ for all 𝑘 ∈ [1, 2) and 𝑝 > 0. When ∥𝜃 − 𝜃 ∗∥ < Δ,

we have 𝑉𝑘,𝑝 (𝜃 ) = 𝑘 exp(𝑘/(2−𝑘 ) ) ∥𝜃−𝜃 ∗ ∥2+𝑝

2Δ2
. Therefore, we have

𝑉 ′
𝑘,𝑝

(𝜃 ) = (2 + 𝑝)𝑘 exp(𝑘/(2 − 𝑘))∥𝜃 − 𝜃 ∗∥𝑝
2Δ2

(𝜃 − 𝜃 ∗),

𝑉 ′′
𝑘,𝑝

(𝜃 ) = (2 + 𝑝)𝑘 exp(𝑘/(2 − 𝑘))
2Δ2

(𝑝 ∥𝜃 − 𝜃 ∗∥𝑝−2 (𝜃 − 𝜃 ∗) (𝜃 − 𝜃 ∗)𝑇 + ∥𝜃 − 𝜃 ∗∥𝑝 𝐼𝑑 ). (16)

When 𝜃 = 𝜃 ∗, we define 𝑉 ′
𝑘,𝑝

(𝜃 ∗) = 0 and 𝑉 ′′
𝑘,𝑝

(𝜃 ∗) = 0 for all 𝑘 ∈ [1, 2) and 𝑝 > 0. Then, we have

proved that 𝑉𝑘,𝑝 (𝜃 ) is twice differentiable everywhere for all 𝑘 ∈ [1, 2) and 𝑝 ≥ 0.

Bounding the second derivative. To bound ∥𝑉 ′′
𝑘,𝑝

(𝜃 )∥, when ∥𝜃 − 𝜃 ∗∥ ≤ Δ, by equation (16), we

have

∥𝑉 ′′
𝑘,𝑝

(𝜃 )∥ ≤ (2 + 𝑝) (𝑝 + 1)𝑘 exp(𝑘/(2 − 𝑘))
2Δ2

∥𝜃 − 𝜃 ∗∥𝑝 .

When ∥𝜃−𝜃 ∗∥ ≥ Δ,we have𝑉𝑘,𝑝 (𝜃 ) = ∥𝜃−𝜃 ∗∥𝑝 exp( 𝑘 ∥𝜃−𝜃
∗ ∥2−𝑘

(2−𝑘 )Δ2−𝑘 )−(1−𝑘/2) exp(𝑘/(2−𝑘))∥𝜃−𝜃 ∗∥𝑝
and

∥𝑉 ′′
𝑘,𝑝

(𝜃 )∥ ≤𝑐′′
𝑘
(1 + 𝑝)2∥𝜃 − 𝜃 ∗∥𝑝+2−2𝑘

exp(𝑘 ∥𝜃 − 𝜃
∗∥2−𝑘

(2 − 𝑘)Δ2−𝑘 ),

where 𝑐′′
𝑘
≥ 0 denotes a universal constant depends only on 𝑘 and Δ.

Therefore, there exist some universal constants 𝑐𝑘 , 𝑐
′
𝑘
≥ 0 that depend only on 𝑘 and Δ such that

∥𝑉 ′′
𝑘,𝑝

(𝜃 )∥ ≤𝑐𝑘 (1 + 𝑝)2∥𝜃 − 𝜃 ∗∥𝑝 exp(𝑘 ∥𝜃 − 𝜃
∗∥2−𝑘

(2 − 𝑘)Δ2−𝑘 )

∥𝑉 ′′
𝑘,𝑝

(𝜃 )∥ ≤𝑐′
𝑘
(1 + 𝑝)2∥𝜃 − 𝜃 ∗∥𝑝+2−2𝑘

exp(𝑘 ∥𝜃 − 𝜃
∗∥2−𝑘

(2 − 𝑘)Δ2−𝑘 ).

Valid Lyapunov Function. When ∥𝜃 − 𝜃 ∗∥ > Δ, we have

⟨𝑉 ′
𝑘,𝑝

(𝜃 ),∇𝑓 (𝜃 )⟩

=

(
(𝑝 ∥𝜃 − 𝜃 ∗∥𝑝−2 + 𝑘 ∥𝜃 − 𝜃

∗∥𝑝−𝑘

Δ2−𝑘 ) exp(𝑘 ∥𝜃 − 𝜃
∗∥2−𝑘

(2 − 𝑘)Δ2−𝑘 ) − 𝑝 (1 − 𝑘/2) exp(𝑘/(2 − 𝑘))∥𝜃 − 𝜃 ∗∥𝑝−2

)
· ⟨𝜃 − 𝜃 ∗,∇𝑓 (𝜃 )⟩

≥𝑘 ∥𝜃 − 𝜃
∗∥𝑝−𝑘

Δ2−𝑘 exp(𝑘 ∥𝜃 − 𝜃
∗∥2−𝑘

(2 − 𝑘)Δ2−𝑘 )⟨𝜃 − 𝜃 ∗,∇𝑓 (𝜃 )⟩

≥𝑏𝑘 ∥𝜃 − 𝜃
∗∥𝑝

Δ2−𝑘 exp(𝑘 ∥𝜃 − 𝜃
∗∥2−𝑘

(2 − 𝑘)Δ2−𝑘 ) ≥ 𝑏𝑘

Δ2−𝑘𝑉𝑘,𝑝 (𝜃 ).

When ∥𝜃 − 𝜃 ∗∥ ≤ Δ, we have

⟨𝑉 ′
𝑘,𝑝

(𝜃 ),∇𝑓 (𝜃 )⟩ = (2 + 𝑝)𝑘 exp(𝑘/(2 − 𝑘))∥𝜃 − 𝜃 ∗∥𝑝
2Δ2

⟨𝜃 − 𝜃 ∗,∇𝑓 (𝜃 )⟩
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≥ 𝜇 (2 + 𝑝)𝑘 exp(𝑘/(2 − 𝑘))∥𝜃 − 𝜃 ∗∥𝑝+2

2Δ2
= 𝜇 (2 + 𝑝)𝑉𝑘,𝑝 (𝜃 ),

thereby completing the proof of the last statement of Lemma 1.

B PROOF OF PROPOSITION 1
To prove Proposition 1, the following lemmas play a crucial role, whose proofs are deferred to

Appendices B.1 and B.2.

Lemma 2. Under Assumptions 1 and 2 with 𝑘 ∈ [1, 2), ∀𝛼 ≥ 0, 𝜃 ∈ R𝑑 , we have

E[𝑉𝑘,𝑝 (𝜃 − 𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 )))] −𝑉𝑘,𝑝 (𝜃 )

≤ − 𝛼 min( 𝑏𝑘

Δ2−𝑘 , , 𝜇 (2 + 𝑝))𝑉𝑘,𝑝 (𝜃 ) + 𝛼
2E[ max

𝑦∈[0,1]
∥𝑉 ′′
𝑘,𝑝

(𝜃 − 𝑦𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 )))∥(∥∇𝑓 (𝜃 )∥2 + ∥𝑤 (𝜃 )∥2)]

Lemma 3. Under Assumptions 1 and 2with𝑘 ∈ [1, 2), when ∥𝜃−𝜃 ∗∥ ≥ Δ and𝛼 ≤ min(2𝑏Δ2−𝑘/𝑎2, 1

2𝑎Δ𝑘−2
),

we have
1

2

∥𝜃 − 𝜃 ∗∥ ≤ ∥𝜃 − 𝜃 ∗ − 𝛼∇𝑓 (𝜃 )∥ ≤ ∥𝜃 − 𝜃 ∗∥ .

In the following, we bound the term E[max𝑦∈[0,1] ∥𝑉 ′′
𝑘,𝑝

(𝜃 − 𝑦𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 )))∥(∥∇𝑓 (𝜃 )∥2 +
∥𝑤 (𝜃 )∥2)] in Lemma 2 for 𝑝 = 0. When ∥𝜃 − 𝜃 ∗∥ > Δ, we have

E[ max

𝑦∈[0,1]
∥𝑉 ′′
𝑘,0

(𝜃 − 𝑦𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 )))∥(∥∇𝑓 (𝜃 )∥2 + ∥𝑤 (𝜃 )∥2)]

=E[ max

𝑦∈[0,1]
∥𝑉 ′′
𝑘,0

(𝜃 − 𝑦𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 )))∥(∥∇𝑓 (𝜃 )∥2 + ∥𝑤 (𝜃 )∥2)1{𝛼 ∥𝑤 (𝜃 ) ∥<∥𝜃−𝜃 ∗ ∥/4}] (17)

+ E[ max

𝑦∈[0,1]
∥𝑉 ′′
𝑘,0

(𝜃 − 𝑦𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 )))∥(∥∇𝑓 (𝜃 )∥2 + ∥𝑤 (𝜃 )∥2)1{𝛼 ∥𝑤 (𝜃 ) ∥≥ ∥𝜃−𝜃 ∗ ∥/4}] . (18)

For term (17), by Lemma 1, we have

(17) ≤𝑐′
𝑘
E
[

max

𝑦∈[0,1]
∥𝜃 − 𝑦𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 ))∥2−2𝑘

exp(𝑘 ∥𝜃 − 𝑦𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 ))∥2−𝑘

(2 − 𝑘)Δ2−𝑘 ) (∥∇𝑓 (𝜃 )∥2 + ∥𝑤 (𝜃 )∥2)

· 1{𝛼 ∥𝑤 (𝜃 ) ∥<∥𝜃−𝜃 ∗ ∥/4}
]

(i)

≤𝑐′
𝑘
4

2𝑘−2E[∥𝜃 − 𝜃 ∗∥2−2𝑘
exp(𝑘 ∥𝜃 − 𝜃

∗∥2−𝑘

(2 − 𝑘)Δ2−𝑘 ) exp(𝛼𝑘 ∥𝑤 (𝜃 )∥2−𝑘

(2 − 𝑘)Δ2−𝑘 ) (∥∇𝑓 (𝜃 )∥2 + ∥𝑤 (𝜃 )∥2)]

(ii)

≤𝑐′
𝑘
4

2𝑘−2
exp(𝑘 ∥𝜃 − 𝜃

∗∥2−𝑘

(2 − 𝑘)Δ2−𝑘 )E[exp(𝛼𝑘 ∥𝑤 (𝜃 )∥2−𝑘

(2 − 𝑘)Δ2−𝑘 ) (𝑎 + ∥𝑤 (𝜃 )∥2Δ2−2𝑘 )]

(iii)

≤ 𝑐′′′
𝑘
𝑉𝑘,0 (𝜃 ),

where (i) follows from the following Lemma 3 (with the proof deferred to Section B.2), (ii) is

established by Assumption 2 and (iii) holds since the noise sequence {𝑤𝑛 (·)}𝑛≥0 is uniformly in

the𝜓2−𝑘−Orlicz space and 𝑐′′′𝑘 is a constant not depending on 𝛼.

For term (18), by Lemma 1, we have

(18) ≤𝑐𝑘E[ max

𝑦∈[0,1]
exp(𝑘 ∥𝜃 − 𝜃

∗ − 𝑦𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 ))∥2−𝑘

(2 − 𝑘)Δ2−𝑘 ) (∥∇𝑓 (𝜃 )∥2 + ∥𝑤 (𝜃 )∥2)1{𝛼 ∥𝑤 (𝜃 ) ∥≥ ∥𝜃−𝜃 ∗ ∥/4}]

(i)

≤𝑐𝑘 exp(𝑘 ∥𝜃 − 𝜃
∗∥2−𝑘

(2 − 𝑘)Δ2−𝑘 )E[exp(𝑘 ∥𝑤 (𝜃 )∥2−𝑘

(2 − 𝑘)Δ2−𝑘 ) (𝑎
2∥𝜃 − 𝜃 ∗∥2𝑘−2 + ∥𝑤 (𝜃 )∥2)1{𝛼 ∥𝑤 (𝜃 ) ∥≥ ∥𝜃−𝜃 ∗ ∥/4}]
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(ii)

≤O(∥𝜃 − 𝜃 ∗∥2𝑘−2
exp(𝑘 ∥𝜃 − 𝜃

∗∥2−𝑘

(2 − 𝑘)Δ2−𝑘 ))P(𝛼 ∥𝑤 (𝜃 )∥ ≥ ∥𝜃 − 𝜃 ∗∥/4)

≤O(∥𝜃 − 𝜃 ∗∥2𝑘−2
exp(𝑘 ∥𝜃 − 𝜃

∗∥2−𝑘

(2 − 𝑘)Δ2−𝑘 ))] · O(exp(− ∥𝜃 − 𝜃 ∗∥2−𝑘

𝛼2−𝑘 )) ∈ O(1)

where (i) follows from Lemma 3 and Assumption 2, (ii) and (iii) holds since the noise sequence

{𝑤𝑛 (·)}𝑛≥0 is uniformly in the𝜓2−𝑘−Orlicz space.
When ∥𝜃 − 𝜃 ∗∥ ≤ Δ, we have

E[ max

𝑦∈[0,1]
∥𝑉 ′′
𝑘,0

(𝜃 − 𝑦𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 )))∥(∥∇𝑓 (𝜃 )∥2 + ∥𝑤 (𝜃 )∥2)]

≤𝑐𝑘E[ max

𝑦∈[0,1]
exp(𝑘 ∥𝜃 − 𝜃

∗ − 𝑦𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 ))∥2−𝑘

(2 − 𝑘)Δ2−𝑘 ) (∥∇𝑓 (𝜃 )∥2 + ∥𝑤 (𝜃 )∥2)] ∈ O(1).

Therefore, there exist 𝛼𝑘 > 0 and a constant 𝑐′
𝑘,0

such that

E[𝑉𝑘,0 (𝜃 − 𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 )))]

≤
(
1 − 𝛼 min( 𝑏𝑘

Δ2−𝑘 , , 𝜇 (2 + 𝑝)) + 𝛼
2𝑐′′′
𝑘

)
𝑉𝑘,0 (𝜃 ) + 𝛼2𝑐′

𝑘,0

≤
(
1 − 𝛼 min( 𝑏𝑘

2Δ2−𝑘 , , 𝜇 (2 + 𝑝)/2)
)
𝑉𝑘,0 (𝜃 ) + 𝛼2𝑐′

𝑘,0
, ∀𝛼 ≤ 𝛼𝑘 ,

thereby completing the proof of Proposition 1.

B.1 Proof of Lemma 2
Given fixed 𝜃 ∈ R𝑑 , by the fact that E[𝑤 (𝜃 )] = 0, we obtain

E[𝑉𝑘,𝑝 (𝜃 − 𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 )))] −𝑉𝑘,𝑝 (𝜃 )

= − 𝛼 ⟨𝑉 ′
𝑘,𝑝

(𝜃 ),∇𝑓 (𝜃 )⟩ + 𝛼2E[
∫

1

0

∫ 𝑥

0

⟨𝑉 ′′
𝑘,𝑝

(𝜃 − 𝑦𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 ))) (∇𝑓 (𝜃 ) +𝑤 (𝜃 )),∇𝑓 (𝜃 ) +𝑤 (𝜃 )⟩d𝑦d𝑥]

≤ − 𝛼 ⟨𝑉 ′
𝑘,𝑝

(𝜃 ),∇𝑓 (𝜃 )⟩ + 𝛼
2

2

E[ max

𝑦∈[0,1]
∥𝑉 ′′
𝑘,𝑝

(𝜃 − 𝑦𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 )))∥∥∇𝑓 (𝜃 ) +𝑤 (𝜃 )∥2]

≤ − 𝛼 ⟨𝑉 ′
𝑘,𝑝

(𝜃 ),∇𝑓 (𝜃 )⟩ + 𝛼2E[ max

𝑦∈[0,1]
∥𝑉 ′′
𝑘,𝑝

(𝜃 − 𝑦𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 )))∥(∥∇𝑓 (𝜃 )∥2 + ∥𝑤 (𝜃 )∥2)]

≤ − 𝛼 min( 𝑏𝑘

Δ2−𝑘 , , 𝜇 (2 + 𝑝))𝑉𝑘,𝑝 (𝜃 ) + 𝛼
2E[ max

𝑦∈[0,1]
∥𝑉 ′′
𝑘,𝑝

(𝜃 − 𝑦𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 )))∥(∥∇𝑓 (𝜃 )∥2 + ∥𝑤 (𝜃 )∥2)],

where the last inequality holds by Lemma 1. Therefore, we finish proving Lemma 2.

B.2 Proof of Lemma 3

∥𝜃 − 𝜃 ∗ − 𝛼∇𝑓 (𝜃 )∥ = (∥𝜃 − 𝜃 ∗∥2 − 2𝛼 ⟨𝜃 − 𝜃 ∗,∇𝑓 (𝜃 )⟩ + 𝛼2∥∇𝑓 (𝜃 )∥2)1/2

≤ (∥𝜃 − 𝜃 ∗∥2 − 2𝛼𝑏∥𝜃 − 𝜃 ∗∥𝑘 + 𝛼2𝑎2∥𝜃 − 𝜃 ∗∥2𝑘−2)1/2,

where the last inequality holds by Assumption 2. When ∥𝜃 − 𝜃 ∗∥ ≥ Δ and 𝛼 ≤ 2𝑏Δ2−𝑘/𝑎2
, we have

2𝛼𝑏∥𝜃 − 𝜃 ∗∥𝑘 ≥ 2𝛼𝑏Δ2−𝑘 ∥𝜃 − 𝜃 ∗∥2𝑘−2 ≥ 𝛼2𝑎2∥𝜃 − 𝜃 ∗∥2𝑘−2.

Therefore, we have

∥𝜃 − 𝜃 ∗ − 𝛼∇𝑓 (𝜃 )∥ ≤ ∥𝜃 − 𝜃 ∗∥.
For the other direction, we have

∥𝜃 − 𝜃 ∗ − 𝛼∇𝑓 (𝜃 )∥ ≥ ∥𝜃 − 𝜃 ∗∥ − 𝛼 ∥∇𝑓 (𝜃 )∥
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≥ ∥𝜃 − 𝜃 ∗∥ − 𝑎𝛼 ∥𝜃 − 𝜃 ∗∥𝑘−1

≥ ∥𝜃 − 𝜃 ∗∥(1 − 𝑎𝛼Δ𝑘−2)

≥ 1

2

∥𝜃 − 𝜃 ∗∥, ∀𝛼 ≤ 1

2𝑎Δ𝑘−2

.

Therefore, we finish proving Lemma 3.

C PROOF OF PROPOSITION 2
Based on Lemma 2, when ∥𝜃 − 𝜃 ∗∥ ≥ Δ and 𝑝 ≥ 2, we have

E[ max

𝑦∈[0,1]
∥𝑉 ′′
𝑘,𝑝

(𝜃 − 𝑦𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 )))∥(∥∇𝑓 (𝜃 )∥2 + ∥𝑤 (𝜃 )∥2)]

(i)

≤𝑐′
𝑘
(1 + 𝑝2)E[ max

𝑦∈[0,1]
∥𝜃 − 𝜃 ∗ − 𝑦𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 ))∥𝑝+2−2𝑘

exp(𝑘 ∥𝜃 − 𝜃
∗ − 𝑦𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 ))∥2−𝑘

(2 − 𝑘)Δ2−𝑘 )

· (∥∇𝑓 (𝜃 )∥2 + ∥𝑤 (𝜃 )∥2)]
(ii)

≤O(exp(𝑘 ∥𝜃 − 𝜃
∗∥2−𝑘

(2 − 𝑘)Δ2−𝑘 ))E[exp(𝑘 ∥𝑤 (𝜃 )∥2−𝑘

(2 − 𝑘)Δ2−𝑘 ) (∥𝜃 − 𝜃
∗∥𝑝+2−2𝑘 + ∥𝑤 (𝜃 )∥𝑝+2−2𝑘 ) (𝑎2∥𝜃 − 𝜃 ∗∥2𝑘−2 + ∥𝑤 (𝜃 )∥2)]

(iii)

∈ O(𝑉𝑘,𝑝 (𝜃 )),

where (i) holds by Lemma 1, (ii) is established by Lemma 3 and (iii) holds by Assumption 3.

When ∥𝜃 − 𝜃 ∗∥ ≤ Δ, we have

E[ max

𝑦∈[0,1]
∥𝑉 ′′
𝑘,𝑝

(𝜃 − 𝑦𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 )))∥(∥∇𝑓 (𝜃 )∥2 + ∥𝑤 (𝜃 )∥2)]

(i)

≤𝑐𝑘 (1 + 𝑝2)E[ max

𝑦∈[0,1]
∥𝜃 − 𝜃 ∗ − 𝑦𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 ))∥𝑝 exp(𝑘 ∥𝜃 − 𝜃

∗ − 𝑦𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 ))∥2−𝑘

(2 − 𝑘)Δ2−𝑘 )

· (∥∇𝑓 (𝜃 )∥2 + ∥𝑤 (𝜃 )∥2)]
(ii)

≤O(E[((1 + 𝛼𝐿)𝑝 ∥𝜃 − 𝜃 ∗∥𝑝 + 𝛼𝑝 ∥𝑤 (𝜃 )∥𝑝 ) exp(𝑘 ∥𝑤 (𝜃 )∥2−𝑘

(2 − 𝑘)Δ2−𝑘 ) (𝐿
2∥𝜃 − 𝜃 ∗∥2 + ∥𝑤 (𝜃 )∥2)]

(iii)

∈ O(∥𝜃 − 𝜃 ∗∥𝑝 ) + O(𝛼𝑝 ) ∈ O(𝑉𝑘,𝑝−2 (𝜃 )) + O(𝛼𝑝 )

where (i) holds by Lemma 1, (ii) holds by Assumption 2 and the fact that ∥𝜃 − 𝜃 ∗∥ ≤ Δ, and (iii)

holds by Assumption 3.

Therefore, there exist 𝛼𝑘,𝑝 ≥ 0 and constants 𝑐𝑘,𝑝 , 𝑐
′
𝑘,𝑝

not depending on 𝛼 such that

E[𝑉𝑘,𝑝 (𝜃 − 𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 )))]

≤
(
1 − 𝛼 min( 𝑏𝑘

Δ2−𝑘 , , 𝜇 (2 + 𝑝)) + O(𝛼2)
)
𝑉𝑘,𝑝 (𝜃 ) + O(𝛼2)𝑉𝑘,𝑝−2 (𝜃 ) + O(𝛼𝑝+2)

≤
(
1 − 𝛼 min( 𝑏𝑘

2Δ2−𝑘 , , 𝜇 (2 + 𝑝)/2)
)
𝑉𝑘,𝑝 (𝜃 ) + 𝛼2𝑐𝑘,𝑝𝑉𝑘,𝑝−2 (𝜃 ) + 𝛼𝑝+2𝑐′

𝑘,𝑝
,

thereby completing the proof of Propsition 2.

D PROOF OF THEOREM 1
To bound the 2𝑝−th moment of (𝜃𝑛 − 𝜃 ∗), the following lemma plays a crucial role, whose proof is

deferred to Appendix D.1.
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Lemma 4. ∀𝑝 ∈ N, given 𝛼 ≤ min(𝛼𝑘,0, 𝛼𝑘,2, · · · , 𝛼𝑘,2𝑝 ), where 𝛼𝑘,2𝑝 is defined in Propositions 1
and 2, there exists a constant 𝑑 ′

𝑘,2𝑝
not depending on 𝛼 such that

E[𝑉𝑘,2𝑝 (𝜃𝑛)] ≤ (1 − 𝛼𝜇𝑘,2𝑝 )𝑛𝑉𝑘,2𝑝 (𝜃0) + 𝑑 ′𝑘,2𝑝𝛼
𝑝+1, ∀𝑛 ≥ −𝑝 ln(𝛼)

𝛼𝜇𝑘,0
.

By Lemmas 1 and 4, we have

E[∥𝜃𝑛 − 𝜃 ∗∥2+2𝑝 ] ≤ 2Δ2

𝑘 exp(𝑘/(2 − 𝑘))E[𝑉𝑘,2𝑝 (𝜃𝑛)] ≤
2Δ2 (1 − 𝛼𝜇𝑘,2𝑝 )𝑛𝑉𝑘,2𝑝 (𝜃0)

𝑘 exp(𝑘/(2 − 𝑘)) +
2𝛼𝑝+1Δ2𝑑𝑘,2𝑝

𝑘 exp(𝑘/(2 − 𝑘)) ,

thereby finishing the proof of Theorem 1.

D.1 Proof of Lemma 4
By Proposition 1, when 𝛼 ≤ 𝛼𝑘,0, we have

E[𝑉𝑘,0 (𝜃𝑛)] ≤ (1 − 𝛼𝜇𝑘,0)E[𝑉𝑘,0 (𝜃𝑛−1)] + 𝛼2𝑐′
𝑘,0

≤ (1 − 𝛼𝜇𝑘,0)𝑛𝑉𝑘,0 (𝜃0) +
𝑛−1∑︁
𝑖=0

(1 − 𝛼𝜇𝑘,0)𝑖𝛼2𝑐′
𝑘,0

≤ (1 − 𝛼𝜇𝑘,0)𝑛𝑉𝑘,0 (𝜃0) + 𝛼𝑐′𝑘,0/𝜇𝑘,0, ∀𝑛 ≥ 0.

Assume that for 𝑝 ∈ [𝑙 − 1], we have

E[𝑉𝑘,2𝑝 (𝜃𝑛)] ≤(1 − 𝛼𝜇𝑘,2𝑝 )𝑛𝑉𝑘,2𝑝 (𝜃0) +
𝑝−1∑︁
𝑖=0

𝛼𝑝−𝑖 (1 − 𝛼𝜇𝑘,2𝑖−2)𝑛𝑉𝑘,2𝑖 (𝜃0) ·
𝑝∏

𝑗=𝑖+1

𝑐𝑘,2𝑗/𝜇𝑘,2𝑗

+
𝑝∑︁
𝑖=0

𝛼𝑝+𝑖+1𝑐′
𝑘,2𝑖

/𝜇𝑘,2𝑖
𝑝∏

𝑗=𝑖+1

𝑐𝑘,2𝑗/𝜇𝑘,2𝑗 , ∀𝑛 ≥ 0, 𝛼 ≤ min(𝛼𝑘,0, 𝛼𝑘,2, · · · , 𝛼𝑘,2𝑙−2) .

When 𝑝 = 𝑙 , By Proposition 2, we have

E[𝑉𝑘,2𝑙 (𝜃𝑛)] ≤(1 − 𝛼𝜇𝑘,2𝑙 )E[𝑉𝑘,2𝑙 (𝜃𝑛−1)] + 𝛼2𝑐𝑘,2𝑙E[𝑉𝑘,2𝑙−2 (𝜃𝑛−1)] + 𝛼2𝑙+2𝑐′
𝑘,2𝑙

≤(1 − 𝛼𝜇𝑘,2𝑙 )𝑛E[𝑉𝑘,2𝑙 (𝜃0)] + 𝛼𝑐𝑘,2𝑙/𝜇𝑘,2𝑙 · E[𝑉𝑘,2𝑙−2 (𝜃𝑛−1)] + 𝛼2𝑙+1𝑐′
𝑘,2𝑙

/𝜇𝑘,2𝑙

≤(1 − 𝛼𝜇𝑘,2𝑙 )𝑛𝑉𝑘,2𝑙 (𝜃0) +
𝑙−1∑︁
𝑖=0

𝛼𝑙−𝑖 (1 − 𝛼𝜇𝑘,2𝑖−2)𝑛𝑉𝑘,2𝑖 (𝜃0) ·
𝑙∏

𝑗=𝑖+1

𝑐𝑘,2𝑗/𝜇𝑘,2𝑗

+
𝑙∑︁
𝑖=0

𝛼𝑙+𝑖+1𝑐′
𝑘,2𝑖

/𝜇𝑘,2𝑖
𝑙∏

𝑗=𝑖+1

𝑐𝑘,2𝑗/𝜇𝑘,2𝑗 , ∀𝑛 ≥ 0, 𝛼 ≤ min(𝛼𝑘,0, 𝛼𝑘,2, · · · , 𝛼𝑘,2𝑙 ).

where the last inequality holds by induction. Therefore, by induction, we have proved that for all

𝑛 ≥ 0 and 𝑝 ∈ N, when 𝛼 ≤ min(𝛼𝑘,0, 𝛼𝑘,2 · · · , 𝛼𝑘,2𝑝 ), we have

E[𝑉𝑘,2𝑝 (𝜃𝑛)] ≤(1 − 𝛼𝜇𝑘,2𝑝 )𝑛𝑉𝑘,2𝑝 (𝜃0) +
𝑝−1∑︁
𝑖=0

𝛼𝑝−𝑖 (1 − 𝛼𝜇𝑘,2𝑖 )𝑛𝑉𝑘,2𝑖 (𝜃0) ·
𝑝∏

𝑗=𝑖+1

𝑐𝑘,2𝑗/𝜇𝑘,2𝑗

+
𝑝∑︁
𝑖=0

𝛼𝑝+𝑖+1𝑐′
𝑘,2𝑖

/𝜇𝑘,2𝑖
𝑝∏

𝑗=𝑖+1

𝑐𝑘,2𝑗/𝜇𝑘,2𝑗 , ∀𝑛 ≥ 0, 𝛼 ≤ min(𝛼𝑘,0, 𝛼𝑘,2, · · · , 𝛼𝑘,2𝑝 ).
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In order to obtain 𝛼𝑝−𝑖 (1−𝛼𝜇𝑘,2𝑖 )𝑛 ≤ 𝛼𝑝+1,∀𝑖 ∈ [𝑝−1], it is equivalent to have 𝑛 ≥ (𝑖+1) ln(𝛼 )
ln(1−𝛼𝜇𝑘,2𝑖 ) ,∀𝑖 ∈

[𝑝 − 1]. Notice that

(𝑖 + 1) ln(𝛼)
ln(1 − 𝛼𝜇𝑘,2𝑖 )

≤ −𝑝 ln(𝛼)
𝛼𝜇𝑘,2𝑖−2

≤ −𝑝 ln(𝛼)
𝛼𝜇𝑘,0

.

Therefore, ∀𝑝 ∈ N, given 𝛼 ≤ min(𝛼𝑘,0, 𝛼𝑘,2, · · · , 𝛼𝑘,2𝑝 ), there exists a constant 𝑑 ′𝑘,2𝑝 not depending
on 𝛼 such that

E[𝑉𝑘,2𝑝 (𝜃𝑛)] ≤ (1 − 𝛼𝜇𝑘,2𝑝 )𝑛𝑉𝑘,2𝑝 (𝜃0) + 𝑑 ′𝑘,2𝑝𝛼
𝑝+1, ∀𝑛 ≥ −𝑝 ln(𝛼)

𝛼𝜇𝑘,0
.

E PROOF OF THEOREM 2
By Proposition 1, given 𝛼0 ≤ 𝛼𝑘,0 we have

E[𝑉𝑘,0 (𝜃𝑛)] ≤ (1 − 𝛼𝑛−1𝜇𝑘,0)E[𝑉𝑘,0 (𝜃𝑛−1)] + 𝛼2

𝑛−1
𝑐′
𝑘,0
,∀𝑛 ≥ 0.

Therefore, we have

E[𝑉𝑘,0 (𝜃𝑛)] ≤
𝑛−1∏
𝑡=0

(1 − 𝛼𝑡 𝜇𝑘,0)𝑉𝑘,0 (𝜃0) + 𝑐′𝑘,0
𝑛−1∑︁
𝑡=0

𝛼2

𝑡

𝑛−1∏
𝑢=𝑡+1

(1 − 𝛼𝑢𝜇𝑘,0)

By Lemma 1, we have

E[∥𝜃𝑛 − 𝜃 ∗∥2] ≤
2Δ2𝑉𝑘,0 (𝜃0)

𝑘 exp(𝑘/(2 − 𝑘))

𝑛−1∏
𝑡=0

(1 − 𝛼𝑡 𝜇𝑘,0) +
2Δ2𝑐′

𝑘,0

𝑘 exp(𝑘/(2 − 𝑘))

𝑛−1∑︁
𝑡=0

𝛼2

𝑡

𝑛−1∏
𝑢=𝑡+1

(1 − 𝛼𝑢𝜇𝑘,0).

Therefore, by the proof of Corollaries 2.1.1 and 2.1.2 in [12], we finish the proof of Theorem 2.

F PROOF OF THEOREM 3
In this section, we prove Theorem 3 by verifying conditions A1-A3 in [57].

Verifying Condition A1. ∀𝜃, 𝜃 ′ ∈ R𝑑 , we have

∥𝜃 − 𝜃 ′∥ ≤ ∥𝜃 − 𝜃 ∗∥ + ∥𝜃 ′ − 𝜃 ∗∥

=
Δ√︁

𝑘 exp(𝑘/(2 − 𝑘))
(
√︁
𝑘 exp(𝑘/(2 − 𝑘))

Δ
∥𝜃 − 𝜃 ∗∥ +

√︁
𝑘 exp(𝑘/(2 − 𝑘))

Δ
∥𝜃 ′ − 𝜃 ∗∥)

≤ Δ√︁
𝑘 exp(𝑘/(2 − 𝑘))

(𝑘 exp(𝑘/(2 − 𝑘))∥𝜃 − 𝜃 ∗∥2

2Δ2
+ 𝑘 exp(𝑘/(2 − 𝑘))∥𝜃 ′ − 𝜃 ∗∥2

2Δ2
+ 1)

≤ Δ√︁
𝑘 exp(𝑘/(2 − 𝑘))

(𝑉𝑘,0 (𝜃 ) +𝑉𝑘,0 (𝜃 ′) + 1),

where the last inequality holds by Lemma 1.

By Proposition 1, we have

𝑃𝑉𝑘,0 (𝜃 ) −𝑉 (𝜃 ) = E[𝑉𝑘,0 (𝜃 − 𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 )))] −𝑉𝑘,0 (𝜃 )
≤ 𝛼𝜇𝑘𝑉𝑘,0 (𝜃 ) + 𝛼2𝑑𝑘 ,

thereby completing verifying the condition A1.
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Verifying Condition A2. By Assumption 5, we have

𝑊1 (𝜃1, 𝜃
′
1
) ≤ (1 − 𝛼𝑟 )∥𝜃0 − 𝜃 ′0∥, ∀𝜃0, 𝜃

′
0
∈ {𝜃 ∈ R𝑑 : ∥𝜃 − 𝜃 ∗∥ ≤ Δ}.

By Assumptions 1 and 4, we have

𝑊1 (𝜃1, 𝜃
′
1
) ≤ E[∥𝜃0 − 𝜃 ′0 − 𝛼 (∇𝑓 (𝜃0) − ∇𝑓 (𝜃 ′

0
)) − 𝛼 (𝑤 (𝜃0) −𝑤 (𝜃 ′

0
))∥]

≤ (1 + 𝛼𝐿 + 𝛼𝑐𝑤)∥𝜃0 − 𝜃 ′0∥.

By Lemma 1, when 𝑉𝑘,0 (𝜃 ) ≤ 𝑘 exp(𝑘/(2−𝑘 ) )
2

, ∥𝜃 − 𝜃 ∗∥ ≤ Δ.

When 𝛼 <
𝑘 exp(𝑘/(2−𝑘 ) )𝜇𝑘

4𝑑𝑘
, we have

𝑘 exp(𝑘/(2 − 𝑘))
2

>
2𝛼2𝑑𝑘

𝛼𝜇𝑘

. Then, we can choose 𝛼 < min(𝛼𝑘 , 𝑘 exp(𝑘/(2−𝑘 ) )𝜇𝑘
4𝑑𝑘

) and conditions A1 and A2 will be satisfied.

Verifying Condition A3. We aim to verify that

log(1 + 𝛼𝐿 + 𝛼𝑐𝑤) log(1 + 2𝛼2𝑑𝑘 ) < log( 1

1 − 𝛼𝑟 ) log

( 𝑘 exp(𝑘/(2−𝑘 ) )
2

+ 1

𝛼𝜇𝑘𝑘 exp(𝑘/(2−𝑘 ) )
2

+ 2𝛼2𝑑𝑘 + 1

)
.

For the LHS, by the fact that log(𝑥) ≤ 𝑥 − 1,∀𝑥 > 0, we have

LHS ≤ 2𝛼3 (𝐿 + 𝑐𝑤)𝑑𝑘
For the RHS, by the fact that log(𝑥) ≥ 1 − 1/𝑥,∀𝑥 > 0, we have

RHS ≥ 𝛼𝑟 · log

( 𝑘 exp(𝑘/(2−𝑘 ) )
2

+ 1

𝛼𝜇𝑘𝑘 exp(𝑘/(2−𝑘 ) )
2

+ 2𝛼2𝑑𝑘 + 1

)
≥ 𝛼𝑟 · log

( 𝑘 exp(𝑘/(2−𝑘 ) )
2

+ 1

𝛼𝜇𝑘𝑘 exp(𝑘/(2−𝑘 ) )
2

+ 2𝛼2

𝑘
𝑑𝑘 + 1

)
.

Therefore, when 𝛼 ≤
√︄

𝑟
2(𝐿+𝑐𝑤 )𝑑𝑘 · log

( 𝑘 exp(𝑘/(2−𝑘 ) )
2

+1

𝛼𝜇𝑘𝑘 exp(𝑘/(2−𝑘 ) )
2

+2𝛼2

𝑘
𝑑𝑘+1

)
, we verify condition A3.

Then, by Corollary 2.1 and Remark 2.3 in [57], we finish the proof of Theorem 3.

G PROOF OF THEOREM 4
In this section, we prove Theorem 4 by verifying conditions A1 and A2 and leveraging Theorem 9

in [37].

Verifying Condition A1. Condition A1 is satisfied by the geometric convergence rate stated in

Theorem 3.

Verifying Condition A2. Let 𝑉𝑘 (𝜃 ) = 𝑉 2

𝑘,0
(𝜃 ). Therefore, we have

𝑉𝑘 (𝜃 ) =

(

exp( 𝑘 ∥𝜃−𝜃
∗ ∥2−𝑘

(2−𝑘 )Δ2−𝑘 ) − (1 − 𝑘
2
) exp(𝑘/(2 − 𝑘))

)
2

if ∥𝜃 − 𝜃 ∗∥ > Δ,
𝑘2

exp(2𝑘/(2−𝑘 ) ) ∥𝜃−𝜃 ∗ ∥4

4Δ4
if ∥𝜃 − 𝜃 ∗∥ ≤ Δ.

Given fixed 𝜃 ∈ R𝑑 , we have
E[𝑉𝑘 (𝜃 − 𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 )))] −𝑉𝑘 (𝜃 )

= − 𝛼 ⟨𝑉 ′
𝑘
(𝜃 ),∇𝑓 (𝜃 )⟩

, Vol. 1, No. 1, Article . Publication date: February 2025.



A Piecewise Lyapunov Analysis of sub–quadratic SGD: Applications to Robust andQuantile Regression 33

+ 𝛼2E[
∫

1

0

∫ 𝑥

0

⟨𝑉 ′′
𝑘
(𝜃 − 𝑦𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 ))) (∇𝑓 (𝜃 ) +𝑤 (𝜃 )),∇𝑓 (𝜃 ) +𝑤 (𝜃 )⟩d𝑦d𝑥]

≤ − 𝛼 ⟨𝑉 ′
𝑘
(𝜃 ),∇𝑓 (𝜃 )⟩ (19)

+ 𝛼
2

2

E[ max

𝑦∈[0,1]
∥𝑉 ′′
𝑘
(𝜃 − 𝑦𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 )))∥∥∇𝑓 (𝜃 ) +𝑤 (𝜃 )∥2] . (20)

Below, we bound the terms (19) and (20) when ∥𝜃 − 𝜃 ∗∥ ≤ Δ and ∥𝜃 − 𝜃 ∗∥ ≥ Δ.
When ∥𝜃 − 𝜃 ∗∥ ≤ Δ, we have

(19) = −𝛼𝑘
2

exp(2𝑘/(2 − 𝑘))∥𝜃 − 𝜃 ∗∥2

Δ4
⟨𝜃 − 𝜃 ∗,∇𝑓 (𝜃 )⟩

≤ −𝛼𝑘
2𝜇 exp(2𝑘/(2 − 𝑘))∥𝜃 − 𝜃 ∗∥4

Δ4
= −4𝛼𝜇𝑉𝑘 (𝜃 )

By Assumption 3, we have (20) ∈ O(𝛼2).
When ∥𝜃 − 𝜃 ∗∥ ≥ Δ, we have

(19) = −𝛼
(

exp(𝑘 ∥𝜃 − 𝜃
∗∥2−𝑘

(2 − 𝑘)Δ2−𝑘 ) − (1 − 𝑘

2

) exp(𝑘/(2 − 𝑘))
) 𝑘 ∥𝜃 − 𝜃 ∗∥−𝑘 exp( 𝑘 ∥𝜃−𝜃

∗ ∥2−𝑘

(2−𝑘 )Δ2−𝑘 )
Δ2−𝑘 ⟨𝜃 − 𝜃 ∗,∇𝑓 (𝜃 )⟩

≤ −𝛼
(

exp(𝑘 ∥𝜃 − 𝜃
∗∥2−𝑘

(2 − 𝑘)Δ2−𝑘 ) − (1 − 𝑘

2

) exp(𝑘/(2 − 𝑘))
) 𝑏𝑘 exp( 𝑘 ∥𝜃−𝜃

∗ ∥2−𝑘

(2−𝑘 )Δ2−𝑘 )
Δ2−𝑘

≤ −𝛼𝑏𝑘
Δ2−𝑘 𝑉𝑘 (𝜃 ).

Notice that

∥𝑉 ′′ (𝜃 )∥ = ∥2𝑉 ′
𝑘,0

(𝜃 )𝑉 ′
𝑘,0

(𝜃 )𝑇 + 2𝑉𝑘,0 (𝜃 )𝑉 ′′
𝑘,0

(𝜃 )∥
≤ 2∥𝑉 ′

𝑘,0
(𝜃 )∥2 + 2|𝑉𝑘,0 (𝜃 ) |∥𝑉 ′′

𝑘,0
(𝜃 )∥

∈ O(∥𝜃 − 𝜃 ∗∥2−2𝑘
exp( 2𝑘 ∥𝜃 − 𝜃 ∗∥2−𝑘

(2 − 𝑘)Δ2−𝑘 )),

where the last inequality holds by following equations (14) and (15). Therefore, with the similar

arguments in the Section B, we obtain

(20) ∈ O(𝛼2𝑉𝑘 (𝜃 )) + O(𝛼2).

Therefore, for all 𝜃 ∈ R𝑑 , there exists 𝛼𝑐 > 0 such that when 𝛼 ≤ 𝛼𝑐 , we have

E[𝑉𝑘 (𝜃 − 𝛼 (∇𝑓 (𝜃 ) +𝑤 (𝜃 )))] ≤ (1 − 𝛼 min( 𝑏𝑘

Δ2−𝑘 , 4𝛼𝜇) + O(𝛼2))𝑉𝑘 (𝜃 ) + O(𝛼2)

≤ (1 − 𝛼 min( 𝑏𝑘

2Δ2−𝑘 , 2𝛼𝜇))𝑉𝑘 (𝜃 ) + O(𝛼2),

which implies for all 𝜃0 ∈ R𝑑 , we have

E[𝑉𝑘 (𝜃𝑛)] ≤ (1 − 𝛼 min( 𝑏𝑘

2Δ2−𝑘 , 2𝛼𝜇))
𝑛𝑉𝑘 (𝜃0) + O(𝛼).

Therefore, by Fatou’s lemma ([21, Theorem 1.6.5]), we have

E[𝑉 2

𝑘,0
(𝜃 (𝛼 )∞ )] = E[𝑉𝑘 (𝜃 (𝛼 )∞ )] ∈ 𝛼 < ∞,

thereby verifying the condition A2.
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H PROOF OF THEOREM 5
H.1 A Few Preliminary Facts
Lemma 5. Given random variable 𝑥 ∈ R𝑑 such that E[𝑥𝑥𝑇 ] = 𝐼𝑑 and ∥𝑥 ∥ is 𝜎𝑥 -sub–exponential,

there exists Δ𝑥 = 𝜎𝑥 ln(8E[∥𝑥 ∥4]) such that

𝑢𝑇E[𝑥𝑥𝑇1∥𝑥 ∥≤Δ𝑥
]𝑢 ≥ 1

2

∥𝑢∥2, ∀𝑢 ∈ R𝑑 .

Lemma 6. ∀𝜃 ∈ R𝑑 , 𝜃 ≠ 𝜃 ∗
reg

, we have

⟨∇𝑓reg (𝜃 ), 𝜃 − 𝜃 ∗reg
⟩ > 0.

Lemma 7. There exists 𝑐𝑙 > 0 such that

𝑡𝑙 ′ (𝑡) ≥ 𝑐𝑙 |𝑡 |, 𝑡 ∈ {𝑡 : |𝑡 | ≥ Δ𝑙 }.

Lemma 8. Given random variable 𝑥 ∈ R𝑑 such that E[𝑥𝑥𝑇 ] = 𝐼𝑑 and E[∥𝑥 ∥4] < ∞, for all 𝑎 ≥ 0

and 𝜃 ≠ 0, we have

E[|𝑥𝑇𝜃 |1 |𝑥𝑇 𝜃 | ≥𝑎] ≤
9

32E[∥𝑥 ∥4] ∥𝜃 ∥ − 𝑎

H.2 Main Proof
Verifying Assumption 1. ∀𝜃, 𝜃 ′ ∈ R𝑑 , by Assumption 7, we have

∥∇𝑓reg (𝜃 ) − ∇𝑓reg (𝜃 ′)∥ = ∥E[𝑙 ′ (𝑦 − 𝑥𝑇𝜃 )𝑥] − E[𝑙 ′ (𝑦 − 𝑥𝑇𝜃 ′)𝑥] ∥
≤ E[∥𝑙 ′ (𝑦 − 𝑥𝑇𝜃 )𝑥 − 𝑙 ′ (𝑦 − 𝑥𝑇𝜃 ′)𝑥 ∥]
≤ 𝐿𝑙E[∥𝑥 ∥2] ∥𝜃 − 𝜃 ′∥, (21)

thereby completing verifying the Assumption 1 with 𝐿 = 𝐿𝑙E[∥𝑥 ∥2].

Verifying Assumption 2. By Lemma 5, ∀𝜃 ′, 𝜃 ′′ ∈ {𝜃 ∈ R𝑑 : ∥𝜃 − 𝜃 ∗
reg

∥ ≤ Δ𝑙−Δ𝜖,𝑠

Δ𝑥
}, we have

⟨∇𝑓reg (𝜃 ′) − ∇𝑓reg (𝜃 ′′), 𝜃 ′ − 𝜃 ′′⟩
=⟨E[𝑙 ′ (𝑦 − 𝑥𝑇𝜃 ′′)𝑥] − E[𝑙 ′ (𝑦 − 𝑥𝑇𝜃 ′)𝑥], 𝜃 ′ − 𝜃 ′′⟩
=E[(𝑙 ′ (𝑥𝑇𝜃 ∗

reg
− 𝑥𝑇𝜃 ′′ + 𝜖 + 𝑠) − 𝑙 ′ (𝑥𝑇𝜃 ∗

reg
− 𝑥𝑇𝜃 ′ + 𝜖 + 𝑠)) (𝑥𝑇𝜃 ′ − 𝑥𝑇𝜃 ′′)]

(i)

≥E[(𝑙 ′ (𝑥𝑇𝜃 ∗
reg

− 𝑥𝑇𝜃 ′′ + 𝜖 + 𝑠) − 𝑙 ′ (𝑥𝑇𝜃 ∗
reg

− 𝑥𝑇𝜃 ′ + 𝜖 + 𝑠)) (𝑥𝑇𝜃 ′ − 𝑥𝑇𝜃 ′′)1 |𝑥𝑇 𝜃 ∗
reg

−𝑥𝑇 𝜃 ′+𝜖+𝑠 | ≤Δ𝑙 , |𝑥𝑇 𝜃 ∗reg
−𝑥𝑇 𝜃 ′′+𝜖+𝑠 | ≤Δ𝑙

]
(ii)

≥𝜇𝑙E[(𝑥𝑇𝜃 ′ − 𝑥𝑇𝜃 ′′)21 |𝑥𝑇 𝜃 ∗
reg

−𝑥𝑇 𝜃 ′+𝜖+𝑠 | ≤Δ𝑙 , |𝑥𝑇 𝜃 ∗reg
−𝑥𝑇 𝜃 ′′+𝜖+𝑠 | ≤Δ𝑙

]

≥𝜇𝑙P( |𝜖 + 𝑠 | ≤ Δ𝜖,𝑠 )E[(𝑥𝑇𝜃 ′ − 𝑥𝑇𝜃 ′′)21 |𝑥𝑇 𝜃 ∗
reg

−𝑥𝑇 𝜃 ′ | ≤Δ𝑙−Δ𝜖 , |𝑥𝑇 𝜃 ∗reg
−𝑥𝑇 𝜃 ′′ | ≤Δ𝑙−Δ𝜖

]

≥𝜇𝑙P( |𝜖 + 𝑠 | ≤ Δ𝜖,𝑠 ) (𝜃 ′ − 𝜃 ′′)𝑇E[𝑥𝑥𝑇1∥𝑥 ∥≤Δ𝑥
] (𝜃 ′ − 𝜃 ′′)

(iii)

≥ 𝜇𝑙

2

P( |𝜖 + 𝑠 | ≤ Δ𝜖,𝑠 )∥𝜃 ′ − 𝜃 ′′∥2, (22)

where (i) and (ii) hold by Assumption 7, and (iii) holds by Assumption 6. Therefore, we have verified

the local strong convexity of 𝑓reg when ∥𝜃 − 𝜃 ∗
reg

∥ ≤ Δ𝑙−Δ𝜖,𝑠

Δ𝑥
with 𝜇 =

𝜇𝑙
2
P( |𝜖 + 𝑠 | ≤ Δ𝜖,𝑠 ).

For all 𝜃 ∈ R𝑑 , by Assumptions 6 and 7, we have

∥∇𝑓reg (𝜃 )∥ = ∥𝐸 [𝑙 ′ (𝑦 − 𝑥𝑇𝜃 )𝑥] ∥ ≤ 𝑎𝑙E[∥𝑥 ∥], (23)

thereby verifying the gradient ∇𝑓reg is bounded with 𝑎 = 𝑎𝑙E[∥𝑥 ∥].

, Vol. 1, No. 1, Article . Publication date: February 2025.



A Piecewise Lyapunov Analysis of sub–quadratic SGD: Applications to Robust andQuantile Regression 35

To verify the last property in Assumption 2, we have

⟨∇𝑓reg (𝜃 ), 𝜃 − 𝜃 ∗reg
⟩

=⟨E[𝑙 ′ (𝑥𝑇𝜃 ∗
reg

− 𝑥𝑇𝜃 + 𝜖 + 𝑠)𝑥], 𝜃 ∗
reg

− 𝜃⟩
=E[𝑙 ′ (𝑥𝑇𝜃 ∗

reg
− 𝑥𝑇𝜃 + 𝜖 + 𝑠) (𝑥𝑇𝜃 ∗

reg
− 𝑥𝑇𝜃 )]

=E[𝑙 ′ (𝑥𝑇𝜃 ∗
reg

− 𝑥𝑇𝜃 ) (𝑥𝑇𝜃 ∗
reg

− 𝑥𝑇𝜃 )]︸                                        ︷︷                                        ︸
𝑇1

+E[(𝑙 ′ (𝑥𝑇𝜃 ∗
reg

− 𝑥𝑇𝜃 + 𝜖 + 𝑠) − 𝑙 ′ (𝑥𝑇𝜃 ∗
reg

− 𝑥𝑇𝜃 )) (𝑥𝑇𝜃 ∗
reg

− 𝑥𝑇𝜃 )]︸                                                                               ︷︷                                                                               ︸
𝑇2

.

For term 𝑇1, by Lemmas 7 and 8 when 𝜃 ≠ 𝜃 ∗
reg

, we have

𝑇1 ≥𝑐𝑙E[|𝑥𝑇𝜃 ∗reg
− 𝑥𝑇𝜃 |1 |𝑥𝑇 𝜃 ∗

reg
−𝑥𝑇 𝜃 | ≥Δ𝑙

]

≥ 9𝑐𝑙

32E[∥𝑥 ∥4] ∥𝜃 − 𝜃
∗
reg

∥ − 𝑐𝑙Δ𝑙 .

Because 𝑙 ′ (·) is increasing and bounded, there exist 𝑐′
𝑙
≥ 0 such that ∥𝑙 ′ (𝑡 ′) − 𝑙 ′ (𝑡 ′′)∥ ≤

9𝑐𝑙
64E[ ∥𝑥 ∥4 ]E[ ∥𝑥 ∥ ] for all 𝑡 ′, 𝑡 ′′ ∈ {𝑡 : 𝑡 ≥ 𝑐′

𝑙
} and all 𝑡 ′, 𝑡 ′′ ∈ {𝑡 : 𝑡 ≤ −𝑐′

𝑙
}. Therefore, for term

𝑇2, we have

𝑇2 =E[(𝑙 ′ (𝑥𝑇𝜃 ∗reg
− 𝑥𝑇𝜃 + 𝜖 + 𝑠) − 𝑙 ′ (𝑥𝑇𝜃 ∗

reg
− 𝑥𝑇𝜃 )) (𝑥𝑇𝜃 ∗

reg
− 𝑥𝑇𝜃 )1{ |𝑥𝑇 𝜃 ∗

reg
−𝑥𝑇 𝜃 | ≥2𝑐′

𝑙
}]

+ E[(𝑙 ′ (𝑥𝑇𝜃 ∗
reg

− 𝑥𝑇𝜃 + 𝜖 + 𝑠) − 𝑙 ′ (𝑥𝑇𝜃 ∗
reg

− 𝑥𝑇𝜃 )) (𝑥𝑇𝜃 ∗
reg

− 𝑥𝑇𝜃 )1{ |𝑥𝑇 𝜃 ∗
reg

−𝑥𝑇 𝜃 | ≤2𝑐′
𝑙
}]

≥E[(𝑙 ′ (𝑥𝑇𝜃 ∗
reg

− 𝑥𝑇𝜃 + 𝜖 + 𝑠) − 𝑙 ′ (𝑥𝑇𝜃 ∗
reg

− 𝑥𝑇𝜃 )) (𝑥𝑇𝜃 ∗
reg

− 𝑥𝑇𝜃 )1{ |𝑥𝑇 𝜃 ∗
reg

−𝑥𝑇 𝜃 | ≥2𝑐′
𝑙
}] − 2𝑐′

𝑙
𝐿𝑙 (E[|𝜖 |] + E[|𝑠 |])

=E[(𝑙 ′ (𝑥𝑇𝜃 ∗
reg

− 𝑥𝑇𝜃 + 𝜖 + 𝑠) − 𝑙 ′ (𝑥𝑇𝜃 ∗
reg

− 𝑥𝑇𝜃 )) (𝑥𝑇𝜃 ∗
reg

− 𝑥𝑇𝜃 )1{ |𝑥𝑇 𝜃 ∗
reg

−𝑥𝑇 𝜃 | ≥2𝑐′
𝑙
, |𝜖+𝑠 | ≥ |𝑥𝑇 𝜃 ∗

reg
−𝑥𝑇 𝜃 |/2}]

+ E[(𝑙 ′ (𝑥𝑇𝜃 ∗
reg

− 𝑥𝑇𝜃 + 𝜖 + 𝑠) − 𝑙 ′ (𝑥𝑇𝜃 ∗
reg

− 𝑥𝑇𝜃 )) (𝑥𝑇𝜃 ∗
reg

− 𝑥𝑇𝜃 )1{ |𝑥𝑇 𝜃 ∗
reg

−𝑥𝑇 𝜃 | ≥2𝑐′
𝑙
, |𝜖+𝑠 | ≤ |𝑥𝑇 𝜃 ∗

reg
−𝑥𝑇 𝜃 |/2}]

− 2𝑐′
𝑙
𝐿𝑙 (E[|𝜖 |] + E[|𝑠 |])

≥ − 9𝑐𝑙

64E[∥𝑥 ∥4] ∥𝜃 − 𝜃
∗
reg

∥ − 2𝑐′
𝑙
𝐿𝑙 (E[|𝜖 |] + E[|𝑠 |])

+ E[(𝑙 ′ (𝑥𝑇𝜃 ∗
reg

− 𝑥𝑇𝜃 + 𝜖 + 𝑠) − 𝑙 ′ (𝑥𝑇𝜃 ∗
reg

− 𝑥𝑇𝜃 )) (𝑥𝑇𝜃 ∗
reg

− 𝑥𝑇𝜃 )1{ |𝑥𝑇 𝜃 ∗
reg

−𝑥𝑇 𝜃 | ≥2𝑐′
𝑙
, |𝜖+𝑠 | ≥ |𝑥𝑇 𝜃 ∗

reg
−𝑥𝑇 𝜃 |/2}]

≥ − 9𝑐𝑙

64E[∥𝑥 ∥4] ∥𝜃 − 𝜃
∗
reg

∥ − 2𝑐′
𝑙
𝐿𝑙 (E[|𝜖 |] + E[|𝑠 |])

− 2𝑎𝑙E[∥𝑥𝑇𝜃 ∗reg
− 𝑥𝑇𝜃 ∥1{ |𝑥𝑇 𝜃 ∗

reg
−𝑥𝑇 𝜃 | ≥2𝑐′

𝑙
, |𝜖+𝑠 | ≥ |𝑥𝑇 𝜃 ∗

reg
−𝑥𝑇 𝜃 |/2}]

≥ − 9𝑐𝑙

64E[∥𝑥 ∥4] ∥𝜃 − 𝜃
∗
reg

∥ − 2𝑐′
𝑙
𝐿𝑙 (E[|𝜖 |] + E[|𝑠 |])

− 2𝑎𝑙E[∥𝑥𝑇𝜃 ∗reg
− 𝑥𝑇𝜃 ∥1{ |𝑥𝑇 𝜃 ∗

reg
−𝑥𝑇 𝜃 | ≥2𝑐′

𝑙
}
E[|𝜖 |] + E[|𝑠 |]
∥𝑥𝑇𝜃 ∗

reg
− 𝑥𝑇𝜃 ∥

]

≥ − 9𝑐𝑙

64E[∥𝑥 ∥4] ∥𝜃 − 𝜃
∗
reg

∥ − (2𝑎𝑙 + 2𝑐′
𝑙
𝐿𝑙 ) (E[|𝜖 |] + E[|𝑠 |]) .

Therefore, together with the bounds for 𝑇1 and 𝑇2, we obtain

⟨∇𝑓reg (𝜃 ), 𝜃 − 𝜃 ∗reg
⟩ ≥ 9𝑐𝑙

64E[∥𝑥 ∥4] ∥𝜃 − 𝜃
∗
reg

∥ − 𝑐,
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where 𝑐 = (2𝑎𝑙 + 2𝑐′
𝑙
𝐿𝑙 ) (E[|𝜖 |] + E[|𝑠 |]) + 𝑐𝑙Δ𝑙 Therefore, for all 𝜃 ∈ R𝑑 such that ∥𝜃 − 𝜃 ∗

reg
∥ ≥

128E[ ∥𝑥 ∥4 ]𝑐
9𝑐𝑙

, we have

⟨∇𝑓reg (𝜃 ), 𝜃 − 𝜃 ∗reg
⟩ ≥ 9𝑐𝑙

128E[∥𝑥 ∥4] ∥𝜃 − 𝜃
∗
reg

∥.

If
128E[ ∥𝑥 ∥4 ]𝑐

9𝑐𝑙
≤ Δ𝑙−Δ𝜖,𝑠

Δ𝑥
, we have verified the last property in Assumption 2.

If
128E[ ∥𝑥 ∥4 ]𝑐

9𝑐𝑙
>

Δ𝑙−Δ𝜖,𝑠

Δ𝑥
, by Lemma 6, we have

𝑐′′
𝑙
= min

𝜃 ∈{𝜃 ∈R𝑑 :

Δ𝑙 −Δ𝜖,𝑠
Δ𝑥

≤∥𝜃−𝜃 ∗
reg

∥≤ 128E[∥𝑥 ∥4 ]𝑐
9𝑐𝑙

}
⟨∇𝑓reg (𝜃 ), 𝜃 − 𝜃 ∗reg

⟩ > 0,

and for all 𝜃 ∈ R𝑑 such that ∥𝜃 − 𝜃 ∗
reg

∥ ≥ Δ𝑙−Δ𝜖,𝑠

Δ𝑥
, we have

⟨∇𝑓reg (𝜃 ), 𝜃 − 𝜃 ∗reg
⟩ ≥ min( 9𝑐𝑙

128E[∥𝑥 ∥4] ,
9𝑐𝑙𝑐

′′
𝑙

128E[∥𝑥 ∥4]𝑐 )∥𝜃 − 𝜃
∗
reg

∥,

thereby completing verifying the last property of Assumption 2.

Verifying Assumption 3. ∀𝜃 ∈ R𝑑 , by inequality (23), we have

∥𝑤 (𝜃 )∥ = ∥∇𝑓reg (𝜃 ) + 𝑙 ′ (𝑦 − 𝑥𝑇𝜃 )𝑥 ∥ ≤ 𝑎𝑙E[∥𝑥 ∥] + 𝑎𝑙 ∥𝑥 ∥ .
Because ∥𝑥 ∥ is sub–exponential by Assumption 6, we have verifying the Assumption 3 that ∥𝑤 (·)∥
is uniformly sub–exponential.

Verifying Assumption 4. ∀𝜃, 𝜃 ′ ∈ R𝑑 , we have
E[∥𝑤 (𝜃 ) −𝑤 (𝜃 ′)∥2] =E[∥∇𝑓reg (𝜃 ) + 𝑙 ′ (𝑦 − 𝑥𝑇𝜃 )𝑥 − ∇𝑓reg (𝜃 ′) + 𝑙 ′ (𝑦 − 𝑥𝑇𝜃 ′)𝑥 ∥2]

≤2∥∇𝑓reg (𝜃 ) − ∇𝑓reg (𝜃 ′)∥2 + 2E[∥𝑙 ′ (𝑦 − 𝑥𝑇𝜃 )𝑥 − 𝑙 ′ (𝑦 − 𝑥𝑇𝜃 ′)𝑥 ∥2]
(i)

≤4𝐿2

𝑙
E[∥𝑥 ∥4] ∥𝜃 − 𝜃 ′∥2 . (24)

where (i) holds by following inequality (21) and Assumptions 6 and 7. Therefore, we have

E[∥𝑤 (𝜃 ) −𝑤 (𝜃 ′)∥] ≤
√︁
E[∥𝑤 (𝜃 ) −𝑤 (𝜃 ′)∥2] ≤ 2𝐿𝑙

√︁
E[∥𝑥 ∥4] ∥𝜃 − 𝜃 ′∥,

thereby verifying the Assumption 4 with 𝑐𝑤 = 2𝐿𝑙
√︁
E[∥𝑥 ∥4].

Verifying Assumption 5. By inequality (22), ∀𝜃 ′, 𝜃 ′′ ∈ {𝜃 ∈ R𝑑 : ∥𝜃 − 𝜃 ∗
reg

∥ ≤ Δ𝑙−Δ𝜖,𝑠

Δ𝑥
}, we have

E[∥𝜃 ′ − 𝛼 (∇𝑓reg (𝜃 ′) +𝑤 (𝜃 ′)) − 𝜃 ′′ + 𝛼 (∇𝑓reg (𝜃 ′′) +𝑤 (𝜃 ′′))∥]

≤
√︃
E[∥𝜃 ′ − 𝛼 (∇𝑓reg (𝜃 ′) +𝑤 (𝜃 ′)) − 𝜃 ′′ + 𝛼 (∇𝑓reg (𝜃 ′′) +𝑤 (𝜃 ′′))∥2]

=

√︃
∥𝜃 ′ − 𝜃 ′′ − 𝛼 (∇𝑓reg (𝜃 ′) − ∇𝑓reg (𝜃 ′′))∥2 + 𝛼2E[∥𝑤 (𝜃 ′) −𝑤 (𝜃 ′′)∥2]

(𝑖 )
≤
√︃
∥𝜃 ′ − 𝜃 ′′ − 𝛼 (∇𝑓reg (𝜃 ′) − ∇𝑓reg (𝜃 ′′))∥2 + 4𝐿2

𝑙
E[∥𝑥 ∥4]𝛼2∥𝜃 ′ − 𝜃 ′′∥2

≤
√︃
(1 − 𝛼𝜇𝑙P( |𝜖 + 𝑠 | ≤ Δ𝜖,𝑠 ) + 𝛼2𝐿2

𝑙
E[∥𝑥 ∥2]2)∥𝜃 ′ − 𝜃 ′′∥2 + 4𝐿2

𝑙
E[∥𝑥 ∥4]𝛼2∥𝜃 ′ − 𝜃 ′′∥2

≤(1 − 1

4

𝛼𝜇𝑙P( |𝜖 + 𝑠 | ≤ Δ𝜖,𝑠 ))∥𝜃 ′ − 𝜃 ′′∥,

where (i) holds by following inequality (24) and the last inequality holds by choosing 𝛼 ≤
𝜇𝑙P( |𝜖+𝑠 | ≤Δ𝜖,𝑠 ) )

2(𝐿2

𝑙
E[ ∥𝑥 ∥2 ]2+4𝐿2

𝑙
E[ ∥𝑥 ∥4 ] ) .

Therefore, by the definition of Wasserstein 1-distance (3), we have verified Assumption 5.
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H.3 Proof of The Preliminary Facts
H.3.1 Proof of Lemma 5. ∀𝑢 ∈ R𝑑 and 𝛿 > 0, we have

𝑢𝑇E[𝑥𝑥𝑇1∥𝑥 ∥≤𝛿 ]𝑢 = 𝑢𝑇E[𝑥𝑥𝑇 ]𝑢 − 𝑢𝑇E[𝑥𝑥𝑇1∥𝑥 ∥>𝛿 ]𝑢
= ∥𝑢∥2 − 𝑢𝑇E[𝑥𝑥𝑇1∥𝑥 ∥>𝛿 ]𝑢
≥ ∥𝑢∥2 − ∥𝑢∥2E[∥𝑥 ∥21∥𝑥 ∥>𝛿 ]

≥ ∥𝑢∥2 − ∥𝑢∥2

√︁
E[∥𝑥 ∥4]P(∥𝑥 ∥ > 𝛿)

≥ ∥𝑢∥2 − ∥𝑢∥2

√︁
2E[∥𝑥 ∥4] exp(−𝛿/𝜎𝑥 ).

Therefore, there exists Δ𝑥 = 𝜎𝑥 ln(8E[∥𝑥 ∥4]) such that

𝑢𝑇E[𝑥𝑥𝑇1∥𝑥 ∥≤Δ𝑥
]𝑢 ≥ 1

2

∥𝑢∥2,∀𝑢 ∈ R𝑑 .

H.3.2 Proof of Lemma 6. ∀𝜃 ∈ R𝑑 , 𝜃 ≠ 0, we have

⟨∇𝑓reg (𝜃 ), 𝜃 − 𝜃 ∗reg
⟩ =E[𝑙 ′ (𝑥𝑇 (𝜃 ∗

reg
− 𝜃 ) + 𝜖 + 𝑠) · 𝑥𝑇 (𝜃 ∗

reg
− 𝜃 ))] .

Let 𝑢 = 𝑥𝑇 (𝜃 ∗
reg

− 𝜃 ). By Assumption (6), we have 𝑢 is independent with 𝜖 and 𝑠 , E[𝑢] = 0,

E[𝑢2] = ∥𝜃 − 𝜃 ∗
reg

∥2 > 0 and 𝑢 is sub–exponential.

Observe that

E[(𝑙 ′ (𝑢 + 𝜖 + 𝑠)𝑢] = E[(𝑙 ′ (𝑢 + 𝜖 + 𝑠)𝑢] − E[(𝑙 ′ (𝜖 + 𝑠)𝑢]
= E[𝑙 ′ (𝑢 + 𝜖 + 𝑠) − 𝑙 ′ (𝜖 + 𝑠)) ((𝑢 + 𝜖 + 𝑠) − 𝜖 − 𝑠)]
≥ E[𝑙 ′ (𝑢 + 𝜖 + 𝑠) − 𝑙 ′ (𝜖 + 𝑠)) ((𝑢 + 𝜖 + 𝑠) − 𝜖 − 𝑠)1{ |𝜖+𝑠 | ≤Δ𝜖,𝑠 }]
≥ E[(𝜇𝑙𝑢21 |𝑢 | ≤Δ𝑙−Δ𝜖,𝑠

+ 𝜇𝑙 (Δ𝑙 − Δ𝜖,𝑠 )21{ |𝑢 |>Δ𝑙−Δ𝜖,𝑠 })1{ |𝜖+𝑠 | ≤Δ𝜖,𝑠 }]
= 𝑃 ( |𝜖 + 𝑠 | ≤ Δ𝜖,𝑠 )E[𝜇𝑙𝑢21 |𝑢 | ≤Δ𝑙−Δ𝜖,𝑠

+ 𝜇𝑙 (Δ𝑙 − Δ𝜖,𝑠 )21{ |𝑢 |>Δ𝑙−Δ𝜖,𝑠 }] .

If E[(𝑙 ′ (𝑢 + 𝜖 + 𝑠)𝑢] = 0, we have P(𝑢 ≠ 0, |𝑢 | ≤ Δ𝑙 − Δ𝜖,𝑠 ) = 0 and P( |𝑢 | > Δ𝑙 − Δ𝜖,𝑠 ) = 0, which

implies P(𝑢 = 0) = 1. By [23, Proposition 2.16], we have E[𝑢2] = 0, which contradicts with the fact

that E[𝑢2] > 0. Therefore, we have proved that E[𝑙 ′ (𝑢 + 𝜖 + 𝑠)𝑢] > 0, thereby finishing the proof

of Lemma 6.

H.3.3 Proof of Lemma 7. By Assumption 7, we have −𝑙 ′ (−Δ𝑙 ) ≥ 𝜇𝑙Δ𝑙 > 0 and 𝑙 ′ (Δ𝑙 ) ≥ 𝜇𝑙Δ𝑙 > 0.

Because 𝑙 ′ (·) is increasing, we have
𝑡𝑙 ′ (𝑡) ≥ min(−𝑙 ′ (−Δ𝑙 ), 𝑙 ′ (Δ𝑙 )) |𝑡 | ≥ 𝜇𝑙Δ𝑙 |𝑡 |,

thereby completing the proof of Lemma 7 with 𝑐𝑙 = 𝜇𝑙Δ𝑙 > 0.

H.3.4 Proof of Lemma 8.

E[|𝑥𝑇𝜃 |1 |𝑥𝑇 𝜃 | ≥𝑎] =E[|𝑥𝑇𝜃 |] − E[|𝑥𝑇𝜃 |1 |𝑥𝑇 𝜃 | ≤𝑎]
≥E[|𝑥𝑇𝜃 |] − 𝑎

=

∫ ∞

𝑡=0

P( |𝑥𝑇𝜃 | ≥ 𝑡)d𝑡 − 𝑎

≥
∫ ∥𝜃 ∥/2

𝑡=0

P( |𝑥𝑇𝜃 | ≥ 𝑡)d𝑡 − 𝑎

≥ 1

2

P( |𝑥𝑇𝜃 | ≥ ∥𝜃 ∥/2)∥𝜃 ∥ − 𝑎
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=
1

2

P( |𝑥𝑇𝜃 |2 ≥ ∥𝜃 ∥2/4)∥𝜃 ∥ − 𝑎

(i)

≥ 9

32

E[|𝑥𝑇𝜃 |2]2

E[|𝑥𝑇𝜃 |4]
∥𝜃 ∥ − 𝑎

=
9

32

∥𝜃 ∥4

E[|𝑥𝑇𝜃 |4]
∥𝜃 ∥ − 𝑎

≥ 9

32E[∥𝑥 ∥4] ∥𝜃 ∥ − 𝑎,

where (i) holds by following Paley–Zygmund inequality [76].

I PROOF OF COROLLARY 2
In this section, we verify the Assumption 𝐻𝑆 in [24] for online robust regression. Recall that

𝑤reg (𝜃 ) = −∇𝑓reg (𝜃 ) − 𝑙 ′ (𝑦 − 𝑥𝑇𝜃 )𝑥 . Define 𝑆 (𝜃 ) = E[𝑤reg (𝜃 )𝑤reg (𝜃 )𝑇 ] and we aim to prove that

𝑆 (·) is lip-continuous.
Observe that

𝑆 (𝜃 ) = E[(−∇𝑓reg (𝜃 ) − 𝑙 ′ (𝑦 − 𝑥𝑇𝜃 )𝑥) (−∇𝑓reg (𝜃 ) − 𝑙 ′ (𝑦 − 𝑥𝑇𝜃 )𝑥)𝑇 ]
= E[(𝑙 ′ (𝑦 − 𝑥𝑇𝜃 )𝑥) (𝑙 ′ (𝑦 − 𝑥𝑇𝜃 )𝑥)𝑇 ] − ∇𝑓reg (𝜃 )∇𝑓reg (𝜃 )𝑇 .

Therefore, for all 𝜃, 𝜃 ′ ∈ R𝑑 , we have

∥𝑆 (𝜃 ) − 𝑆 (𝜃 )′∥
≤∥E[(𝑙 ′ (𝑦 − 𝑥𝑇𝜃 )2 − 𝑙 ′ (𝑦 − 𝑥𝑇𝜃 ′)2)𝑥𝑥𝑇 ] ∥ + ∥∇𝑓reg (𝜃 )∇𝑓reg (𝜃 )𝑇 − ∇𝑓reg (𝜃 ′)∇𝑓reg (𝜃 ′)𝑇 ∥
(i)

≤2𝑎𝑙E[∥𝑥 ∥3] ∥𝜃 − 𝜃 ′∥ + ∥∇𝑓reg (𝜃 ) (∇𝑓reg (𝜃 ) − ∇𝑓reg (𝜃 ′))𝑇 ∥
+ ∥(∇𝑓reg (𝜃 ) − ∇𝑓reg (𝜃 ′))∇𝑓reg (𝜃 ′)𝑇 ∥

(ii)

≤ (2𝑎𝑙E[∥𝑥 ∥3] + 2𝑎𝑙𝐿𝑙E[∥𝑥 ∥2]E[∥𝑥 ∥])∥𝜃 − 𝜃 ′∥,

where (i) holds by Assumption 7 and (ii) holds by following Theorem 5. Therefore, we verify the

Assumption 𝐻𝑆 in [24] for online robust regression.

J PROOF OF THEOREM 6
J.1 A Few Preliminary Facts
In this subsection, we present some useful preliminary lemmas. The proofs of Lemmas 9 and 10 are

similar to those of Lemmas 6 and 7; hence, we omit them.

Lemma 9. ∀𝜃 ∈ R𝑑 , 𝜃 ≠ 𝜃 ∗𝜏 , we have

⟨∇𝑓𝜏 (𝜃 ), 𝜃 − 𝜃 ∗𝜏 ⟩ > 0.

Lemma 10. There exists 𝑐𝜏 > 0 such that

𝑡𝐹𝑥 (𝑡) ≥ 𝑐𝜏 |𝑡 |, ∀𝑥 ∈ R𝑑 , 𝑡 ∈ {𝑡 : |𝑡 | ≥ Δ𝜏 }.

J.2 Main Proof
In this section, we prove the Theorem 6 by verifying the Assumptions 1-3.
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Verifying Assumption 1. For all 𝜃, 𝜃 ′ ∈ R𝑑 , by Assumption 9, we have

∥∇𝑓𝜏 (𝜃 ) − ∇𝑓𝜏 (𝜃 ′)∥ = ∥E[𝐹𝑥 (𝑥𝑇𝜃 − 𝑥𝑇𝜃 ∗𝜏 )𝑥] − E[𝐹𝑥 (𝑥𝑇𝜃 ′ − 𝑥𝑇𝜃 ∗𝜏 )𝑥] ∥
≤ 𝐿𝜏E[∥𝑥 ∥2] ∥𝜃 − 𝜃 ′∥,

thereby verifying the Assumption 1 with 𝐿 = 𝐿𝜏E[∥𝑥 ∥2].

Verifying Assumption 2. Recall Δ𝑥 = 𝜎𝑥 ln(8E[∥𝑥 ∥4]) defined in Lemma 5. For all 𝜃 ′, 𝜃 ′′ ∈ {𝜃 ∈
R𝑑 : ∥𝜃 − 𝜃 ∗𝜏 ∥ ≤ Δ𝜏/Δ𝑥 }, by Assumption 9, we have

⟨𝜃 ′ − 𝜃 ′′,∇𝑓𝜏 (𝜃 ′) − ∇𝑓𝜏 (𝜃 ′′)⟩
=E[(𝐹𝑥 (𝑥𝑇𝜃 ′ − 𝑥𝑇𝜃 ∗) − 𝐹𝑥 (𝑥𝑇𝜃 ′′ − 𝑥𝑇𝜃 ∗)) (𝑥𝑇𝜃 ′ − 𝑥𝑇𝜃 ′′)]
≥𝜇𝜏E[(𝑥𝑇𝜃 ′ − 𝑥𝑇𝜃 ′′)21{ |𝑥𝑇 𝜃 ′−𝑥𝑇 𝜃 ∗ | ≤Δ𝜏 , |𝑥𝑇 𝜃 ′′−𝑥𝑇 𝜃 ∗ | ≤Δ𝜏 }]
≥𝜇𝜏 (𝜃 ′ − 𝜃 ′′)𝑇E[𝑥𝑥𝑇1{ ∥𝑥 ∥≤Δ𝑥 }] (𝜃 ′ − 𝜃 ′′)

≥ 𝜇𝜏
2

∥𝜃 ′ − 𝜃 ′′∥2.

For all 𝜃 ∈ R𝑑 , we have
∥∇𝑓𝜏 (𝜃 )∥ = ∥E[(𝐹𝑥 (𝑥𝑇𝜃 − 𝑥𝑇𝜃 ∗𝜏 ) − 𝜏)𝑥] ∥ ≤ (1 + 𝜏)𝐸 [∥𝑥 ∥] .

To verify the last property in Assumption 2, by Lemma 10, when 𝜃 ≠ 𝜃 ∗𝜏 , we have

⟨𝜃 − 𝜃 ∗𝜏 ,∇𝑓𝜏 (𝜃 )⟩ = ⟨E[(1{𝑦−𝑥𝑇 𝜃≤0} − 𝜏)𝑥], 𝜃 − 𝜃 ∗𝜏 ⟩
= E[(𝐹𝑥 (𝑥𝑇𝜃 − 𝑥𝑇𝜃 ∗𝜏 ) − 𝐹𝑥 (0)) (𝑥𝑇𝜃 − 𝑥𝑇𝜃 ∗𝜏 )]
≥ E[(𝐹𝑥 (𝑥𝑇𝜃 − 𝑥𝑇𝜃 ∗𝜏 ) − 𝐹𝑥 (0)) (𝑥𝑇𝜃 − 𝑥𝑇𝜃 ∗𝜏 )1{ |𝑥𝑇 𝜃−𝑥𝑇 𝜃 ∗𝜏 | ≥Δ𝜏 }]
≥ 𝑐𝜏E[|𝑥𝑇𝜃 − 𝑥𝑇𝜃 ∗𝜏 |1{ |𝑥𝑇 𝜃−𝑥𝑇 𝜃 ∗𝜏 | ≥Δ𝜏 }]

≥ 9𝑐𝜏

32E[∥𝑥 ∥4] ∥𝜃 − 𝜃
∗
𝜏 ∥ − 𝑐𝜏Δ𝜏 ,

where the last inequality holds by Lemma 8.

Therefore, when ∥𝜃 − 𝜃 ∗𝜏 ∥ ≥ 64E[ ∥𝑥 ∥4 ]
9Δ𝜏

, we have

⟨𝜃 − 𝜃 ∗𝜏 ,∇𝑓𝜏 (𝜃 )⟩ ≥
9𝑐𝜏

64E[∥𝑥 ∥4] ∥𝜃 − 𝜃
∗
𝜏 ∥ .

If
64E[ ∥𝑥 ∥4 ]

9Δ𝜏
≤ Δ𝜏

Δ𝑥
, we have verified the last property in Assumption 2.

If
64E[ ∥𝑥 ∥4 ]

9Δ𝜏
>

Δ𝜏

Δ𝑥
, by Lemma 9, we have

𝑐′𝜏 = min

𝜃 ∈{𝜃 ∈R𝑑 :
Δ𝜏
Δ𝑥

≤∥𝜃−𝜃 ∗𝜏 ∥≤ 64E[∥𝑥 ∥4 ]
9Δ𝜏

}
⟨∇𝑓𝜏 (𝜃 ), 𝜃 − 𝜃 ∗𝜏 ⟩ > 0,

and for all 𝜃 ∈ R𝑑 such that ∥𝜃 − 𝜃 ∗𝜏 ∥ ≥ Δ𝜏

Δ𝑥
, we have

⟨∇𝑓𝜏 (𝜃 ), 𝜃 − 𝜃 ∗𝜏 ⟩ ≥ min( 9𝑐𝜏

64E[∥𝑥 ∥4] ,
9𝑐′
𝑙
Δ𝜏

64E[∥𝑥 ∥4] )∥𝜃 − 𝜃
∗
𝜏 ∥,

thereby verifying the last property of Assumption 2.

Verifying Assumption 3. By the definition in Section 6, we have

∥𝑤𝜏 (𝜃 )∥ = ∥(1{𝑦−𝑥𝑇 𝜃≤0} − 𝜏)𝑥 − ∇𝑓𝜏 (𝜃 )∥ ≤ 2∥𝑥 ∥ + (1 + 𝜏)E[∥𝑥 ∥],
which implies that the noise sequence is uniformly in the𝜓1−Orlicz space.
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K DISCUSSIONS ON THE LACK OF WEAK CONVERGE FOR QUANTILE REGRESSION
In this section, we focus on the recursive quantile estimation problem, which is a special case of

online quantile regression when 𝑥 = 1. We try to illustrate that it is not clear if constant stepsize

recursive quantile estimation has the weak convergence results.

The constant stepsize recusive quantile estimation has the following update

𝜃𝑛+1 = 𝜃𝑛 − 𝛼 (1{𝑦𝑛≤𝜃𝑛 } − 𝜏).
Because 𝜃𝑛 ∈ R for all 𝑛 ≥ 0, we use the following formula to calculate the Wasserstain-1 distance:

𝑊1 (𝜇1, 𝜇2) =
∫
R
|𝐹1 (𝑥) − 𝐹2 (𝑥) | d𝑥,

where 𝐹𝑖 denotes the cumulative probability function of 𝜇𝑖 for 𝑖 = 1, 2.

Without loss of generality, we assume that 𝜃 ′ < 𝜃 < 𝜃 ′ + 𝛼/4 and 𝜃, 𝜃 ′ ∈ [−Δ𝜏 ,Δ𝜏 ]. We have

𝑊1 (L(𝜃 − 𝛼 (1{𝑋 ≤𝜃 } − 𝜏)),L(𝜃 ′ − 𝛼 (1{𝑋 ≤𝜃 ′ } − 𝜏)))
=(𝜃 − 𝜃 ′)𝐹 (𝜃 ′) + (𝜃 ′ − 𝜃 + 𝛼) (𝐹 (𝜃 ) − 𝐹 (𝜃 ′)) + (𝜃 − 𝜃 ′) (1 − 𝐹 (𝜃 ))
=𝜃 − 𝜃 ′ + (𝛼 − 2(𝜃 − 𝜃 ′)) (𝐹 (𝜃 ) − 𝐹 (𝜃 ′))
≥(𝜃 − 𝜃 ′) + 𝛼/4(𝐹 (𝜃 ) − 𝐹 (𝜃 ′))
≥(1 + 𝛼𝜇𝜏/4) (𝜃 − 𝜃 ′).

Consequently, we demonstrate that two iterates near zero diverge in the𝑊1 distance, indicating

that the weak convergence result may not hold for recursive quantile estimation. However, this

does not rule out the possibility of weak convergence under a metric weaker than𝑊1, which we

leave for future work.

L PROOF OF COROLLARY 4
In this section, we verify the Assumption 𝐻𝑆 in [24] for online quantile regression. Recall that

𝑤𝜏 (𝜃 ) = (1{𝑦−𝑥𝑇 𝜃≤0} − 𝜏)𝑥 − ∇𝑓𝜏 (𝜃 ). Define 𝑆 (𝜃 ) = E[𝑤𝜏 (𝜃 )𝑤𝜏 (𝜃 )𝑇 ] and we aim to prove that

𝑆 (·) is lip-continuous.
Notice that

𝑆 (𝜃 ) = E[((1{𝑦−𝑥𝑇 𝜃≤0} − 𝜏)𝑥 − ∇𝑓𝜏 (𝜃 )) ((1{𝑦−𝑥𝑇 𝜃≤0} − 𝜏)𝑥 − ∇𝑓𝜏 (𝜃 ))𝑇 ]
= E[(1{𝑦−𝑥𝑇 𝜃≤0} − 𝜏)2𝑥𝑥𝑇 ] − ∇𝑓𝜏 (𝜃 )∇𝑓𝜏 (𝜃 )𝑇

= E[(1 − 2𝜏)𝐹𝑥 (𝑥𝑇𝜃 − 𝑥𝑇𝜃 ∗𝜏 )𝑥𝑥𝑇 ] + 𝜏2E[𝑥𝑥𝑇 ] − ∇𝑓𝜏 (𝜃 )∇𝑓𝜏 (𝜃 )𝑇 .
Therefore, for all 𝜃, 𝜃 ′ ∈ R, we have

∥𝑆 (𝜃 ) − 𝑆 (𝜃 ′)∥
≤(1 − 2𝜏)E[|𝐹𝑥 (𝑥𝑇𝜃 − 𝑥𝑇𝜃 ∗𝜏 ) − 𝐹𝑥 (𝑥𝑇𝜃 ′ − 𝑥𝑇𝜃 ∗𝜏 ) |∥𝑥 ∥2] + ∥∇𝑓𝜏 (𝜃 )∇𝑓𝜏 (𝜃 )𝑇 − ∇𝑓𝜏 (𝜃 ′)∇𝑓𝜏 (𝜃 ′)𝑇 ∥
≤(1 − 2𝜏)𝐿𝜏E[∥𝑥 ∥3] ∥𝜃 − 𝜃 ′∥ + ∥∇𝑓𝜏 (𝜃 )∥∥∇𝑓𝜏 (𝜃 ) − ∇𝑓𝜏 (𝜃 ′)∥ + ∥∇𝑓𝜏 (𝜃 ′)∥∥∇𝑓𝜏 (𝜃 ) − ∇𝑓𝜏 (𝜃 ′)∥
≤((1 − 2𝜏)𝐿𝜏E[∥𝑥 ∥3] + 2(1 + 𝜏)𝐿𝜏E[∥𝑥 ∥]E[∥𝑥 ∥2])∥𝜃 − 𝜃 ′∥

where the last inequality holds by Theorem 6. Therefore, we verify the Assumption 𝐻𝑆 in [24] for

online quantile regression.
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