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A numerical study of a transonic flow over the OALT25 supercritical airfoil is conducted.

The freestream Mach number is 0.735, the angle of attack is 4 deg, and the chord-length-based

Reynolds number is 1 million. The laminar shock buffet is captured by a wall-resolved large-eddy

simulation when the flow is statistically stationary. A modal analysis based on spectral proper

orthogonal decomposition indicates that the flow system presents low-rank behavior dominated

by shock buffet and turbulent vortex shedding. Several feedback paths are observed from the

evolution of the dominant mode shapes. The linear response of the transonic shock buffet system

is investigated by tracking the growth of perturbations via the linearized system. In the current

work, the perturbation is impulsively induced within a short duration of time and localized in

space slightly above the turbulent boundary layer near the trailing-edge on the suction side.

The disturbances are tracked using both three-dimensional (3D) concurrently-evolved flow and

two-dimensional (2D) spanwise-averaged frozen flow as the base states. The analysis identifies a

feedback path through the boundary layer flow. It is observed that the feedback fluctuations

within the boundary layer interact with the main shock from the pre-shock side via the Mach

waves generated where the boundary layer transitions to turbulence and via the unsteadiness of

the oblique shock associated with the movement of the laminar separation point on the suction

side of the airfoil.

I. Introduction

S
hock buffet over an airfoil can create large-amplitude low-frequency fluctuations in aerodynamic loads and moments

that may lead to strong aircraft structural vibrations, thus drastically limiting the flight envelope [1, 2]. Transonic

shock buffet over airfoils has been widely studied both experimentally [3–6] and numerically [7–11].

For large-size airfoils operating under transonic conditions, the chord-length-based Reynolds number is sufficiently

high so that the boundary layer becomes fully turbulent close to the leading edge. When shock buffet occurs, the

phenomenon is commonly referred to as turbulent buffet. A variety of two-dimensional (2D) airfoil geometries,

such as OAT15A [5], RA16SC1 [12], NACA 0012 [13], and NACA 64A204 [14], are provided as benchmarks for

broad investigations. Numerical investigations based on the unsteady Reynolds-averaged Navier–Stokes (RANS)

simulations [9, 14], wall-modeled large-eddy simulations (LES) [8, 15], and hybrid RANS/LES [10, 16, 17] as popular

approaches have been undertaken for either low-cost parametric study or high-fidelity analysis of detailed mechanisms.

A mechanism of transonic shock buffet over a supercritical airfoil with a fully separated turbulent boundary layer was

proposed by Lee [18] based on signal processing from an experimental measurement. The theory suggests a feedback

mechanism that the pressure disturbance generated from the shock propagates downstream within the separated flow

region to the trailing edge and then creates upstream-traveling waves at the trailing edge which further disturbs the shock

unsteadiness [18]. In addition, a global instability theory is formulated and justified to predict the onset of the turbulent

shock buffet by Crouch et al. [19], where a modal linear stability of a set of perturbation fields about a steady-state mean

flow provided by RANS was analyzed. Iwatani et al. [7] identifies two types of mechanisms that contribute to the shock

buffet using resolvent analysis [20]. The study suggests that shock buffet is co-contributed to by both periodic pressure

disturbance due to the variation of separated flow height near the trailing edge and upstream traveling pressure waves

around the shock.
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Recently, laminar supercritical airfoils, designed to maintain a considerably larger fraction of the natural laminar

boundary layer at high Reynolds numbers, in contrast to the conventional airfoils with fully turbulent boundary layer,

have gained increasing attention motivated by drag reduction for fuel-efficient aircraft design [21]. While operating in

a transonic flow under buffeting conditions, the shock over a laminar supercritical airfoil is commonly located at the

transitioning boundary layer. This phenomenon is commonly recognized as laminar shock buffet as opposed to turbulent

shock buffet. A complete laminar shock buffet system contains shock-laminar boundary layer interactions, unsteadiness

of laminar flow separation, shear-instability-induced flow transition to turbulence, turbulent vortex shedding, etc.

Several 2D laminar supercritical airfoil geometries with their wind-tunnel experimental data are accessible for public

research such as the OALT25 airfoil [22] designed by ONERA and the V2C airfoil [4] designed by Dassault Aviation.

High-resolution LES transonic shock buffet over an OALT25 airfoil at a chord-length-based Reynolds number of 3

million were conducted by Dandois et al. [23] and the results were validated with the wind-tunnel measurements.

Detailed shock and flow structures and signal processing results were reported, and the effects of the Kelvin–Helmholtz

instability and the breathing of the separation bubble associated with turbulent vortex shedding were discussed in detail.

Zauner and Sandham [24] investigated the laminar shock buffet at a low Reynolds number. The results show that the

laminar shock buffet at a relatively low Reynolds number, 0.5 million, contains multiple unsteady shocks, and the

primary oscillations of lift may be uncorrelated with the periodic shock motions. Zauner et al. [25] conducted spectral

proper orthogonal decomposition (SPOD) analysis [26] of both OALT25 and V2C airfoils at transonic shock buffet

conditions using the LES data and selected mode shapes were reported. Furthermore, the effects of flow structures and

a scaling approach were justified at various Reynolds numbers. Song et al. [27] investigated the transonic laminar shock

buffet at a moderately high Reynolds number, 1 million, using a high-resolution wall-resolved LES. Periodic formation

of the second supersonic flow regime behind the main shock structure associated with periodic occurrence of post-shock

expansion-wave and the terminating shock was observed. The SPOD analysis was conducted, and several feedback

paths were studied at both shock buffet frequency and vortex shedding frequency.

Various observations from the numerical and experimental studies in both laminar and turbulent shock buffet

support the hypothesis that the shock oscillation over the airfoil in transonic flows is self-sustained by one or more

feedback mechanisms. However, precisely identifying a specific mechanism is challenging due to the interchangeable

role of causality and influence. The current work is extended from Song et al. [27] to further investigate the feedback

mechanisms observed from the SPOD analysis. Specifically, the linear response of the transonic laminar shock buffet

system corresponding to locally supported impulsive perturbations is investigated. The analysis provides insights into

the early-stage causality of the feedback mechanism by numerically probing the transonic laminar shock buffet system

at the stationary state. The growth of the impulsive and spatially-localized perturbation identifies a more detailed

consequence of the impact on the shock oscillation. In the following context, the physical and numerical configurations

of the flow system are presented in Sec. II. Basic data analysis and SPOD analysis from the LES results are shown in

Sec. III. The analysis of the linear response with a concurrently-evolving three-dimensional (3D) base-state flow is

presented in Sec. IV.A, and the analysis of the linear response using spanwise-averaged 2D frozen base-state flows is

presented in Sec. IV.B.

II. Problem configurations

A. Flow configurations

G

H

c
U

"∞
?∞
)∞
d∞
`∞

Fig. 1 Schematics of physical flow configurations [27].

The present work considers transonic flow over the OALT25 laminar supercritical airfoil with chord length 2. The

geometry of the airfoil is provided by ONERA [22, 23], and the schematics of the physical configurations are shown in

Fig. 1. The OALT25 airfoil geometry is designed on a 2D G–H plane. In our problem setting, the chord of the airfoil is

aligned with the G-direction. In 3D space, the geometry is orthogonally extruded in the spanwise (I) dimension. The

2

D
o
w

n
lo

ad
ed

 b
y
 S

ta
n
fo

rd
 U

n
iv

er
si

ty
 o

n
 J

an
u
ar

y
 2

9
, 
2
0
2
5
 | 

h
tt

p
:/

/a
rc

.a
ia

a.
o
rg

 | 
D

O
I:

 1
0
.2

5
1
4
/6

.2
0
2
5
-2

1
8
5
 



freestream conditions are prescribed by the thermodynamic state, transport properties, and Mach number, "∞. The

freestream Mach number is defined as "∞ = *∞/0∞ where *∞ and 0∞ denote the flow speed (velocity magnitude) and

speed of sound in the freestream respectively. Relative to the airfoil, the freestream flow is additionally prescribed by

the angle of attack, U, defined as the angle between the freestream velocity vector and the vector collinear with the

chord of the airfoil pointing from the leading edge (LE) to the trailing edge (TE). The chord-length-based Reynolds

number, Reę, is defined as Reę = d∞*∞2/`∞, where d∞ and `∞ are the density and dynamic viscosity of the fluid in

the freestream. The fluid is considered as a specific calorically perfect gas, and additional properties and relations are

implied (cf. Sec. II.B). In this work, the freestream Mach number is "∞ = 0.735, the angle of attack is U = 4◦, and the

chord-length-based Reynolds number is Reę = 1 × 106.

B. Governing equations

In this computational study, the flow is governed by the compressible Navier–Stokes equations, including conservation

of mass, momentum, and total energy, shown as follows:

md

mC
+
mdD Ġ

mG Ġ

= 0 (1)

mdDğ

mC
+ m

mG Ġ

(
dDğD Ġ + ?Xğ Ġ

)
=

mfğ Ġ

mG Ġ

(2)

md4

mC
+ m

mG Ġ

(
dℎD Ġ

)
=

m

mG Ġ

(
Dğfğ Ġ − @ Ġ

)
(3)

where the equations are expressed in the index notation, and summation convention is applied. C and G Ġ are the time and

vector of spatial coordinate, respectively. d, ?, 4, and ℎ are the density, pressure, specific total energy, and specific total

enthalpy respectively. Dğ is the velocity vector, Xğ Ġ is the identity tensor, fğ Ġ is the viscous stress tensor, and @ Ġ is the

conductive heat flux. Both 4 and ℎ contain a thermodynamic component and a kinematic component, 4 = 4th + D ĠD Ġ/2
and ℎ = 4 + ?/d, where 4th is the specific internal energy. The fluid is modeled as a calorically perfect gas specified by

a specific gas constant, ', and a constant ratio of specific heats, W. According to the equation-of-state (EOS) model of a

calorically perfect gas, the internal energy only depends on the temperature, ) , and is calculated as 4th = 2Ĭ) where

2Ĭ = '/(W − 1) is the isochoric specific heat. The relation of pressure, density, and temperature yields the ideal-gas

law, ? = d') . Consistent with the EOS model of calorically perfect gas, the speed of sound, 0, can be calculated as

0 =
√
W') . The viscous stress tensor is calculated based on the Newtonian-fluid constitutive relation:

fğ Ġ = 2`(ğ Ġ +
(
V − 2

3
`

)
(ġġXğ Ġ (4)

where ` and V are the dynamic shear and bulk viscosities respectively, and (ğ Ġ = (Dğ, Ġ + D Ġ ,ğ)/2 is the strain-rate tensor.

The dynamic shear viscosity is temperature dependent and calculated based on a power-law model, ` = `∞ ()/)∞)0.76,

where `∞ and )∞ are the dynamic shear viscosity and temperature respectively in the freestream. The dynamic bulk

viscosity is calculated as V = 0.67`. The conductive heat flux is calculated based on Fourier’s law:

@ Ġ = −^ m)

mG Ġ

(5)

where ^ is the thermal conductivity and is calculated ^ = 2Ħ`/Pr, where Pr is the Prandtl number and treated as constant,

Pr = 0.7; and 2Ħ is the isobaric specific heat calculated as 2Ħ = W2Ĭ .

C. Configurations of the large-eddy simulation

The compressible Navier–Stokes equations are numerically solved using the wall-resolved LES approach. The

Vreman subgrid-scale (SGS) model [28] and a constant turbulent Prandtl number model are applied in the momentum

and total energy equations respectively. The SGS models are imposed according to the Boussinesq hypothesis. Both

dynamic shear viscosity and thermal conductivity contain two components:

` = ˇ̀ + `SGS and ^ = ˇ̂ + ^SGS

where ˇ̀ and ˇ̂ are the physically-resolved components and calculated based on the physical models described in Sec. II.B

using the resolved temperature; `SGS, ^SGS are the SGS components and are respectively calculated based on the Vreman
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SGS model [28] and a constant turbulent Prandtl number, PrĪ = 1, as ^SGS = 2Ħ`SGS/PrĪ . The dynamic bulk viscosity

does not have an SGS component, and it is calculated as V = 0.67 ˇ̀.

The simulation is configured in a 3D computational domain. An O-typed body-fitted mesh is used in the G–H

plane, and the mesh is uniform in the I-dimension. The size of the computational mesh is 418 × 3072 × 512 in the

radial, azimuthal, and spanwise dimensions respectively. The boundary conditions at the wall of the airfoil are set to be

no-slip and adiabatic. A numerical sponge is applied in the far-field region to enforce the freestream conditions. The

computational domain size in the spanwise dimension is !İ = 2/4, and the domain is set to be numerically periodic in

that dimension. More detailed configurations are described in Song et al. [27].

The computation is conducted primarily based on sixth-order compact finite difference methods [29]. The shock is

captured by the weighted-essentially non-oscillatory interpolation scheme (WENO5-Z) [30, 31] and the approximate

Riemann solver using a Rusanov flux function. The shock-capturing scheme is applied in the far-field region and is

localized to the shock structures in the near-field region to compute the convective fluxes in all three directions. The

shock-free flow region in the near-field region is computed by the central fluxes only. More details regarding the

numerical framework and justifications of its accuracy, numerical resolution and robustness are discussed in Ref. [32]

and Ref. [33], and the parallelization of the compact numerical schemes are described in Ref. [34].

D. Linearized equation system

To illustrate the derivation of the linearized system, the compressible Navier–Stokes equations for the LES,

Eq. (1)–Eq. (3), are denoted as
m5

mC
= F (5) (6)

where 5(x, C) represents a vector of state variables, and F (·) denotes the corresponding Navier–Stokes operator. Given

a base state, 5, the state variables can be expressed in a perturbed form by n5′ (x, C), as

5 = 5 + n5′ (7)

where n is a dimensionless scaling factor to keep ∥5′∥ /∥5∥ ∼ O(1), and 5′ (x, C) denotes the vector of scaled

perturbation fields about the base state. If n j 1, the right-hand side of Eq. (6) can be written in a perturbation form

about the base state 5:
m5

mC
= F (5) + nL

5
5′ + O(n2) (8)

where

L
5
=

mF (7)
m7

����
7=5

represents the Jacobian operator of F (·) evaluated at the base state. Assuming the base state is also a solution of the

LES system, the following relation is satisfied:

m5

mC
= F (5) (9)

Accordingly, the system of the perturbation field is obtained from Eq. (8):

m5′

mC
= L

5
5′ + O(n) (10)

For the perturbation fields, the Jacobian, L
5
, is a linear operator. If the remaining terms in O(n) are truncated,

Eq. (10) becomes a linearized Navier–Stokes system. For sufficiently small perturbation serving as a tracer to probe the

propagation of the local flow effects, the assumption of linearized system will be valid within a certain amount of time.

According to this concept, the linearized Navier–Stokes system can be written as follows

md′

mC
+
md′D Ġ

mG Ġ

+
mdD′Ġ
mG Ġ

= 0 (11)

m

mC

(
dD′ğ + d′Dğ

)
+ m

mG Ġ

[ (
d′Dğ + dD′ğ

)
D Ġ + ?′Xğ Ġ

]
+ m

mG Ġ

(
d DğD

′
Ġ

)
=

mf′
ğ Ġ

mG Ġ

(12)

m

mC
(d4′ + d′4) + m

mG Ġ

[(
d′ℎ + dℎ′

)
D Ġ

]
+ m

mG Ġ

(
d ℎD′Ġ

)
=

m

mG Ġ

(
D′ğfğ Ġ + Dğf

′
ğ Ġ − @′Ġ

)
(13)
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where the overbar, (·), and prime, (·)′, denote the base-state and perturbation quantities respectively consistent with the

definition in Eq. (7). Based on the linearized EOS model, the perturbations of pressure, ?′, specific total energy, 4′, and

specific enthalpy, ℎ′, are calculated as

?′ = '
(
d′) + d) ′

)
(14)

4′ = 2Ĭ)
′ + DġD

′
ġ (15)

ℎ′ = 4′ + ?′

d
−

(
?

d

) (
d′

d

)
(16)

f′
ğ Ġ and @′Ġ are calculated based on the linearized constitutive relations:

f′
ğ Ġ = 2`(′ğ Ġ +

(
V − 2

3
`

)
(′ġġXğ Ġ + 2`′(ğ Ġ +

(
V′ − 2

3
`′

)
(ġġXğ Ġ (17)

@′Ġ = −^ m)
′

mG Ġ

− ^′
m)

mG Ġ

(18)

In the present study, the fluctuations of the transport properties, `′, V′, and ^′, are not accounted for, and the simulations

of the perturbation system are conducted using sixth-order compact finite differencing with WENO5-Z interpolation

and the Rusanov-type approximate Riemann solver over the entire computational domain.

III. Results of the large-eddy simulation

A. Highlights of flow structures and signal processing

−0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
x/c

−0.2

0.0

0.2

0.4
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0.8

y
/
c

(a)

−0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
x/c
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0.0

0.2

0.4

0.6

0.8

y
/
c

(b)

Fig. 2 Visualizations of instantaneous flow fields in an x–y cross-sectional plane at approximately 217.416 CTUs:

(a) numerical Schlieren imaging (|∇1 |) and (b) dilatation (∇ · ®u).

After the flow reaches a statistically stationary state, data collection in the LES spans a range of approximately

260 convective time units (CTUs) at a constant time interval of approximately 2.174 × 10−2 CTUs, where the CTU

is a time unit defined as 2/*∞ and can be used to non-dimensionalize the physical time as C*∞/2. The numerical

Schlieren imaging and dilatation at an instantaneous flow state are visualized in Fig. 2. Near the LE of the airfoil, the

flow from a subsonic condition accelerates to a supersonic state on the suction side via an expansion wave, and the

boundary layer remains laminar. As the flow continues to develop, the laminar boundary layer separates where an

oblique shock is formed (which periodically becomes a strong oblique compression wave). The movement of the laminar

flow separation point (described in 2D) contributes to an unsteady interaction between the oblique shock and main

shock. Approximately at a distance of 0.22 after the laminar flow separation point, the flow transitions to turbulence

due to the growth of the Kelvin–Helmholtz instability in the separated boundary layer region. The main shock foot is

located above the transitioning region on the turbulent side. The transitioning turbulent boundary layer generates strong
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high-frequency flow fluctuations that form Mach waves and interact with the foot of the main shock. The unsteadiness

of boundary layer separation and transition to turbulence form turbulent vortex shedding. At the edge of the turbulent

boundary layer and extended wake region, the strong shear motion drives the turbulent flow structures to generate strong

acoustic waves, and these waves radiate into the freestream region. The upstream-traveling waves get steepened as they

propagate. Some of the waves directly interact with the main shock and some travel upstream over the main shock in the

subsonic flow region. Such waves turn around after they pass over the shock and interact with the main shock, oblique

shock, and other pre-shock flow structures. Closely behind the main shock foot, a small second supersonic flow region

is periodically formed via an expansion wave, and the region ends at a terminating shock that also periodically occurs

and travels towards the main shock. More details regarding this observation is described in Song et al. [27].
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(b)

Fig. 3 Time series of (a) lift coefficient, IR , and (b) drag coefficient, IJ.
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Fig. 4 Power spectral densities (PSDs) of (a) lift coefficient, IR, and (b) drag coefficient, IJ. In each plot, the

black curve shows the averaged PSD using Welch’s method [35], and the green curves show the PSDs obtained

from each segment of consecutive data points.

In the LES, the lift coefficient, �Ĉ , and drag coefficient, �Ā , are calculated as

�Ĉ,Ā =
1

�airfoil

∮

airfoil

(
� Ĝ t̂ − �Ħ n̂

)
· êĈ,Ā3� (19)

where �airfoil includes the 2D airfoil geometry in the G–H plane and the width in the spanwise direction; t̂(Gĭ , Hĭ) is a

unit vector aligned with the local tangential direction of the airfoil surface and perpendicular to the spanwise direction,

where (Gĭ , Hĭ) represents a point at the airfoil surface in an G–H cross-section; n̂(Gĭ , Hĭ) is a unit vector pointing to

the local outgoing normal direction of the airfoil surface; êĈ and êĀ are unit vectors in the lift and drag directions,

respectively; consistent with the flow configuration shown in Fig. 1, given the unit base vectors in G- and H-dimensions,

êĮ and êį , respectively, êĈ and êĀ are calculated as

(
êĈ

êĀ

)
=

(
− sinU cosU

cosU sinU

) (
êĮ

êį

)
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� Ĝ and �Ħ are the skin-friction coefficient and pressure coefficient evaluated locally at the airfoil surface as

� Ĝ =
gĭ

d*2
∞/2

and �Ħ =
? − ?∞

d*2
∞/2

respectively, where gĭ is the local wall shear stress, and its sign is consistent with the definition of t̂.

The time series of �Ĉ and �Ā are shown in Fig. 3. Associated with the buffet process, significant fluctuations

in both signals of �Ĉ and �Ā are observed. Additionally, the fluctuations contain a few dominant frequencies. In

the frequency domain, the power spectral densities (PSDs) of �Ĉ and �Ā are shown in Fig. 4. The frequency, 5 ,

is non-dimensionalized to the Strouhal number, St, as St = 5 2/*∞. The PSD is calculated based on the discrete

Fourier transform with the global mean of the signal removed. The sampled data are grouped into segments with 75%

overlapping, and each segment contains 3072 consecutive data points. The Hann window is applied to each segment of

data to avoid spectral energy leakage, and the final PSD is achieved by averaging the results obtained from each segment

based on Welch’s method [35]. In Fig. 4, both PSDs of �Ĉ and �Ā show two dominant frequencies at St1 ≈ 0.105

and St2 ≈ 0.554. The analysis provided in Song et al. [27] shows that St1 and St2 correspond to the shock buffet and

turbulent vortex shedding, respectively. Both PSDs show sufficient decay in the high St region.

B. Data-based modal analysis using spectral proper orthogonal decomposition

The SPOD analysis [26] is conducted to investigate the space–time correlation of the flow structures in the transonic

shock buffet system. The SPOD analysis formulates an eigenvalue problem:

∫

x′∈¬
s(x, x′, St)w(x′)7̂(x′, St)3¬ = _(St)7̂(x, St) (20)

where ¬ is the computational domain; w(x′) is a weighting tensor that is symmetric and positive-definite; _(St) is the

eigenvalue and 7̂(x, St) is the associated SPOD eigen-mode; and s(x, x′, St) is the cross-spectral density (CSD) tensor,

calculated as

s(x, x′, St) = 1

#

Ċ∑

Ĥ=1

5̂Ĥ (x, St)5̂∗
Ĥ (x′, St) (21)

where # is the number of total realizations; the subscript “=” is the index for different realizations; the superscript,

(·)∗, denotes the complex conjugate in the section; and 5̂Ĥ (x, St) is the Fourier transform of the vector of state

variables 5Ĥ (x, C) in time. The forms of s and w permit an orthogonal eigen-decomposition with semi-positive-definite

eigenvalues. For the same St, different SPOD modes are orthogonal with consistent inner product:

∫

x′∈¬
7̂∗
ğ (x′, St)w(x′)7̂ Ġ (x′, St)3¬ = Xğ Ġ (22)

where the subscript indicates the rank of eigen-mode. In the description related to the SPOD analysis, the summation

convention does not apply. The formulation of eigenvalue problem allows an expansion of the CSD tensor in terms of

orthogonal eigenbasis:

s(x, x′, St) =
Ċ∑

ğ=1

_ğ (St)7̂ğ (x, St)7̂∗
ğ (x′, St) (23)

In discrete representation, the eigenvalue problem is formulated as

1

#
�̂�̂

Ą
]	̂ = 	̂� (24)

where each column in �̂ contains a single realization of the Fourier transformed state variables that are obtained from

the computational mesh, so #−1
�̂�̂

Ą
represents the CSD in discrete space; ] becomes a block-diagonal matrix

representing w(x′)3¬; � is an # × # diagonal matrix containing all the eigenvalues; and the columns in 	̂ are the

corresponding discrete eigen-modes. For simplicity, assume the Fourier transformed variables only contain a single

mode at a specific St. As described in Towne et al. [26] and Schmidt and Colonius [36], an efficient approach can be

applied to solve the eigenvalue problem with significant reduction of computational cost. The cost reduction is achieved

based on the assumption that the number of total realizations, # , is significantly smaller than the total number of data
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points in each realization. In other words, the cost reduction requires that �̂ is a skinny matrix. To derive the approach,

left- and right- multiply by �̂
Ą
] and �

−1/2 respectively on each side of Eq. (24). As a result, an equivalent eigenvalue

problem is formulated that does not include identically trivial eigen-modes:

1

#

(
�̂

Ą
]�̂

)
�̂ = �̂� (25)

where �̂ = #−1/2
�̂

Ą
]	̂�

−1/2 is an # × # unitary matrix. In the efficient calculation, Eq. (25) is used to compute

the eigenvalues, and the columns in �̂ corresponding to selected eigenvalues can be also computed with considerably

affordable cost. The eigen-modes corresponding to the selected eigenvalues can be calculated as

	̂ =
1
√
#
�̂�̂�

−1/2 (26)

where �̂ and � do not have to be at the full size of # × # . �̂ may only contain columns corresponding to the selected

eigenvalues stored in the reduced diagonal entries of �. The result of 	̂ calculated from Eq. (26) guarantees the discrete

orthogonality equivalent to Eq. (22):

	̂
Ą
]	̂ = O (27)

10
−2

10
−1

10
0

10
1

10
2

St

10
−10

10
−9

10
−8

10
−7

10
−6

10
−5

10
−4

λ

St1 St2

Fig. 5 Spectra of the ten largest eigenvalues in the SPOD analysis using the Chu norm [37]. The marked

frequencies are St1 ≈ 0.105 and St2 ≈ 0.554, respectively.

The Chu norm is used to characterize the fluctuating energy in compressible flow [37]. In this work, the Chu norm,

�Chu, can be generally expressed as

�Chu =
1

!İ

∫

x∈¬
Y(x, C)3¬ (28)

where

Y =
1

2

(
dD′ġD

′
ġ +

02

Wd
d′2 + d2Ĭ

)
) ′2

)
(29)

According to the definitions in Eq. (28) and Eq. (29), the physical units of Y and �Chu are “energy per unit volume” and

“energy per unit width of span,” respectively. The definitions of �Chu and Y in Eq. (28) and Eq. (29) are used in both the

SPOD analysis in this section and the analysis of linear response discussed in Sec. IV. The definitions of overbar, (·),
and prime, (·)′, are consistent with the decomposition in Eq. (7) as the base state and perturbation, respectively. For

different analysis, the definitions of “base state” and “perturbation” are specific. In the SPOD analysis, the overbar

indicates that a quantity is averaged in time, and the prime represents the local temporal fluctuation correspondingly.

Consistent with the definitions of �Chu and Y, the weighting tensor is

w(x) = 1

2
diag

(
d, d, d,

02

Wd
,
d2Ĭ

)

)
(30)

where the five diagonal entries correspond to the three components of the velocity vector, D′ğ , density, d′, and temperature,

) ′, respectively. The discrete Fourier transform at each grid point of the computational mesh is conducted in the same
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setup as stated in Sec. III.A. The SPOD analysis is conducted in an G–H cross-sectional plane. Correspondingly, !İ is

set to unity and 3¬ degenerates to characteristic local mesh area in the G–H plane consistent with the computational

mesh used in the LES.

The spectra of the ten largest eigenvalues are shown in Fig. 5. The spectrum of the largest eigenvalue peaks at

St ≈ 0.105 and St ≈ 0.554 which are equal to St1 and St2 identified in the PSDs of �Ĉ and �Ā as shown in Fig. 4. St1
and St2 correspond to the St of shock buffet and turbulent vortex shedding, respectively. Compared to the spectrum

of the second-largest eigenvalue in Fig. 5, at St1 and St2, the first eigenvalue is larger than the rest of the eigenvalues

by orders of magnitude. Combined with the eigen-expansion of the CSD tensor in Eq. (23), this behavior, from the

perspective of space–time correlation, indicates that the flow structures have low-rank representation at each of the peak

frequencies.
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Fig. 6 Evolution of the density fluctuations corresponding to the first SPOD mode at the shock buffet frequency,

St1 ≈ 0.105: (a) > = 0, (b) > = 0/4, (c) > = 0/2, (d) > = 30/4, where > ∈ [0, 20) is the phase angle.
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Fig. 7 Evolution of the density fluctuations corresponding to the first SPOD mode at the vortex shedding

frequency, St2 ≈ 0.554: (a) > = 0, (b) > = 0/4, (c) > = 0/2, (d) > = 30/4, where > ∈ [0, 20) is the phase angle.

The low-rank coherent flow structures at a specified St are represented by the SPOD mode with respect to the first

eigenvalue. The evolution of the SPOD mode is denoted as

7(x, i, St) = 7̂(x, St)4ğą (31)

where 7(x, i, St) is the SPOD mode shown in physical space, and i is a phase angle. For a specific St, the phase

angle is calculated as i(C, St) = 2cSt(C*∞/2). The low-rank coherent density fluctuations, corresponding to the real

component of 7(x, i, St), at the shock buffet (St1 ≈ 0.105) and turbulent vortex shedding (St2 ≈ 0.554) Strouhal

numbers are shown in Fig. 6 and Fig. 7, respectively. The reconstructed low-rank fluctuating density fields at each St

capture the main flow structures including the main shock, oblique shock, boundary layer, and wake flows. Additionally,

detailed flow structures on the suction side of the airfoil, such as the laminar boundary layer separation, thin shear layer

growth, periodic formation of separation bubble and shedding vortices, and acoustic radiation in the freestream are also

clearly captured. Specifically, the evolution of density fluctuations at St1 (Fig. 6) shows the low-frequency boundary

layer breathing at large scale. At St2 (Fig. 7), the first density mode captures the shedding vortices by the non-radiative

pseudo-sound structures. Three major feedback paths are identified from the evolution of the first SPOD modes at both

St1 and St2. The fluctuations in the downstream region behind the main shock propagate towards upstream direction

and reach the pre-shock flow region. One path is via the region above the main shock, and another path is on the
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pressure side of the airfoil. These two paths primarily carry the acoustic energy generated by the turbulent boundary

layer/shedding vortices and via TE acoustic scattering. Moreover, the path in the boundary layer for fluctuations

propagating upstream below the main shock foot is believed to play an important role in the feedback mechanism. Via

this path, the post-shock fluctuations travel upstream through the boundary layer bypassing the main shock, and the

fluctuations rejoin the near-field freestream by radiating Mach waves. These Mach waves can directly interact with the

main shock in the lower portion. The unsteadiness of the laminar boundary layer separation point (described based on a

2D view) resulting from the feedback disturbance causes fluctuations of the oblique shock. Since the flow across the

oblique shock remains supersonic, the fluctuation will also impact the interaction between the oblique shock and the

main shock. The explanation of the feedback mechanism via this path is supported by the visualizations of the LES

results and SPOD mode shapes, especially those evolving in the triangular flow region surrounded by the oblique shock,

main shock, and airfoil surface. Additionally, the observations in this work are also consistent with the observations and

conclusions from related studies in Iwatani et al. [7] and Zauner et al. [25] on resolvent analysis of turbulent shock

buffet and laminar shock buffet at different Reynolds numbers, respectively.

IV. Analysis of transient linear response
The linearized system in Sec. II.D is homogeneous. An initial perturbation is needed to activate the non-trivial

evolution of the perturbation fields. In this work, the initial perturbation is introduced to the system by a pseudo body

force. The force is impulsive with short duration, localized in the G–H plane, and uniform in the spanwise dimension.

The expression for the pseudo body force is

1′ğ = � Ĝ

(

*2
∞
2

) (

C

�C Ĝ

)2

exp

[

1 −
(

C

�C Ĝ

)2

−
(

A

A Ĝ

)2
]

Xğ2 (32)

where � Ĝ is a dimensionless amplitude; �C Ĝ is a characteristic duration serving as a time scale; A Ĝ is a characteristic

radius of the forcing region; A is the distance away from the center location of the forcing region; given the center

coordinate, (G Ĝ , H Ĝ ), A is calculated as A =
√

(G − G Ĝ )2 + (H − H Ĝ )2; Xğ2 indicates that the forcing is only applied along

the positive H-direction. To the right-hand side of the linearized momentum equation, Eq. (12), the pseudo body force is

added as d1′ğ . Consistently, the pseudo work, d1′ĠD Ġ , is added to the right-hand side of the linearized energy equation,

Eq. (13). Since the linearized system is homogeneous other than the impulsive forcing, the forcing amplitude � Ĝ does

not affect the normalized solution. In this work, the center location of the forcing region is G Ĝ /2 = 0.85 and H Ĝ /2 = 0.05,

the characteristic duration is �C Ĝ*∞/2 = 0.002, and the characteristic radius is A Ĝ /2 = 0.00375. The forcing is located

slightly above the turbulent boundary layer on the suction side near the TE. The exact forcing location relative to the

airfoil and its amplitude variation in time are shown in Fig. 8.
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Fig. 8 Schematic of initial perturbation: (a) center location marked by “ ” at (0.85c, 0.05c) and (b) evolution

of the center-point perturbation amplitude, where the characteristic duration is �t f[∞/c = 0.002.

The growth of the perturbation is tracked for two different types of base states. In Sec. IV.A, the linear response of

the buffet system corresponding to a concurrently-evolving base state is discussed. Furthermore, the linear responses

corresponding to several frozen base states are also discussed in Sec. IV.B.
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A. Linear response of a 3D concurrently-evolving base-state flow

The results presented in this subsection correspond to a concurrently-evolving base state. The base state is one-way

coupled to the evolution of the perturbation fields but is not affected by the growth of perturbation. During the simulation

of the linearized system, the base state is concurrently solved by the LES solver, and the synchronized results from the

LES at the same computational time are passed to the linearized system during the runtime. In this context, the base state

variables are considered to be functions of both space and time, 5(x, C). The simulation starts from the LES solution at

the 217.416 CTUs. The base state is the same as visualized in Fig. 2. For the simulation of the linearized system, the

computational time is reset to zero. Accordingly, C*∞/2 = 0 corresponds to the starting point of the simulation of the

linearized system. This definition is consistent with the time variable used in Eq. (32). The absolute energy of the linear

response of the system is quantified by the Chu norm [37], �Chu (C). The definition is consistent with the expressions in

Eq. (28) and Eq. (29).
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Fig. 9 Growth of the perturbation amplitude about a concurrently-evolving base state measured by the Chu

norm [37]: (a) time history of the perturbation amplitude and (b) estimation of the rate of linear growth at

different measurement times, t∗.

The relative energy of the total linear response over the entire computational domain is characterized by the quantity

�Chu (C)/�Chu (Cref), and the growth of the relative energy is shown in Fig. 9a. The form of the pseudo body force,

Eq. (32), used in this work, is consistent with �Chu/(d*2
∞2

2) = 0 at C = 0. For a valid normalization, �Chu (Cref) is used

for scaling where Cref*∞/2 ≈ 0.00217. As shown in Fig. 9a, after a short adjustment, �Chu approximately shows a

linear growth (with a constant growth rate) for C*∞/2 < 0.5. After C*∞/2 ≈ 0.5, the growth rate increases, but �Chu

still approximately shows a different linear growth. Within 2.5 CTUs, the total linear response, indicated by �Chu,

significantly increases by many orders of magnitude.

The local growth rate can be measured at a given time, C∗. Assuming a model growth near C = C∗, �Chu has the

following asymptotic behavior, �Chu (C) ∼ 4Ă (Ī−Ī∗ )đ∞/ę, where f(C∗) is a local non-dimensional growth rate. The

calculation of f at a given C∗ can be analytically expressed as

f(C∗) = 3 ln [�Chu (C)/�Chu (Cref)]
3 (C*∞/2)

�

�

�

�

Ī=Ī∗
(33)

For C > C∗ and (C − C∗)*∞/2 j 1, f can be approximated as

f(C∗) = lim
Ī→Ī∗+

ln [�Chu (C)/�Chu (C∗)]
(C − C∗)*∞/2

(34)

According to this approach, f is measured at different values of C∗*∞/2 of approximately 0.3, 0.8, and 1.5 respectively,

and the results are shown in Fig. 9b. According to the measurements, the values of f corresponding to the three different

C∗*∞/ are approximately 16, 48, and 37, respectively.

At different stages, the power density of the Chu norm, Y(x, C), and the density fluctuation, d′ (x, C), are visualized in

Fig. 10 and Fig. 11, respectively. The visualizations focus on showing the structures of the linear response corresponding

to the initial perturbation. Therefore, the fields of Y(x, C) and d′ (x, C) are dynamically scaled by Yref (C) and d′
ref
(C),
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respectively. In this work, the scaling quantities are:

Yref (C) =
1

!İ22

∫

Į∈¬
Y(x, C)3¬ and d′ref (C) =

[

1

!İ22

∫

Į∈¬
d′2 (x, C)3¬

]1/2

Furthermore, an additional power law is applied for a better visualization quality. The power law for each visualization

is stated in the captions of Fig. 10 and Fig. 11.
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Fig. 10 Visualization of the instantaneous Chu-norm power density of the linear response, (9(x, t)/9ref (t))
1/m:

(a) t[∞/c ≈ 0.30 and m = 7; (b) t[∞/c ≈ 0.80 and m = 7; (c) t[∞/c ≈ 1.50 and m = 11.
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Fig. 11 Visualization of instantaneous density fluctuations in the linear response,
(

1′/1′
ref

)1/m
: (a) t[∞/c ≈ 0.30

and m = 7; (b) t[∞/c ≈ 0.80 and m = 7; (c) t[∞/c ≈ 1.50 and m = 11.

The visualizations in Fig. 10 and Fig. 11 show that the initial perturbation grows in both upstream and downstream

directions. The downstream-traveling perturbations are scattered at the TE, and the scattering generates upstream-

traveling perturbations on the pressure side of the airfoil. The upstream-traveling perturbations on the suction side

of the airfoil become steepened in the near-field freestream and are blocked by the main shock (in the base state).

In contrast, the perturbations within the boundary layer bypass the main shock below the shock foot and reach the

pre-shock flow region. These perturbations then propagate to the freestream and radiate into the main shock region.

Further upstream-traveling perturbations on the suction side propagate to the freestream near the LE, and some of

the perturbations reach the pressure side and keep traveling downstream. The structures of the linear response on

the pressure side of the airfoil are formed due to the interaction between the upstream- and downstream-traveling

perturbations from the TE and LE, respectively.

B. Linear response of 2D spanwise-averaged frozen base-state flows

The linear response corresponding to a frozen base-state is also investigated. The base state flow is created by

conducting spanwise averaging of an instantaneous LES solution. The density field is averaged, consistent with Reynolds

averaging. The velocity and temperature are calculated by density-weighted averaging, which is consistent with Favre

average. Despite the spanwise averaging, the 2D base state still well captures the instantaneous large-scale flow structures

in the G–H plane, such as the main shock, oblique shock, laminar boundary layer, and vortex shedding. The simulation

of the linearized system is conducted in 2D. During the time advancement, only perturbation fields are updated.
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Fig. 12 x–t diagram of spanwise-averaged skin-friction coefficient (I f ) on the suction side. The phase angles
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Fig. 13 Growth of the perturbation amplitude about a frozen base state measured by the Chu norm [37]: (a) time

history of the perturbation amplitude and (b) estimation of the rate of linear growth at different measurement

times, t∗.

According to the illustrations in Sec. II.D, a frozen base state has the form 5(x) which does not vary with time.

However, a frozen base state is not guaranteed to satisfy the original system, viz. F (5) ≠ 0 for arbitrary 5, because

such frozen base state may not be a steady-state solution to the original system. Therefore, enforcing a frozen base state

implies a source term added to the original dynamic system. The modified dynamic system that allows a frozen base

state can be expressed as
m5

mC
= F (5) − F (5) (35)

where the term −F (5) artificially enforces an equilibrium point at the specified base state, and since the base state is

frozen, this term is time-independent. Consistent with the decomposition defined in Eq. (7), Eq. (35) can be written in

terms of 5′ and 5:

n
m5′

mC
= F

(

5 + n5
′) − F (5) (36)

Assuming n j 1, the first term on the right-hand side of Eq. (36) can be written in the form of a Taylor series expansion.

It can be observed that the leading-order term of the Taylor series expansion balances the implied source term, and the

perturbation system becomes:
m5′

mC
= L

5
(5′) + O(n)

where the form of the equation is identical to Eq. (10). The resulting linearized system does not contain any forcing or

source terms after imposing the initial perturbation. The evolutions of perturbation fields only depend on the choice of

the base state. For slowly varying flow structures corresponding to the low-frequency flow features, using an averaged
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Fig. 14 Visualizations of 2D base-state and perturbation density fields. The sub-figures in the first column are

visualizations of the density fields in the frozen base states for different computations of the linear response.

The sub-figures in other columns are visualizations of perturbation fields in each case at different times. The

sub-figures in the same row correspond to the same computation with respect to the base states shown in the first

column. The density fluctuations are visualized as
(

1
′/1′

ref

)1/3
for all cases. The evaluation of Ā> corresponds to

the shock buffet frequency.
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frozen base state can effectively reduce the fluctuations in the high-frequency regime. Accordingly, it is expected that the

analysis using a frozen base state will better highlight the flow structures and mechanisms in the low-frequency regime.

In this work, six base states are selected corresponding to the computational time in the LES at 217.416 CTUs,

219.808 CTUs, 222.199 CTUs, 224.591 CTUs, 226.982 CTUs, and 231.765 CTUs. Corresponding to the shock buffet

frequency, at the Strouhal number St1 ≈ 0.105, the phase angles, �ą(Īđ∞/ę, St1), relative to the first base state are 0

(by definition), and approximately ÿ/2, ÿ, 3ÿ/2, 2ÿ, and 3ÿ. The times corresponding to the selected base states are

marked on the Į–Ī diagram of the skin-friction coefficient, ÿ Ĝ , shown in Fig. 12. For each case, the evolution of the

perturbation energy characterized by the relative Chu norm, āChu(Ī)/āChu (Īref), is shown in Fig. 13a, where Īref is the

same as shown in Sec. IV.A. The curves in Fig. 13a show a relatively similar linear growth for Īđ∞/ę < 1. Compared to

the growth with respect to the result obtained with the concurrently-evolving base state, the initial adjustment for all

cases take approximately twice as long, and the growth is significantly slower. The measurement of the growth rates are

shown in Fig. 13b. This is due to the effects of using the frozen base states, and fast evolving flow features are less

resolved compared to the slowly varying flow features. When Īđ∞/ę > 1, the curves in Fig. 13a begin to diverge. The

solution shows the impact of �č that defines the base state on the linear response of the dynamic system. Nonetheless,

qualitatively, the curves still have similar behavior. The growth rate after the initial linear growth begins to increase.

The visualizations of the base state density and density fluctuation at different times are shown in Fig. 14. At a large

scale, the perturbation flow structures are consistent with those obtained from the simulation of the linearized system

with a concurrently-evolving base state. Additionally, the simulation results corresponding to the frozen base states

emphasize the role of the laminar and transitioning boundary layer on the suction side of the airfoil, and provide a view

of Mach wave generation in the pre-shock region due to the spatial growth of the Kelvin–Helmholtz instability.

V. Conclusions
The transonic laminar shock buffet on the OALT25 airfoil is investigated based on the data of a wall-resolved LES.

The LES is conducted at a freestream Mach number of 0.735. The angle of attack is 4◦. The chord-length-based Reynolds

number is 1 × 106. The Chu norm is used to conduct both the SPOD analysis and to indicate the amplitude of linear

response in the transonic laminar shock buffet system. The SPOD is conducted to investigate the space–time correlation

during shock buffet at the statistically stationary state. The linear response of the dynamic system is numerically studied

by solving the linearized LES system. Both the concurrently-evolving LES solution and spanwise-averaged LES solution

that is frozen in time are used as the base states. The initial perturbation of the linearized system is induced by a 2D

localized impulsive pseudo body force located slightly above the turbulent boundary layer near the TE on the suction

side of the airfoil.

The SPOD analysis identifies three major feedback paths. Among them, the one on the suction side of the airfoil

that allows for fluctuations in the post-shock region to travel upstream bypassing the main shock within the boundary

layer below the shock foot is considered to play an important role contributing to the self-sustained shock buffet. The

solutions of the linearized system support the observation of the feedback mechanism. Corresponding to the initial

perturbation in the post-shock region, the disturbances first travel to the pre-shock region within the boundary layer. The

upstream travel of the disturbances is associated with the boundary layer breathing and/or the formation of turbulent

vortex shedding. The disturbances within the pre-shock boundary layer can enter the freestream via the oscillations of

the oblique shock and the Mach waves associated with the unsteadiness of the laminar separation point and transitioning

to turbulence, respectively. Both the oblique shock and Mach waves carry the post-shock fluctuations and directly

interact with the main shock.
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