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Abstract. Static typing and dynamic typing have respective strengths and weak-
nesses, and a language often commits to one typing discipline and inherits the
qualities, good or bad. Gradual typing has been developed to reconcile these typ-
ing disciplines, allowing a single program to mix both static and dynamic typing.
It protects soundness of typed regions with runtime checks when values flown
into them do not have required static types. One issue with gradual typing is that
such checks can incur significant performance overhead. Previous work on per-
formance has focused on coarse-grained gradual typing where each module (file)
has to be fully typed or untyped. In contrast, the performance of fine-grained grad-
ual typing where each single parameter can be partially-typed (such as specifying
the parameter as a list without giving element type) has not been investigated.
Motivated by this situation, this paper systematically investigates performance of
fine-grained gradual typing by studying the performance of more than 1 million
programs. These programs are drawn from seven commonly-used benchmarks
with different types for parameters: some parameters are untyped, some are stat-
ically typed, and others are partially statically typed. The paper observes many
interesting phenomena that were previously unknown to the research commu-
nity. They provide insights into future research directions of understanding, pre-
dicting, and optimizing gradual typing performance as well as migrating gradual
programs towards more static.

1 Introduction

In static typing, compilers use types to catch programming errors, provide documen-
tation, and optimize program performance. Static type systems are considered as one
of the most successful formal methods. Static typing also has several shortcomings.
For example, it requires the program to be complete and free of type errors before it
can be run, even though the region that causes the type error may not be covered in a
certain execution. It also prevents some commonly used programming idioms for fast
prototyping, such as heterogeneous data structures and reflection.

Dynamic typing provides the flexibility that not supported by static typing but offer
little static error detection. Overall, these two typing disciplines are complementary, of-
fering different strengthens and having different weaknesses. In early years, a language
chose one typing discipline and committed to it. It is impossible to have the advantage
of a typing discipline that the language did not choose to follow. For example, it is im-
possible to have the flexibility of dynamic typing in C, which uses static typing and to
have static error detection in Python, which uses dynamic typing.
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In real-world development, it is often desirable for a single language to support both
static and dynamic typing. There have been two different typing disciplines developed
for this purpose, optional typing and gradual typing. In both disciplines, type annota-
tions can optionally be added to variables, parameters, and return values to specify their
types, allowing for static type checking. However, unannotated code retains the flexibil-
ity of dynamic typing, enabling rapid prototyping and exploration without the burden of
explicit type declarations. Both have attracted enormous attention, from both industry
and academia.

The main difference between optional typing and gradual typing is that the latter
performs runtime type checks while the former does not. There are many advantages of
performing runtime type checks, including ensuring the soundness of typed code, early
detection of runtime type errors, and precise blaming of code that violates runtime er-
rors. The main issue with runtime type checks is, however, such checks can significantly
slowdown program performance.

The performance problem has been well known. Several studies have conducted
in-depth investigations of gradual typing performance [29,13]. These studies have ob-
served that sound gradual typing incurs significant performance overhead, in some case
the slowdown could be more than 100 times. However, such studies have focused on
gradual typing where type additions are supported only at the granularity level of mod-
ules. Specifically, if developers wanted to add type annotations to their codebase, then
they have to add type annotations to all functions in a module or they have to leave the
module completely untyped. For a codebase with n modules, 2" different configurations
may be created, where each configuration adds type annotations to a certain subset of
all n modules. Such a gradual typing system has been added to Racket to create Typed
Racket.

However, no studies have investigated the performance characteristics of micro
gradual type systems, where type annotations may be added to any individual func-
tion of a module or even a single parameter. Moreover, in practice, the type for each
parameter may be a mix of static and dynamic types, rather than fully dynamic (denot-
ing that the parameter is untyped) or fully static (denoting that the full type information
for the parameter can be completely decided at compile time). To illustrate, consider
the function reduce in Figure 1. This function takes three parameters and reduces the
list (1st) into a single value using the function £ with the initial value init. In this ex-
ample, the parameter £ has a dynamic type, written as Dyn. This type indicates that the
type of £ can not be known at compile time, and its usage should not be type checked
statically. The type for init is Int, which is fully static. The type for 1st, List (Dyn),
is a partially static type. This type specifies that the parameter 1st will be used as a list
without any restrictions on the element type of the list.

Without a clear understanding of the performance landscape of micro gradual typ-
ing, a few questions remain unanswered. First, how to evaluate the performance of
micro gradual typing and specific benchmarks? The full configuration space of using
micro gradual typing is very huge. For a program with n parameters, we are able to
generate 2" configurations, where the type for each parameter is a Dyn or a fully static
type. We refer to such configurations as outlying configurations. In addition, we are
able to generate more configurations where the type for some parameter is a mix of
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def reduce(f:Dyn, lst:List(Dyn), init:Int):
result = init
for i in range(len(lst)):
result = f(result,lst[i])
return result

Fig. 1: A gradual program in Python type hint syntax that mixes different kinds of type
annotations.

Dyns and static types. We refer to such configurations as intermediate configurations.
For example, reduce in Figure 1 is an intermediate configuration because the type for
1st contains both static type information (List) and a Dyn. However, had we changed
the type of 1st to Dyn or List(List (Int)), then reduce is an outlying configuration.
The number of intermediate configurations quickly doubles the number of outlying
configurations, depending on the type structure of each parameter. For example, if the
static type for a parameter is Tuple(Int,Float,List(Int)), then in an outlying con-
figuration, the parameter may be assigned eleven different types, with two possibilities
for the first component of the tuple, two for the second component, and three (Dyn,
List(Dyn), List(Int)) for the third componentl.

Given this sheer number of possible configurations, how to measure the perfor-
mance of gradual programs? It is obviously infeasible to measure all configurations.
Sampling is therefore necessary. The question is, what sampling strategy should be
used? Should the samples include both outlying configurations and intermediate con-
figurations or outlying configurations are sufficiently representative? Early work on mi-
cro gradual typing performance [32,34,33,4,5] considered only outlying configurations.
Should future work on micro gradual typing also sample intermediate configurations for
evaluation?

The second question remains unanswered is, what are desirable type annotations
for parameters? This question is closely intertwined with the problem of gradual type
migration, which studies the challenges and solutions of adding static type annotations
to gradual programs. While manually adding type annotations is one possible way for
small programs, it does not scale to large programs. Several approaches based on type
inference [6,14,3,24,7,27,2,16,22], dynamic approaches [18,9], and machine learning
based approaches [17,21,23,1], have been developed. Such approaches often fail to infer
most static types for parameters. It is very likely that the user will start from the types
added by such type migration tools and make the types more static. The questions are
then, how diverse are the run times of the configurations when a single parameter is
assigned different types, do the performance keep on increasing when the type for a
parameter becomes more static, does the most static type lead to the best performance?

This paper aims to answer these questions through a systematic evaluation of around
1.25 million configurations drawn from six commonly-used benchmarks for gradual
typing research. This paper makes the following contributions:

12 %2 %3 =12, but we need to minus one combination whose all components are static.
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def reducel(f:Function([Int,Dyn],Int),
1st:[Dyn], init:Int):
result = init
for i in range(len(lst)):
result = f(result,lst[i])

return result

def wider(cw:Int, ci:Dyn) -> Int:

return max(cw, len(ci))

[r11,r2,31,14,5,611]
reducel (wider,cont,0)

cont =

(a) reducel, with 1st type being [Dyn]

def reduce2(f:Function([Int,Dyn],Int),
1st:[[Dyn]l], init:Int):
result = init
for i in range(len(lst)):
result = f(result,lst[i])
return result

reduce2(wider,cont,0)

(c) reduce?2, with 1st type being [ [Dyn]]

def reducel(f, 1lst, init):
result = init

for i in range(len(lst)):
result = f(result, 1lst[i])

return result : Int => Dyn

def wider(cw, ci):

return max(cw, len(ci)) : Dyn => Int
cont = [[1],[2,3],[4,5,6]]
reducel(wider, cont : Dyn => [Dyn], 0)

(b) Cast inserted version of reducel
def reduce2(f, 1lst, init):
result = init
for i in range(len(lst)):
result = f(result, 1lst[i]

return result : Int => Dyn

reduce2(wider, cont :

(d) Cast inserted version of reduce2

Fig.2: Two different versions of reduce (left) that differ by only one parameter
type and their corresponding cast-inserted programs (right). The function type with
two parameters whose types are t1 and t2 and with return type t3 is written as

Function([t1,t2],t3).

1. It creates a benchmark with around 1.25 million configurations. Such configura-
tions have fine-grained types. With precise type information and corresponding ex-
ecution times, it facilitates future research in gradual typing.

2. It studies three research questions concerning the representativeness of outlying
configurations and performance change as parameter types undergo minor changes.

3. Based on the evaluation results, it makes affirmative answers to the studied research
questions. Specifically, the result reveals that outlying configurations are not always
representative, the performance can change radically even with small changes in
type annotations, and counter-intuitively, the performance often decreases as pa-
rameter types become more precise. These answers suggest a better performance
evaluation method for future work on gradual typing performance. They also indi-
cate where further research attention is needed to make gradual typing practical.

[Dyn] => Dyn)

Dyn => [[Dynll, 0)
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2 Background

The purpose of gradual typing is to strike a balance between the safety and performance
guarantees of static typing and the flexibility and expressiveness of dynamic typing.
As such, in gradual typing, a parameter or variable may be assigned a static type if
the type expectation of the parameter or variable can be statically determined and the
uses of it need to be statically checked. In contrast, if the type can not be determined
statically, then the type should remain dynamic. The absence of a type annotation or a
Dyn for a parameter denotes that the parameter has dynamic type. It is also possible that
a parameter is annotated with a partially static type, as [Dyn] for 1st in Figure 2(a).

A static type annotation for a parameter is a protocol for both the internal and ex-
ternal of the function. For the internal of the function, the type specifies the guarantee
of the type of the parameter to the rest of the function definition. For example, the type
for £ indicates that the return type is Int. As a result, inside the function, every call will
always return a value of type Int. For the external of the function, the type specifies the
expectation of the corresponding argument to the function. For example, when reducel
is called, the first argument must be a function type and the first parameter type and the
return type of it must be Int.

The argument may be statically typed and matches the expectation of the parameter
type. In this case, no runtime checks are needed. Otherwise, runtime checks will be
inserted to protect the type annotations, a notion known as enforcing type soundness.
To illustrate, consider the execution of the program in Figure 2(a). When a gradually-
typed program is executed, it is often translated to a program in the underlying language
with runtime checks inserted. For example, the gradually-typed language Reticulated
Python [32,34] is translated to Python. The translated program for Figure 2(a) is given
in Figure 2(b).

In translating the call of reduce1 (the last line of Figure 2(a)), the type expectation
of £ (Function([Int,Dyn],Int)) matches the type of the argument since the type of
wider is also Function([Int,Dyn],Int) (see the caption of Figure 2 for an explanation
of type syntax for function types). As a result, no runtime checks will be inserted for
wider. However, for 1st, the expectation is [Dyn] (based on the type annotation for 1st
in the definition of reduce1), and the argument has type Dyn (many gradual type systems
do not assign a static type to a list because lists can be heterogeneous). As a result, a
runtime check, often called a cast, is inserted to make sure that cont has the expected
type for calling reducel. The cast is written as cont: Dyn => [Dyn], expressing that
the statically known type of cont is Dyn but it is used in a context that requires it to
have the type [Dyn]. A general form of a cast is written as expr : source_type =>
target_type.

Casts may have very different runtime overheads. Basic casts involving primitive
types (such as Int, Bool, and Float) and Dyn are very lightweight. For example, the
caste: Dyn => Int induces very little runtime overhead because a single runtime type
check (such as isinstance(e,int) in Python) suffices to check if the cast will be suc-
cessful. However, casts involving other types, such as lists and functions, can be very
expensive. The reason is that such casts can not be verified at where they appear. To il-
lustrate, consider a cast £:Dyn => Int -> Bool. This cast means that £ should return a
Bool value whenever it is called with an Int value. It is impossible to measure whether
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f satisfies the cast at its occurrence location because in dynamic languages a function
may return values of different types for values of the same type.

Instead, for such a cast, a proxy needs to be created to make sure that it has expected
type at each call site. Continuing the example from the previous paragraph, when £ is
called, the proxy for £ checks whether the argument has the type Int and the return type
of £ has the type Bool. Creating proxies and checking the argument and return types for
each call involves more significant overheads.

Such casts are the main reason that sound gradual typing radically slows down pro-
gram performance. Earlier work [29] observed this phenomenon when types are added
to a single module (file). This work investigates the impact of changing the type an-
notation of a single parameter on program performance. To illustrate how performance
may be affected due to a type change, consider the program in Figure 2(c). The only
difference (with a gray background) compared to Figure 2(a) is that the type annotation
for 1st is changed to [[Dynl]. The single type change, however, led to the changes of
two inserted casts, shown in Figure 2(d) with a gray background. One of these casts is
inside a for loop, and it in fact induces high overhead for this program. We measured
the performance of these programs and observed that the performance for program in
Figure 2(c) doubles that in Figure 2(a).
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Benchmark ‘LOC‘# of functions‘# of pars‘# of typed pars|# of configurations

Monte Carlo| 90 4 9 9 93600
Pascal-1 70 7 19 15 4062
Pascal-2 70 7 19 15 98304
Scimark-1 65 5 22 17 4602
Scimark-2 | 65 5 22 17 323070
Nbody 195 4 21 18 91525
Raytrace 455 21 94 67 635040
Sieve 56 9 22 21 15361
Chaos 271 22 42 29 6000

Table 1: Python benchmarks used for performance evaluation. The last column gives
the number of configurations generated for the corresponding benchmark. We gener-
ated two datasets for Pascal and Scimark to investigate how the size of dataset affects
evaluation results.

3 Benchmarks and Evaluation Protocol

For the purpose of evaluation, we consider seven benchmarks. They are mainly adapted
from Python performance benchmark suits and have been frequently in gradual typing
research [34,32,4,5]. Table 1 lists some basic metrics of each benchmark, such as num-
ber of lines of code, number of functions, etc. Note, the number of typed parameters
may be fewer than the number of parameters in a program because not all parameters
can receive static types. For a parameter that can be statically typed, we consider differ-
ent possible types for the parameter, from Dyn to most static. To generate a manageable
number of configurations for each benchmark, we set a single type for some parame-
ter if the parameter does not have much interaction with the rest of the program. For
example, for Nbody benchmark, it has one function defined as follows.

def bench_nbody(loops, reference, iterations):
for _ in xrange(loops):

Here loops can be given two possible types: Dyn or Int. Since loops does not interact
with the rest of the code except for being used in xrange, we consider only assigning Int
to loops. To test the validity this idea, we generate many pairs of configurations such
that in each pair loops receive different types. We observed that the execution times are
almost exactly the same within each pair. We briefly describe each benchmark below.

Monte Carlo This benchmark is to predict possible outcomes of uncertain events by
generating random numbers. It contains complex parameter and return types for several
functions. One such type is Tuple([Float], [Floatl, [Int])).

Pascal The purpose of this benchmark is to evaluate the efficiency and performance
of algorithms and functions related to generating Pascal’s triangle and permutations in
Python. One of the parameter in this benchmark is matrix, which is essentially a 2-D ar-
ray. In our generated configurations, we assigned four different types to this parameter:
Dyn, [Dyn], [[Dynll, and [[Float]].

Scimark It has six functions which contains a parameter arr. The most static type of
arr is Tuple (Int,Int,Int). This parameter can be typed in 8 different ways.
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Sieve This benchmark implements the search of prime numbers using the idea of a
“Steam”. A main parameter in this benchmark is st, which represents the current state
of the stream. Its most static type is class Stream.

Nbody. This benchmark simulates the movement of celestial bodies under
gravity. It has several complex parameter types. For example, one of them is
[Tuple(Tuple([Float], [Float], Float), Tuple([Float], [Float], Float))]
There can be multiple ways with Dyn combinations to type this parameter.

Raytrace This benchmark is for simulating lighting for games. Its type structure is
similar to that of Scimark.

Figures 3 and 4 depict the runtime distribution of generated configurations for each
benchmark. For the left column in each figure, the x-axis is the execution time in sec-
onds and the y-axis is the number of configurations. Each image in the right column
presents the performance slowdowns compared to the fastest configuration in each
benchmark. The x-axis is the slowdown and the y-axis is the percentage of all con-
figurations. A point of (x,y) on the curve means that x% of all configurations have a
slowdown of smaller than y compared to the fastest configuration.

From these figures, we can observe that the execution times are very different

within and across benchmarks. The distributions are also very different, some have
more spread-out times while others are clustered. The number of clusters and the dis-
tances between them are also quite different. These factors encourage the validity of the
observations we make in this paper.
Evaluation protocol We use Reticulated Python [32,34], a gradual typing implemen-
tation for Python, to measure the execution time. The experiments are run on a system
equipped with Intel(R) 533 Core(TM) 19-9900K CPU @ 3.60GHz, 8 Core(s), and 32GB
RAM. Each measured time is an average of 10 runs.

4 Representativeness of Outlying configurations

While previous work [4,34,33] on gradual typing performance has largely focused on
outlying configurations, it is an interesting question to know if such configurations are
indeed representative of the whole benchmark.

For this investigation, we first separate all configurations into outlying configura-
tions and intermediate configurations. A configuration is outlying if the type for each
parameter in the configuration is a Dyn or a fully static type. Otherwise, a configuration
is intermediate.

We depict the temporal distribution of runtimes for outlying and intermediate con-
figurations. The kernel density (KD) plots (the left column of the figures) illustrate the
divergence in runtime characteristics between outlying and intermediate configurations.
An inspection of the KD plots reveals that the multimodal nature of both outlying and
intermediate configurations is characterized by the presence of multiple peaks. The box
plots (the right column of these figures) provide insights into the central tendency of
each distribution. Notably, outlying configurations exhibit a tendency to clusters closer
to their mean, while intermediate configurations display numerous outliers distributed
far from the mean.
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Based on these figures, we can observe that, except for Pascal-2, Raytrace, and
Chaos, the outlying configurations do not represent the whole benchmark well. More-
over, the reason why they are not representative vary across benchmarks. For example,
for Monte Carlo, outlying configurations represent configurations with large execution
times only while for Pascal-1 they represent only those with small execution times.

Overall, these figures suggest that future work on gradual typing performance
should sample from outlying as well as intermediate configurations to make sure the
result is representative.

5 Time Variations of Intermediate configurations

This section investigates how diverse are execution times of intermediate configurations
that differ by type annotations for a few parameters. Understanding the diversity is an
important problem that has both practical and theoretical implications.

In practice, type migrations are often done in small steps or with the help of type
migration tools. It is often common that such tools infer only part of the type informa-
tion, infer too specific type, or contain incorrect types, particularly when the static type
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Fig. 7: The lattice, which has 8 outlying configurations ((D through ®), for a program
with three parameters. Each configuration is represented as three ovals, which each oval
indicates if the corresponding parameter is typed (filled) or not (unfilled). Each solid
line connects a less precise configuration (lower in the lattice) to a more precise one
(higher in the lattice). Assume the fully static type of the first parameter is [[Float]],
two intermediate configurations, one with the type of first parameter being [Dyn] (©)
and the other being [[Dyn]] (@), may be added between @ and . Likewise, assum-
ing the full static type of the second parameter is Tuple(Int,Float,Bool), then eight
intermediate configurations (®B) through (G)) can be generated between @ and 3. In B)
through (G), the three ovals in the middle indicate whether the three components of the
second parameter have static types or not.

is complex. In this case, it is likely that the developer will fix the type annotations, make
them more specific, or change them to new types. From the performance perspective,
there are several related questions. First, how such changes will affect the performance
of the program? Will the performance largely stay the same because the change of the
type is relatively minor compared to the type annotations for the whole program or will
such a small change already lead to significant performance swings?

Second, if the performance indeed changes radically due to such small type changes,
is the performance getting better or worse? The answer to this question provides useful
guidance for type migration. For example, if slightly making the type of a parameter
more specific decreases the performance, should the user make it even more specific or
reverse the type addition to restore the performance?

The answers to these questions can help both the users and researchers of gradual
typing. For the former, these answers will help develop useful guidance with program
migration, making programs more static while aware of the performance landscape. For
the latter, these answers reveal the real challenges of harmonizing program migration
and performance issues, indicating where the research is needed to make gradual typing
practical.

To answer these questions, we need to first find out groups that have different type
annotations for a specific number of parameters. To illustrate, consider the lattice in
Figure 7. From this lattice, we can extract two groups. The first group contains four
configurations (@, @, ©, and @), differing types in the first parameter. The second
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group contains 8 configurations (2, ®, and B) through ©)), differing types in the second
parameter.

Given a group, we want to measure how diverse are the execution times of the
configurations in that group. We use variance to measure the variability of execution
times. Variance gives us an idea of how much the execution times deviate from the
average or mean runtime for that group. We calculate variance for each group in the
following steps. First, we compute the mean runtime for each group of programs. This
is achieved by summing up all the execution times within a group and dividing the total
by the number of configurations in that group. Second, for each individual runtime in the
group, the squared difference between it and the mean runtime is determined. Squaring
these differences ensures that negative and positive deviations do not cancel each other
out, providing a more accurate representation of dispersion. Third, the average of all the
squared differences calculated in the previous step is determined. This average value
represents the variance of the runtimes within the group.

Based on the calculation, a larger variance indicates greater spread or variability
of runtimes from the mean, suggesting a less consistent or stable performance across
the programs within the group. Conversely, a smaller variance signifies that the run-
times are closer to the mean, indicating less variability and potentially more consistent
performance.
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Table 2: Benchmarks groups variance information

Benchmark ‘# of Groups‘Avg group size‘min Variance‘average variance|max variance

Monte Carlo| 57120 8 0.0 2.58 61.976
Pascal-1 4096 4 0.0 30.97 5153.21
Pascal-2 110376 7 0 0.27 7.33
Scimark-1 8226 3 0.0 0.83 67.57
Scimark-2 446875 5 0.0 3.56 2700.23
Nbody 43969 8 0.0 2.87 2170.60
Raytrace 10061 6 0.0 0.06 0.96
Sieve 71888 3 0.0 0.82 14.62

Table 3: Benchmarks group ordering information

Benchmark ‘# of Groups‘Avg group size‘% of increasing‘% of decreasing|% of neutral

Monte Carlo| 57120 8 34.69% 21.26% 44.04%
Pascal-1 4096 4 36.54% 16.62% 46.82%
Pascal-2 110376 7 12.15% 16.28% 71.56%
Scimark-1 8226 3 66.44% 21.34% 12.20%
Scimark-2 446875 5 11.29% 41.89% 46.81%
Nbody 43969 8 67.18% 4.55% 28.26%
Raytrace 10061 6 32.85% 14.34% 52.79%
Sieve 71888 3 88.37% 11.45% 0.16%

Table 2 gives the information about the number of groups for each benchmark,
average group size, the minimum, average, and maximum variance for all the groups
within a benchmark. Figure 8 depicts the variances of all groups within each bench-
mark. Based on this figure, it becomes evident that certain benchmark groups exhibit
notably higher variances compared to others. For instance, despite having similar code
structures, Pascal-1 and Pascal-2 demonstrate significantly different variances, with
Pascal-1 displaying a notably higher variance. Conversely, in the case of Scimark-1 and
Scimark-2, which also share similar code structures, Scimark-1 exhibits considerably
higher runtime than Scimark-2.

Based on these results, we can conclude that, with a small change of type annota-
tion for a single parameter, the performance can be very different. This indicates the
importance of finding the right type for each parameter to achieve good performance.

Given that each groups has a lot of variance, it is interesting to study if the perfor-
mance is increasing, decreasing, or a mix of them. For such a study, we first order all
configurations within a group based on the precision of the type. For example, as the
type for the first parameter in @ (Figure 7) is Dyn while that for @ is [Dyn], we say @
is more precise than @. After ordering, @ is the most precise, followed by @), @), and
@. 1t is possible that not all configurations in a group can be ordered, such as ®) and
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®. For such groups, we consider only the path that configurations can be fully ordered
along the path.

After ordering each group, we can easily decide if the execution time is decreasing,
increasing, or a mix. Table 3 summarizes the result for this study. In the table, the
last three columns calculate the percentage of all groups whose execution times are
increasing, decreasing, or neutral. Note, if a group has an increasing execution time, the
performance degrades as configurations become more precise. Based on the results, we
can conclude that the performance often decreases as programs become more precise.
Fortunately, there are exist groups whose performance increases as program become
more precise. This indicates that future research is needed that takes into consideration
both performance and program migration. In particular, it is critical to find parameters
such that making them more precise also increases the performance.

6 Related Work

This paper studies the performance of micro gradual typing, where a partial or full static
type annotation may be given to a parameter, return value, or variable. Micro gradual
typing has been used in Reticulated Python [34,32], Grift [15], and many others [25,26].
There is another kind of gradual typing, adopted by Typed Racket [30], where the de-
cision of whether adding type annotation or not is made at the granularity of a module.
Several studies [29,13] have investigated the performance of this kind of gradual typing.
A benchmark for this kind of gradual typing research has also been developed [12]. The
goal of these papers are thus quite different from ours. Moreover, this paper also inves-
tigates representativeness of outlying configurations and how performance changes as
the type for a single parameter experiences changes, which are unique to micro gradual
typing.

The overhead of gradual typing is due to the checks inserted for protecting typed
regions. Such checks are performed at runtime. In contrast, optional typing uses type
annotations for performing static type checking to catch more programming mistakes
before program are run. TypeScript [10], Flow [8], and type hints for Python? fall in this
approach. To illustrate the difference between optional and gradual typing, consider the
expression reducel(add, [’c’,’d’],0) where add is defined as follows and reducel is
defined in Figure 2(a).

def add(a:Int, b:Int) -> Int:
return at+b

In both optional typing and gradual typing, no static type errors are detected in the ex-
pression reducel(add, [’a’,’b’]1,0). However, the behavior of runtime error reporting
is very different. In optional typing, the runtime error is reported inside the definition
of add, when a receives the value 0 and b receives the value ’c’. In gradual typing, the
type error is reported at 1st[i] within reducel because 1st[i] has the type String
while the parameter type of add is Int. An important design principle of gradual typ-
ing is that well-typed programs should not be blamed [28,35] for causing runtime type

2 https://docs.python.org/3/library/typing. html
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errors. Since add is fully typed, its body should never be blamed for causing dynamic
type errors.

A recent user study [31] with programmers has revealed that in practice program-
mers anticipate type systems to behave like gradual typing. When a runtime error hap-
pens, they prefer the error to not be reported within a typed function.

Program migration, which aims to add static type annotations to a dynamic
program, and performance understanding and optimization have been two impor-
tant aspects of gradual typing. Many approaches have been proposed for program
migration[6,14,3,24,7,27,2,16,22,3] and performance optimization [5,11,20,19,15,33].
While these approaches have focused on a single aspect, this work tries to bridge these
two by investigating how the small change of a type annotation may affect performance.
This work also suggests that performance evaluation should focus on intermediate con-
figurations as well as outlying configurations while most previous work have largely
focused on outlying configurations.

7 Conclusion

Gradual typing has received a lot of attention in the past decade thanks to its promises
of harmonizing static and dynamic typing. However, a systematic study of the perfor-
mance landscape for gradual typing that supports fine-grained type annotations was still
missing. This work solves this issue through a systematic study of around 1.25 million
micro configurations that covers all type variations across the untyped-typed spectrum
of parameter types.

Based on this study, we extract several major perspectives regarding gradual typing
performance. First, a small change of the type annotation for a certain parameter may
significantly change the performance, sometimes larger than 10 times. Second, mak-
ing types more static is strongly correlated to degrading program performance. These
observations indicate that, while currently treated separately, program migration and
program performance should be considered in unison in future research in gradual typ-
ing. Also, better tooling support is needed for understanding, predicting, and optimizing
fine-grained gradual typing to make it more practical.

Due to space limitation, several questions are left out for future investigation, such
as under what context the type change for a parameter leads to more abrupt performance
swings.
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