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ABSTRACT

Spiking neural networks (SNNs) are powerful models of spatiotem-
poral computation and are well suited for deployment on resource-
constrained edge devices and neuromorphic hardware due to their
low power consumption. Leveraging attention mechanisms similar
to those found in their artificial neural network counterparts, re-
cently emerged spiking transformers have showcased promising
performance and efficiency by capitalizing on the binary nature
of spiking operations. Recognizing the current lack of dedicated
hardware support for spiking transformers, this paper presents
the first work on 3D spiking transformer hardware architecture
and design methodology. We present an architecture and physical
design co-optimization approach tailored specifically for spiking
transformers. Through memory-on-logic and logic-on-logic stack-
ing enabled by 3D integration, we demonstrate significant energy
and delay improvements compared to conventional 2D CMOS inte-
gration.
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1 INTRODUCTION

Transformer models have significantly advanced model capabili-
ties in language modeling and computer vision, and have found
widespread adoption across various application domains [8, 24]. At
the heart of these models lies a self-attention mechanism, which
captures rich contextual information by considering all elements in
a long input sequence, blending global and local sequence details
into a unified representation.

Spiking neural networks (SNNs) are more biologically plausible
than their non-spiking artificial neural network (ANN) counter-
parts [11]. Notably, SNNs can harness powerful temporal coding,
facilitate spatiotemporal computation based on binary activations,
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and achieve ultra-low energy dissipation on dedicated neuromor-
phic hardware [1, 5, 16]. Recent spiking transformers showcased
promising performance and efficiency by capitalizing on the binary
nature of spiking activation [28, 30, 33, 34].

However, there is a current lack of dedicated hardware architec-
tures for spiking transformers [28, 30, 33, 34]. Our goal is to fill this
gap by developing optimized architectures capable of accelerating
spatiotemporal spiking workloads for spiking transformers using
3D integration as a technology enabler. We see many opportuni-
ties that 3D integration can offer to enable biologically-inspired
spiking transformers. Firstly, memory-on-logic stacking capability
in 3D configurations allows for the storage of a significant por-
tion of model parameters within local memory, ensuring swift and
parallel memory access. Secondly, logic-on-logic stacking in 3D
opens avenues for significant enhancements in energy efficiency,
particularly in spike delivery management within SNN architecture.
Ultimately, in a longer run, the ultra-dense neuron-to-neuron con-
nectivity enabled by 3D integration promises improvements in SNN
learning accuracy and efficiency, thereby propelling semiconductor
chip emulation closer to the capabilities of the human brain.
Challenges and Contributions In this work, we adopt face-to-
face(F2F)-bonded 3D integration technology to enable dedicated
spiking transformer accelerators with memory-on-logic and logic-
on-logic configurations.

Contribution 1: We propose the first dedicated 3D accelerator
architecture for spiking transformers, which explore spatial and
temporal weight reuse to support spike-based computation in trans-
former models .

Contribution 2: We enable the first 3D memory-on-logic and logic-
on-logic interconnection schemes to significantly minimize energy
consumption and latency, whereby delivering highly-efficient spik-
ing neural computing systems with low area overhead.

Compared to 2D CMOS integration, the 3D accelerator offers sub-
stantial improvements. For the spiking MLP workload, it provides
a 7.0% increase in effective frequency, 50% area reduction, and re-
ductions of 7.8% in power consumption, 68.3% in memory access
latency, and 69.5% in memory access power. For the spiking self-
attention workload, the enhancements include a 6.3% increase in
effective frequency, 50% area reduction, and reductions of 1.5% in
power consumption, 74.2% in memory access latency, and 49.3% in
MEemory access power.

2 BACKGROUND

2.1 Spiking Neural Networks

LIF and IF Models. The Leaky-Integrate-and-Fire(LIF) neuronal
model is widely adopted in SNNs [11], which has the following
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Figure 1: (a) Model Architecture of spiking transformers. (b)
Multi-head spiking self-attention block within each spiking
encoder block of spiking transformers.

discretized dynamics over time:

Vi [l = Vi [temi] + D wjiSjlte] = Vieak @
JjERF

{1 if Vi[t] > Vi, — Vilti] =0
Silt] =
0 else — Vi[t] = Vilty]

The Integrate-and-Fire (IF) spiking neuron model, as a simplified

spiking neuronal model, is commonly used in SNNs which are
converted from a pretained ANN [3, 18]. The dynamics of the IF
model is obtained by setting V.4 in Equ. 1 to zero.
Spiking Attention.The spiking attention mechanism is proposed
in [33] as the basic component of various variants of spiking-based
transformers [27, 30]. The binary queries(Q) and keys(K) are cor-
related at each time point to compute the dependencies between
tokens in attention maps; the binary values(V) are computed to
reflect the attention-weighted accumulation for each token. Fig. 1
illustrates the architecture of spiking transformers.

@

2.2 Neuromorphic Hardware

Neuromorphic inference/training accelerators. There exist
various neuromorphic accelerators for SNN inference on the level
of devices[25], circuits[21], micro-architectures [14], architectures
and on-chip communication networks [5, 6, 15, 16, 22]; Some neuro-
morphic accelerators have been proposed for efficient SNN training
[20, 26, 29]. However, these accelerators are mainly tailored for spik-
ing CNNs such as spiking AlexNet and ResNet [9, 19, 31]. Although
relevant to the acceleration of generic SNNs, these architectures
are not optimized for large spiking transformers.

3D Neuromorphic hardware. Existing studies on the 3D IC real-
ization of spiking neural networks have primarily employed mono-
lithic 3D (M3D)[13] and face-to-face (F2F) bonding techniques[12],
which are rooted in traditional liquid state machines (LSM)-based ar-
chitectures. While these works have adapted the M3D or F2F design
methodologies to enhance power-performance-area (PPA) metrics,
they exhibit compatibility issues with current spiking transformers
and fail to provide optimized support for the latest advancements in
spiking transformers, which have demonstrated competitive perfor-
mance. Furthermore, although the concept of memory-on-logic has
been adopted in these work[12, 13], they face limitations due to the
restricted number of neurons, thereby constraining the potential
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for dataflow optimization. These limitations underscore the need
for a more comprehensive approach that supports both logic-on-
logic and memory-on-logic configurations, specifically tailored to
enhance the functionality of spiking transformers.

3 PROPOSED 3D ARCHITECTURE DESIGN

We introduce our proposed 3D dedicated architecture tailored for
modern spiking transformers, which aims to enhance area utiliza-
tion, energy efficiency, and processing speed.

In Section 3.1, we propose dedicated architecture support for
managing the workloads of spiking MLP layers, which are key com-
putational bottlenecks of transformers. Our proposed 3D dataflow
minimizes data movement inherent in spiking transformers and
maximizes weight reuse across tokens and timesteps, as well as
the reuse of spiking activities across output features in MLP layers.
Additionally, we design a dedicated systolic array that supports
this optimized dataflow. In Section 3.2, we introduce a dedicated 3D
architecture tailored for the workloads of spiking attention layers,
the other bottleneck of transformer models. To address the chal-
lenges of heavy data movement associated with spiking attention
maps, a kernel fusion strategy is employed to mitigate the need for
extensive storage and data movement. In Section 3.3, we introduce
a reconfigurable spiking self-attention array designed to flexibly
handle various workloads of spiking attention layers, including
key operations such as attention score computation A = QK T and
X = AV. Our architecture and dataflow fully utilize fetched spiking
query/key/value (Q/K/V) and computed spiking attention score (A)
data via maximized data reuse during execution. This approach
not only minimizes area overhead but also reduces data movement,
significantly enhancing both the efficiency and flexibility of the
system.

3.1 3D Acceleration for Spiking MLP layers

3.1.1  Workload Processing in MLP Layers. MLP (linear) layers in
spiking transformers encompass three core processing steps: @
synaptic integration, @ membrane potential accumulation, and ®
spike generation, as detailed in Equ. 1 and Equ. 2.

The step of @ is to process a pre-synaptic activation S;, with
a shape of RN*XTXDin yging a pre-trained weight W of shape
RDinxDout Here, N denotes the number of spiking tokens; T rep-
resents the number of timesteps on which the model executes; D;,
and Dy, denote the number of input features and output features,
respectively. As in typical SNNs [9], W can be shared for process-
ing all-or-none input spikes across multiple timesteps, based on
which [15, 16] have proposed methods for executing such temporal
workload in parallel. Unlike traditional spiking neural networks,
spiking transformers are unique in the sense that weights can be
further shared when processing different tokens from S;;, to gain
additional benefits. While offering an outstanding opportunity, pro-
cessing such complex workload both spatially and temporally is
nontrivial, and requires a customized systematic design to exploit
the potential data reuse within the model.

The processing step of @ is to sequentially accumulate the com-
puted synaptic integration of each neuron i for each token n at
timestep t, denoted by Xp, ; [t], onto the membrane potential from
the previous timestep, V;, ;[t — 1], to compute V;, ;[t]. Following
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Figure 2: Proposed 3D Architecture for processing spiking MLP layers: (a) 3D partitioning and dataflow, (b) systolic PE array for

synaptic integration on the bottom tier, and (c) PE design.

Algorithm 1 Kernel Fusion for Spiking MLP Layers.

Input: the number of token tiles #tilep, the number of time steps
#tiler, the number of input features #tilerr, the number of output
features #tilepp, the height/width of the systolic array H/W,
spiking activation S;;, € RNXTXDin_ weight W € RPinXDout
Output: spiking output S,y € RN*T*Dour
for of =0 to #tileor — 1 do
for n =0 to #tiley — 1 do
for t =0 to #tiler — 1 do
forif =0 to #tile;r — 1 do
if W(of,if) not in W buf. then
Load W(of, if) chunk from W GLB into W buf.
end if
Load Sj, (n, t,if) chunk from Act GLBO into Act buf.
Compute synaptic integration chunk X (n, ¢, 0f)
end for
Extract X(n,t,0f) to Compute Sy (n,t,0f) and Write
through Act GLB1.
end for
end for
end for

this, step ® performs conditional spike generation at each timestep
as outlined in Equ. 2. This is done by comparing the current mem-
brane potential V,, ; [t] with the broadcasted voltage threshold V;y,,
determining whether an output spike shall be generated at each
timestep.

Previous designs of neuromorphic accelerators typically provide
limited parallelism, either in temporal or spatial dimensions, and
are not tailored for spiking transformers. Additionally, synaptic
integration is hampered by a serial register readout chain, which
introduces significant delays, or by complex wire routing, which
complicates the extraction of computed integrated synaptic input
at a given time point and introduces high energy consumption.

3.1.2  Proposed 3D MLP Layer Architecture and Dataflow. In our
proposed 3D integration with two silicon tiers as shown in Fig. 2,

we have a dedicated core systolic PE array core at the bottom tier to
execute spiking kernel operation @, and another dedicated Spiking
Generator core at the top tier for the spiking kernel operation of
@+, respectively. As shown in the Alg. 1, we adopt an efficient
tiling scheme to enable kernel fusion of the above two spiking kernel
operations. Each tile indexed by of, n, t is loaded and processed
sequentially; the computation between W and S;, tiles and spike
generation computation of Syy; are operated in parallel.

Due to the significantly higher energy consumption and latency
associated with data memory access compared to computation,
most accelerators are designed to maximize the utilization of ac-
cessed data and enhance parallel computation[16]. For spiking
transformers given that a weight matrix is invariant with respect
to various corresponding tokens and timesteps in spiking MLP lay-
ers, it is feasible to implement weight reuse strategies for different
tokens across different timesteps. Similarly, input spiking activities
for a particular input feature can be reused across neurons that pro-
duce different output features. Enabling parallel execution across
these three dimensions on hardware improves throughput without
increasing data loading overhead.

As illustrated in Fig. 2(a), the global memory buffers and spiking
generators are placed on the top tier; the local buffers and systolic
array are placed on the bottom tier. We design the following opti-
mized dataflow. In step @, a pre-synaptic spiking activation tile, S;.,
and a weight tile, W are vertically loaded from the global buffers
Act GLBO and W GLB at the top tier to the S and W buffer at the
bottom tier. In step @, synaptic integration of OF;;;, neurons for
nsile tokens at t;;;, timesteps is computed within the spatiotempo-
ral systolic array located at the bottom. In step ®, the computed
synaptic integration is extracted vertically and fed into the spiking
generators based on an appropriate time index. In step @, the spik-
ing generators compute the membrane potential and conditionally
generate postsynaptic output spikes; in step @, the spiking gener-
ators write through the generated spikes to the global buffer Act
GLB1 at each timestep.

The bottom tier, shown in Fig. 2(b), features a dense systolic
array with 2D mapping of PEs. To leverage data reuse opportu-
nities, spiking activities of different n;;;, tokens across different
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t;ile timesteps are processed by PEs in different columns, and the
spiking activities of different OF;;;, output features are handled by
PEs in different rows. Between left-right-connected PEs, multi-bit
weights across OF;;;, output features are propagated from left to
right, being reused across different tokens and timesteps. Mean-
while, the input spiking activities S;, are reused by different output
neurons, by propagation from top to bottom.

Each PE, designed to be synaptic integration-stationary as shown
in Fig. 2(c), contains three registers serving as scratchpad memory.
The registers store 1-bit input spiking activity, multi-bit weight,
and multi-bit synaptic integration output, respectively. The accu-
mulation of weight at the if-th input feature takes place only if
the corresponding input spike is active. The synaptic integration
output registers across the array are directly connected to the spik-
ing generators at the top tier, leveraging the 3D extraction readout
ports and high-density vertical wiring between the two silicon tiers.

3.2 3D Acceleration for Spiking Self-Attention
Layers

The computation of spiking self-attention layers is another bottle-
neck and encompasses several key operations: @ the computation
of spiking attention maps (A = QKT), @ attention-weighted synap-
tic integration (X = AV), which provides inputs to a set of LIF
neurons for generating the final binary spike-based attention out-
put, ® membrane potential accumulation of these LIF neurons, and
@ conditional generation of the LIF neuron output spikes as the
final attention output. In operation @, the spiking query Q and
spiking key K, initially shaped as RTXN*Din are subdivided into
RTXNXHXd Here T represents the number of timesteps; N denotes
the number of tokens; H and d indicate the number of self-attention
heads and the number of features per head, respectively. A spiking
attention map S € RT*HXNXN i computed for each head at each
timestep. For instance, the spiking attention map at ¢-th timestep for
h-th self-attention head results from the binary matrix multiplica-
tion of the spiking query and key at the specific head and timestep.
In @, the attention-weighted synaptic integration is executed for
each head at each timestep. The spiking attention map A, serving as
the attention weights, is combined with the spiking value V, shaped
in RTXNxHxd {6 compute attention-weighted synaptic integration,
denoted by X shaped as RT*N*Hxd

Fig. 3 illustrates the dataflow for 3D integration based accelera-
tion of spiking self-attention computation. In step @, the partitioned
spiking query Q; (i-th token) and key K (j-th token) are vertically
loaded from the global buffer activation GLB at the top tier to the Q
buffers and K buffers at the bottom tier, respectively. In step @, Q;
and K stream through the spiking self-attention array, detailed in
Section 3.3, where the multi-bit spiking attention map, A;;, mapped
to a submatrix of the whole spiking attention map A, is accumulated
in an attention-stationary manner. Once this step is completed, for
computing X = AV, in step @ , the spiking value V; and partial
synaptic integration X; vertically loaded into the V buffer and X
buffer at the bottom tier are used to update synaptic integration.
The attention-weighted V, that is the multiplication of A;; and
Vj, is accumulated onto partial synaptic integration X;. After the
synaptic integration X; is computed, in step @, it is written back
to synaptic integration global buffer X GLB. In step ® and step
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Algorithm 2 Kernel Fusion for Spiking Attention

Input: the number of token tiles #tiley, and #tileNq, the num-
ber of input features #tilerr, spiking query activation Q €
RTXNXHxd " gpiking key activation K € RT*NXHXd gpiking
value activation V € RT*XN*Hxd
Output: spiking output Sp,; € RTXNXHxXd
forh=0 toH-1do
fort=0 toT —1do
for i =0 to #tiley, —1do
Load K(h,t,i) and V(h,t,i) from ActGLBO to K/V buf.
for j =0 to #tileNq —1do
Load Q(h, t, j) from Act GLBO to Q buffer.
Compute A(h, t, i, j) within the reconfigurable array.
Load partial synaptic integration X (h, ¢, j) from X GLB
to X buf.
Compute X (h,t, j) = X(ht, j) + A(t,i, j) X V(1,1).
Extract partial synaptic integration X (h,t,j) to X
GLB.
end for
end for
Compute Sy (h, t) and write Act GLB1.
end for
end for

®, the spiking generators are activated to temporally accumulate
the synaptic integration onto the membrane potential of each LIF
neuron, and conditionally generate LIF neurons’ spike outs, and
write through the generated spikes to global buffer Act GLB 1, as
the final spike-based outputs of spiking self-attention layers.

The space complexity of attention map is O(H x N?), which can
be greater than the size of weight data with a space complexity
of O(D?), especially when dealing with multiple-framed videos
and long linguistic contexts, where the number of tokens N can
be much greater than D. Furthermore, the size of attention maps
quadratically depends on N. Thus, reducing data movements of
such huge attention maps is essential for efficient processing [4].

We present a kernel fusion dataflow in spiking transformers,
adapting from [4], for this purpose as illustrated in Alg. 2. In op-
eration @, a given spiking query token is reused while processing
different spiking key tokens. Meanwhile, a spiking key token is also
reused when processing different spiking query tokens. Similarly,
in operation @, each computed spiking attention element is reused
when processing spiking values for different output features, and
spiking values of a given output feature are reused while processing
different spiking attention elements. Then, we design the dense
array to enable the aforementioned two parallel processing schemes
and two data reuse schemes for both operation @ and operation @.

3.3 Reconfigurable Attention Array

To optimize dataflow and minimize data movement, we propose a
reconfigurable spiking self-attention array that supports flexible
matrix multiplication operations of A = QKT and X = AV. This
design enables a flexible dataflow and reduces the frequency and
volume of data movements associated with large, multi-bit attention
matrices.
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Figure 3: Proposed 3D Architecture for processing spiking attention layers: (a) 3D partitioning, (b) proposed reconfigurable
dense systolic array on the bottom tier, and (c) reconfigurable PE design supporting two different computations.

The proposed reconfigurable spiking self-attention array in-
volves two modes.

Mode 1: Each reconfigurable Processing Element (R-PE) com-
putes one element of the spiking attention matrix. The spiking
query is loaded from left to right, while the spiking key streams
from top to down. The bit multiplication of spiking queries and
keys is performed using a single two-input AND gate, with the
results being accumulated onto a spiking attention register. Once
computed, the attention map is stored within the array.

Mode 2: Each R-PE computes attention-weighted spiking value.
If a propagated spiking value is active, the stored attention in the
R-PE will be accumulated onto synaptic integration. This partial
synaptic integration is propagated from left to right, and the spik-
ing value V is propagated from top to bottom, with the synaptic
integration streaming out from the right boundary of the systolic
R-PE array.

Each R-PE involves two 1-bit registers for storing Q and K/V,
and two multi-bit registers to store spiking attention Ap,,n, and
synaptic integration, respectively. Due to the binary nature of the
spiking query, key, and value, we optimize the bitwidth to reduce
redundancy by eliminating unnecessary high bit resolutions. The
resolution required for all positive attention maps depends on the
number of input features per head, necessitating a maximum of
loga(d) +1 bits. Additionally, the resolution for synaptic integration
is determined by both the maximum number of input features and
tokens, requiring up to logz(d) + log2(N) + 2 bits. For an 8-head
128-feature spiking transformer with 128-token inputs, the bitwidth
requirement of the attention map is log2(128/8) + 1 = 5 bits, and
the bitwidth requirement of synaptic integration is 10 bits.

4 PROPOSED 3D PHYSICAL DESIGN
4.1 Memory on Logic

To minimize the latency and energy consumption between memory
and computing modules in spiking MLP layers and spiking attention
layers of spiking transformers, we employ a memory-on-logic 3D
stacking for 3D accelerators. In the spiking MLP accelerators, we
group the spiking generators, spiking activation global buffers(Act
GLB), and weight global buffer(W GLB) as a memory die on the
top. The remaining components are organized as a logic die at

the bottom. Similarly, in spiking self-attention accelerators, we
group the spiking generators, activation global buffers(Act GLB),
and synaptic integration global buffer (X GLB) as memory die,
with other components placed on the logic die at the bottom. This
configuration ensures balanced cell utilization between the top and
bottom dies, thereby reducing latency and energy consumption of
memory accesses to speed up the overall computation.

In the memory die of both accelerators, the activation global
buffers, weight global buffer, and synaptic integration global buffer
are implemented using SRAM to ensure its high density and com-
pact footprint. Meanwhile, the remaining spiking generators are
synthesized using the logic gates. In the logic die, the buffers ad-
jacent to the systolic array also utilize SRAM to optimize space
and efficiency, while other components are synthesized using logic
gates during the logic synthesis phase. The placement of the SRAM
modules is strategically pre-determined based on the data flow
connections detailed in Section 5.2.1 for both MLP and attention
layers. This strategic placement is designed to maximize the 3D
connectivity between the memory and logic dies, enhancing both
data transfer efficiency and overall system performance.

4.2 Logic on Logic

Unlike memory-on-logic stacking, logic-on-logic stacking provides
enhanced flexibility in design space by allowing cell movement
of standard cells on both dies. This flexibility supports various
types of tier partitioning where the memory and logic areas are
unbalanced. In the logic-on-logic stacking, we group the activation
global buffers, weight global buffers, and spiking generators on the
top, while the remaining compute logics are placed at the bottom.
Similarly to the memory on logic stacking, we use SRAM for both
activation global buffer and weight global buffer for high-density
memory storage, and the remaining cells are synthesized with the
combinational circuit to represent their functionality defined in the
SystemVerilog. Therefore, the logic cells are placed alongside the
memory macros and buffers are inserted in both top and bottom
dies. The logic-on-logic stacking enables the spiking generators to
be connected with PEs with synaptic integration systolic array, and
the spiking generators can extract the synaptic integration from
bottom to top.
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Table 1: The overall performance comparisons between 2D and 3D design of spiking MLP(linear) accelerator across different

array size and bitwidth

Array size HXW, weight/synaptic integration bitwidth

16 X 128, 8b/16b

64 X 16, 8b/16b 64 X 16, 4b/12b

2D

3D 2D 3D 2D 3D

Effective Frequency (GHz) 1.57

Area Footprint (mm?)

1.68 1.68 1.79 1.76 1.85

0.45X0.9 0.45x0.45 0.45x0.78 0.45x0.4 0.45x0.78 0.45x0.4

Number of Cells 152,335 152,012 88,838 88,447 83,931 83,923
Wire length(m) 1.37 1.10 1.17 0.99 1.00 0.81
Internal Power (mW) 334 310 2212 215.8 201.2 186.2
Switching Power (mW) 152 137 118.1 107.0 101.2 86.0
Leakage Power (mW) 30.0 29.1 22.8 21.0 19.1 14.4
Total Power (mW) 516 476.1 362.1 343.8 321.5 286.6
Memory Access Latency (ps) 82 26 77 19 80 58
Memory Access Power (mW) 4.17 1.27 4.6 1.3 4.4 0.99

2D Metal Stack 3D F2F Metal Stack

M-1

Top BEOL

F2F pad laver

M-to)
® M-top

Original BEOL

M-top

Bot BEOL

Gate Layer

Si Substrate Si Substrate

Cross-sectional view
50% footprint

Cross-sectional view
100% footprint

Figure 4: Cross-section view comparison between 2D and F2F
3D IC metal stack.

4.3 Mapping 2D design to 3D

With specific SRAM configuration to support the spiking generator
buffers, we perform logic synthesis to obtain the initial gate-level
netlist. The netlist is partitioned and grouped according to the
specific hierarchy blocks for logic and memory groups. Following
the tier partition, since the memory die contains the standard cells
in both dies, we leverage the 3D design flow in [23] to support
the logic-on-logic physical implementation. This flow honors the
partitioning information with two distinct cells for the top and
bottom dies, where the pins are located according to the location
of the die in the 3D metal stacks. The physical design (PD) stage is
performed iteratively for one die at a time, while cells from another
die are fixed. After the final step of the PD stage, we perform a static
timing analysis (STA) to estimate the final Power, Performance, and
Area (PPA).

4.4 Face-to-Face Bonding

Fig. 4 illustrates the difference between 2D and F2F 3D IC metal
stack. To support the two-tier F2F 3D IC with [23] design flow,
we model the 3D interconnect and parasitics by combining two
original 2D interconnect and connect them with vias to represent

Table 2: The overall performance comparisons between 2D
and 3D design of spiking attention accelerator across differ-
ent array size

. 16 X 16 16 X 8
Array size HXW D D D D
Effective Frequency (GHz) 1.58 1.68 1.68 1.93
Area Footprint (mm?) 0.45%0.9 0.45%x0.45 0.45X0.8 0.45x0.4
Number of Cells 59,299 58,271 31,257 30,671
Wire length(m) 0.79 0.60 0.61 0.39
Internal Power (mW) 146 146 97.8 95.8
Switching Power (mW) 52 51 30.6 26.3
Leakage Power (mW) 4.0 3.0 2.6 1.9
Total Power (mW) 203 200 130.9 124.0
Memory Access Latency (ps) 388 100 388 72
Memory Access Power (mW)  3.22 1.63 3.86 1.36

F2F bonding. We specify the via spacing to ensure that it meets the
F2F pitch requirement. The F2F pitch is selected according to the
grid size in the bonding layer.

In the case of the standard cells, we created two set of cells from
original 2D cells for top and bottom die where pin layer are mapped
into the 3D stacking. For memory macros, we changes their type
to cover cells to allow standard cell placement of another die in the
same region.

5 EVALUATIONS

5.1 Experiment Settings

Models, Datasets and Training Settings We evaluated the spik-
ing transformer models trained on two widely adopted neuromor-
phic datasets: CIFAR10-DVS[17] and DVS-Gesture[2]. We adapted
the same model setting using 4-bit quantized and 8-bit quantized
results, respectively. Given that image sizes are uniform within
a specific vision dataset, the token length of different samples re-
main consistent as in [7]. DVS-Gesture contains 11 hand gesture
categories from 29 individuals under 3 illumination conditions;
CIFAR10-DVS is a neuromorphic dataset containing dynamic spike
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streams captured by a dynamic vision sensor camera viewing mov-
ing images from the CIFAR10 datasets. In Tab. 3, we demonstrate
the superiority of the quantized spiking transformers over other
SNN, that can be efficiently executed on our proposed tiny 3D
accelerators. The bitwidth in Tab. 3 indicates the bitwidth of spiking
activation, synaptic weight and synaptic integration, respectively.

CIFAR10-DVS DVS-Gesture

Model Bitwidth Acc. Bitwidth _ Acc.
Spiking VGG[10]  1/32/32b 74.8% 1/32/32b  97.6%
Spiking ResNet[32]  1/32/32b 67.8% 1/32/32b  96.9%
Spiking Transformer 1/8/16b  81.2% 1/8/16b  98.26%
1/4/12b  80.5%  1/4/12b  97.92%

Table 3: Comparison of the spiking transformer with other
existing SNNs on CIFAR10-DVS and DVS-Gesture.

Hardware Platform Setup In this work, we use the commercial
28nm PDK to implement both 2D and 3D F2F designs. The 2D
design consists of 6 metal layers, while the 3D design has double
metal stack of 2D design with the F2F bond pitch varies from 0.5um
to lum. We use the Synopsys Design Compiler to synthesize the
RTL to gate-level netlist and Cadence Innovus to perform physical
synthesis.

For the memory, we utilize SRAM modules generated by a com-
mercial memory compiler for various global buffers and storage
functions within our system architecture. Specifically, 3072x128b
SRAM units are employed for the Activation Global Buffer (Act
GLB), Weight Global Buffer (W GLB), and Synaptic Integration
Global Buffer (X GLB), all placed on the top tier of our design. Addi-
tionally, smaller 96x128b SRAM macros are allocated for the Query
(Q) buffer, Key/Value (K/V) buffer, and Spiking (S) buffer on the
bottom tier. Two 96x256b SRAM macros are configured to serve as
extended X buffers.

5.2 Overall Performance Comparision between
2D and 3D

5.2.1 Layout Comparision between 2D and 3D. In Fig. 5 and In
Fig. 5 and Fig. 6, the layout is presented to show the difference
between 2D and 3D design of spiking MLP accelerators and spiking
self-attention accelerators.

In Fig. 5(a), the 2D design occupies 700um X 450um while the
stacked 3D spiking design occupies a 396um X 446um. On the top
tier, the W GLB and Act GLB are placed on the edge in Fig. 5(c),
and the spiking generator array are occupied in the middle; on the
bottom tier in Fig. 5(d), the W and S buffers are placed on the edge,
and the spiking spatiotemporal array is placed below the spiking
generators. Fig. 5(b), the F2F map indicates the interconnection
between the top tier and the bottom tier.

In Fig. 6(a), the 2D design of spiking attention accelerator occu-
pies 900um X 450um while the stacked 3D spiking design occupies
an area of 445um x 446um. On the top tier, the synaptic integration
X GLB and Act GLB are placed on the edge in Fig. 6(c), and the
spiking generator array is occupied in the middle; on the bottom
tier in Fig. 6(d), the Q, K/V and X buffers are placed on the edge, and
the spiking spatiotemporal array is placed between the buffers at
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the bottom tier. Fig. 6(b), the F2F map indicates the interconnection
between the top tier and the bottom tier.

5.2.2  PPA Comparision between 2D and 3D. Tab. 1 and Tab. 2
demonstrate that 3D designs significantly enhance power, perfor-
mance, and area efficiency compared to 2D designs. Using two dies
in 3D designs allows the same cells to be accommodated within
almost 50% of the original area. This reduced physical distance be-
tween the spiking generator and accelerator array leads to shorter
total wire lengths, reducing net delay and improving performance.
The experiments showed an average 8% increase in effective fre-
quency. Furthermore, fewer buffers were used, decreasing the cell
count and leading to a 6% reduction in power consumption.

+— 396um — <+— 396um — <+— 396um —

i
|
i
i
|

+«— 446um —

+«— 450um ——

(d)

Figure 5: The layout comparison between 2D and 3D spiking
MLP accelerators.(a)2D design. (b)(c)(d) 3D design.

900um

+<—— 455um —— +«—— 455um ——
— .

l
T

(@)

()

Figure 6: The layout comparison between 2D and 3D spiking
self-attention accelerators.(a) 2D design. (b)(c)(d) 3D design.

5.2.3 3D improvement under different Array size. Both the Spiking
MLP accelerator and the Spiking Attention accelerator exhibit a
decrease in effective frequency as the array size increases due to the
increased number of cells, leading to higher routing congestion. To
connect all these cells, ample routing resources are required, or the
distance between cells must be minimized. In 2D designs, the spac-
ing between cells is wider, and only a single layer of BEOL is utilized
as a routing resource, necessitating longer wires. Conversely, 3D
designs, which maintain narrower cell spacing and possess multiple
metal layers as routing resources, demonstrate superior routing
quality. As seen in Tab. 5, the wire length per net is significantly
shorter in 3D designs. Longer wire lengths within a net can induce
critical paths; thus, minimizing the distance between connected
cells or increasing routing resources can enhance performance.
Despite the decrease in effective frequency with increasing array
size, as shown in Tab. 1 and Tab. 2, 3D designs consistently exhibit
higher effective frequencies than 2D designs.

5.2.4  Analysis of Memory Access. We make a hierachical memory
access analysis of different memory blocks. In Tab. 4, under dif-
ferent design points with different array size and precision, the
memory access latency and energy consumption within 3D design
is significantly less than 2D.

!
|
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Table 4: The hierachical memory access overhead comparisons between 2D and 3D design of spiking MLP accelerator across

different array size and bitwidth

Array size HXW, weight/synaptic integration bitwidth

16 X 128, 8b/16b 64 X 16, 8b/16b 64 X 16, 4b/12b

2D 3D 2D 3D 2D 3D

Activation GLB Latency (ps) 24 16 68 19 53 58
Activation GLB Power (mW) 1.13 0.76 1.1 0.77 1.26 0.62
Weight GLB Latency (ps) 82 26 77 18 80 42
Weight GLB Power (mW) 0.46 0.1 0.47 0.09 0.45 0.11
Activation Buffer Latency (ps) 40 16 40 19 47 58
Activation Buffer Power (mW) 1.92 0.52 1.66 0.27 1.64 0.24
Weight Buffer Latency (ps) 28 26 77 18 80 42

Weight Buffer Power (mW)

1.01 0.17 1.50 0.39 1.14 0.29

Table 5: 2D and 3D Average Wire Length.

Aver. Wire Length(um)

Bitwidth ~ Array Size H x W

2D 3D
8b/16b 16 X 128 12.7 10.8

MLP
4b/12b 16 X 64 11.8 9.59
Attention 16b 16 X 16 18.6 12.3
16b 16 X 8 12.9 11.5

5.2.5 Wire Length Distribution. Fig. 7 illustrates the variance in
net wirelength distribution between 2D and 3D IC architectures. In
2D design, the frequency of nets exceeding 50um is consistently
higher than in 3D design. This disparity is attributed to the ver-
tical stacking employed in 3D designs, notably between the PE
array and spiking generator, which facilitates connections through
significantly shorter interconnects. Minimizing wire length is para-
mount as longer interconnects within a signal path lead to critical
paths, adversely affecting the chip’s operational speed and overall
efficiency.

#0000 I 2D spiking MLP Accelerator

I 3D spiking MLP Accelerator
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B 2D spiking MLP Accelerator
60000 50 B 3D spiking MLP Accelerator
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Figure 7: The distribution of Wire Length in the proposed
3D spiking MLP accelerator,

6 CONCLUSION

In this paper, we introduce the first dedicated 3D accelerator specif-
ically designed for emerging spiking transformers. We identify the

spatial and temporal data reuse opportunity on 3D dataflow opti-
mization, and fully exploit this on dedicated 3D accelerators. A tile
strategy coupled with kernel fusion is proposed to enable the effi-
cient execution of workloads in spiking transformers. Additionally,
our 3D accelerator employs a memory-on-logic and logic-on-logic
interconnection scheme via face-to-face (F2F) bonded 3D integra-
tion, optimized to minimize energy consumption and latency. Com-
pared to 2D CMOS integration, the 3D accelerator offers substantial
improvements. For the spiking MLP workload, it provides a 7.0%
higher effective frequency with 7.8% less power reduction and 50%
area reduction. The memory access latency and memory access
power is reduced by 68.3% and 69.5%, respectively. For the spik-
ing self-attention workload, the 3D accelerator is executed at a
6.3% higher effective frequency, with 50% area reduction and 1.5%
less power consumption. The memory access latency and memory
access power are reduced by 74.2% and 49.3%.
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