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Abstract

Implicit neural representations (INRs) have arisen as useful methods for representing signals on
Euclidean domains. By parameterizing an image as a multilayer perceptron (MLP) on Euclidean
space, INRs effectively represent signals in a way that couples spatial and spectral features of the
signal that is not obvious in the usual discrete representation, paving the way for continuous signal
processing and machine learning approaches that were not previously possible. Although INRs us-
ing sinusoidal activation functions have been studied in terms of Fourier theory, recent works have
shown the advantage of using wavelets instead of sinusoids as activation functions, due to their abil-
ity to simultaneously localize in both frequency and space. In this work, we approach such INRs and
demonstrate how they resolve high-frequency features of signals from coarse approximations done in
the first layer of the MLP. This leads to multiple prescriptions for the design of INR architectures,
including the use of complex wavelets, decoupling of low and band-pass approximations, and initial-
ization schemes based on the singularities of the desired signal.

1 Introduction

Implicit neural representations (INRs) have emerged as a set of neural architectures for representing
and processing signals on low-dimensional spaces. By learning a continuous interpolant of a set of
sampled points, INRs have enabled and advanced state-of-the-art methods in signal processing (Xu
et al., 2022) and computer vision (Mildenhall et al., 2020).

Typical INRs are specially designed multilayer perceptrons (MLPs), where the activation functions
are chosen in such a way to yield a desirable signal representation; some of these methods are demon-
strated on a simple test image in Fig. 1.

Although these INRs can be easily understood at the first layer due to the simplicity of plotting the
function associated to each neuron based on its weights and biases, the behavior of the network in the
second layer and beyond is more opaque, apart from some theoretical developments in the particular
case of a sinusoidal first layer (Yiice et al., 2022).

This work develops a broader theoretical understanding of INR architectures with a wider class of
activation functions, followed by practical prescriptions rooted in time-frequency analysis. In particu-
lar, we

1. Characterize the function class of INRs in terms of Fourier convolutions of the neurons in the
first layer (Theorem 1)

2. Demonstrate how INRs that use complex wavelet functions preserve useful properties of the
wavelet, even after the application of the nonlinearities (Corollary 4)
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Figure 1: Zoo of INRs for representing a simple image R? — R. Highlighted squares indicate error
relative to true image.

3. Suggest a split architecture for approximating signals, decoupling the smooth and nonsmooth
parts into linear and nonlinear INRs, respectively (Section 4.3)

4. Leverage connections with wavelet theory to propose efficient initialization schemes for wavelet
INRs based on the wavelet modulus maxima for capturing singularities in the target functions
(Section 5).

Following a brief survey of INR methods, the class of architectures we study is defined in Section 2. The
main result bounding the function class represented by these architectures is stated in Section 3, which
is then related to the algebra of complex wavelets in Section 4. The use of the wavelet modulus maxima
for initialization of wavelet INRs is described and demonstrated in Section 5, before concluding in
Section 6.

2 Implicit Neural Representations

Wavelets as activation functions in MLPs have been shown to yield good function approximators (Zhang
& Benveniste, 1992; Marar et al., 1996). These works have leveraged the sparse representation of func-
tions by wavelet dictionaries in order to construct simple neural architectures and training algorithms
for effective signal representation. Indeed, an approximation of a signal by a finite linear combination
of ridgelets (Candes, 1998) can be viewed as one such MLP using wavelet activation functions.
Recently, sinusoidal activation functions in the first layer (Tancik et al., 2020) and beyond (Sitz-
mann et al., 2020; Fathony et al., 2020) have been shown to yield good function approximators, coupled
with a harmonic analysis-type bound on the function class represented by these networks (Yiice et al.,
2022). Other methods have used activation functions that, unlike sinusoids, are localized in space,
such as gaussians (Ramasinghe & Lucey, 2021) or Gabor wavelets (Saragadam et al., 2023).
Following the formulation of (Yiice et al., 2022), we define an INR to be a map fy : R? — C defined
in terms of a function ¢ : R? — C, followed by an MLP with analytic! activation functions p(¥ : C — C
for layers ¢ =1,..., L:
Z(O)(I‘) - w(w(o)r + b(O))
z(f)(r) = p0 (W(f)z(ffl)(r) + b(f)) [6))
fo(r) = W(L)Z(L—l)(r) + b,
where 6 denotes the set of parameters dictating the tensor W(?) ¢ RF1xdxd matrices W) ¢ CFer1
and b(®) € RF1*4_and vectors b(*) € CFe+ for ¢ = 1,..., L, with fixed integers F, satisfying Fr,; = 1.
We will henceforth refer to v as the template function of the INR. Owing to the use of Gabor wavelets

by Saragadam et al. (2023), we will refer to functions of the form (1) as WIRE INRs, although (1) also
captures architectures that do not use wavelets, such as SIREN (Sitzmann et al., 2020).

1That is, entire on C.



3 Main Results

For the application of INRs to practical problems, it is important to understand the function class that
an INR architecture can represent. We will demonstrate how the function parameterized by an INR
can be understood via time-frequency analysis, ultimately motivating the use of wavelets as template
functions.

3.1 Expressivity of INRs

Noting that polynomials of sinusoids generate linear combinations of integer harmonics of said sinu-
soids, Yiice et al. (2022) bounded the expressivity of SIREN (Sitzmann et al., 2020) and related archi-
tectures (Fathony et al., 2020). These results essentially followed from identities relating products of
trigonometric functions. For template functions that are not sinusoids, such as wavelets (Saragadam
et al., 2023), these identities do not hold. The following result offers a bound on the class of functions
represented by an INR.

Theorem 1. Let fy : R? — C be a WIRE INR. Assume that each of the activation functions p¥)
is a polynomial of degree at most K, and that the Fourier transform of the template function 1 ex-
ists.? Let WOr = [Wir,... Wgr]" for Wy,..., Wg € R each having full rank, and also let
b(® = [by,...,bg]" for by,...,bp, € RL For k > 0, denote by A(F\, k) the set of ordered F)-tuples of
nonnegative integers £ = [{1,...,{p, ] such that Zlel b=k
Let a point vy € R? be given. Then, there exists an open neighborhood U > r( such that for all

¢ €5 (U)

_ S SO PSRN “0,€

G o) = [0 > 3 B K (eWTeragwTe) ) (@), (@)

t=1
k=0 LeA(Fy,k)

for coefficients Bg € C independent of r, where (-)*"¢ denotes (-fold convolution® of the argument with

itself with respect to . Furthermore, the coefficients B¢ are only nonzero when each t € [1,..., Fy] such
that ¢, # 0 also satisfies Wyro + by € supp(¢).

The proof is left to Appendix A. Theorem 1 illustrates two things. First, the output of an INR has a
Fourier transform determined by convolutions of the Fourier transforms of the atoms in the first layer
with themselves, serving to generate “integer harmonics” of the initial atoms determined by scaled,
shifted copies of the template function ). Notably, this recovers (Yiice et al., 2022, Theorem 1). Second,
the support of these scaled and shifted atoms is preserved, so that the output at a given coordinate r
is dependent only upon the atoms in the first layer whose support contains r.

Remark 2. The assumptions behind Theorem 1 can be relaxed to capture a broader class of architec-
tures. By imposing continuity conditions on the template function ¢, the activation functions can be
reasonably extended to analytic functions. These extensions are discussed in Appendix B.

3.2 Effective Time-Frequency Support of INRs

As noted before, Theorem 1 describes the output of an INR at a point by self-convolutions of sums of
the Fourier transforms of the atoms in the first layer whose support contains that point. So, for the
remainder of this section, we can assume that ry € R¢ is fixed, and that we only consider indices ¢ such
that ¢ (W:ro + b;) # 0.

Assume that the template function ¢ has compact support, which precludes /1\2 from having compact
support. However, if we make the further assumption that ¢ is smooth, then 1 is rapidly decreasing.

21t may exist only in the sense of tempered distributions.
30-fold convolution is defined by convention to yield the Dirac delta.
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Figure 2: Template functions in Fourier domain under exponentiation.

We will then say, informally, that @ has a compact effective support, denoted by the set A C R?. Making
the approximation supp(t) ~ A, we have that supp(¢)(W; '¢)) ~ W/ A.

As a first approximation, then, we can estimate the frequency support “locally” around the point
ro € RY in the sense of the Fourier transform following multiplication with a suitable cutoff func-
tion. Examining the summands in (2), the support of the self-convolutions in the Fourier domain are
bounded by

IS o <
supp f_kl (eﬂﬂwt SPI (W TS)) CY LWTA,

t=1

where the subset relationship is understood to be in the informal sense of effective support, and the
sum on the RHS is understood as the Minkowski sum of the summands ¢,W/ A. So, the frequency
support described by Theorem 1 is effectively bounded by the set

KL-1 a2
U {ZEfW;rA . Zt S A(Fhk)} .

k=0 t=1

4 The Algebra of Complex Wavelets

Of the INR architectures surveyed in Section 2, the only one to use a complex wavelet template function
is WIRE (Saragadam et al., 2023), where a Gabor wavelet is used. Gabor wavelets are essentially
asymmetric (in the Fourier domain) band-pass filters, which are necessarily complex-valued due to the
lack of conjugate symmetry in the Fourier domain. We now consider the advantages of using complex
wavelets, or more precisely progressive wavelets, as template functions for INRs by examining their
structure as an algebra of functions.

4.1 Progressive Template Functions

For the sake of discussion, suppose that d = 1, so that the INR represents a 1D function. The template
function ¢ : R — C is said to be progressive* if it has no negative frequency components, i.e., for £ < 0,
we have ¢(¢) = 0 (Mallat, 1999). If ¢ is integrable, its Fourier transform is uniformly continuous, which
implies that for integrable progressive functions we have @ (0) = 0. Without embarking upon a long
review of progressive wavelets (Mallat, 1999), we discuss some of the basic properties of progressive
functions that are relevant to the discussion at hand. It is obvious that progressive functions remain
progressive under scalar multiplication, shifts, and positive scaling. That is, for arbitrary s > 0,u €
R,z € C, if ¢(x) is progressive, then the function z - D;T,,¢)(z) := =z - ¢¥((x — u)/s) is also progressive.

4More commonly known as an analytic signal, we use this terminology to avoid confusion with the analytic activation func-
tions used in the INR.



Moreover, progressive functions are closed under multiplication, so that if ¢); and v, are progressive,
then ¥3(z) := 1 ()¢ (z) is also progressive,’ i.e., progressive functions constitute an algebra over C.

Example 1 (Complex Sinusoid). For any w > 0, the complex sinusoid ¢ (z;w) = exp(—i2rwz) is a
progressive function, as its Fourier transform is a Dirac delta centered at w. As pictured in Fig. 2 (Left),
the exponents ¢"(-;w) are themselves complex sinusoids, where ¥™(z;w) = ¥ (x; nw).

Example 2 (Gaussian). The gaussian function, defined for some o > 0 as ¥(z;0) = exp(—22/(20?)), is
not a progressive function, as its Fourier transform is symmetric and centered about zero. Moreover,
as pictured in Fig. 2 (Center-Left), the exponents are also gaussian functions " (z;0) = ¥ (z;0/y/n),
which also have Fourier transform centered at zero. Unlike the complex sinusoid, the powers of the
gaussian are all low-pass, but with increasingly wide passband.

Example 3 (Gabor Wavelet). For any w, o > 0, the Gabor wavelet defined as ¢ (7;w, o) = exp(—2?/(20?%)—
12nw) is not a progressive function, as its Fourier transform is a gaussian centered at w with standard
deviation 1/0. However, the Fourier transform of the exponents ¢" for integers n > 0 are gaussians
centered at nw with standard deviation \/n/o, as pictured in Fig. 2 (Center-Right). So, as n grows
sufficiently large, the effective support of zﬁ will be contained in the positive reals, so that the Gabor
wavelet can be considered as a progressive function for the purposes of studying INRs.

A progressive function on R has Fourier support contained in the nonnegative real numbers. Of
course, there is not an obvious notion of nonnegativity that generalizes to R? for d > 1. Noting that the
nonnegative reals form a convex conic subset of R, we define the notion of a progressive function with
respect to some conic subset of R%:

Definition 8. Let I' C R< be a convex conic set, i.e., for all 71,72 € T" and a1,a2 > 0, we have that
a1y1 +azye € 1.6 A function ¢ : R? — C is said to be I'-progressive if supp(¢)) C I'. The function 1+ is said
to be locally T-progressive at ro € R? if there exists some I'-progressive function v,, : R? — C so that
for all smooth functions ¢ € C5°(R¢) with support in a sufficiently small neighborhood of r, we have

G =% Uy 3)

Curvelets (Candes & Donoho, 2004), for instance, are typically defined in a way to make them I'-
progressive for some conic set I' that indicates the oscillatory direction of a curvelet atom. Observe
that if T is a conic set, then for any matrix W, the set W T is also conic. Thus, for a function ¢ that is
I'-progressive, the function 1)(Wx) is W ' I'-progressive.

Observe further that for two I'-progressive functions 1,1, their product is also I'-progressive.
The closure of progressive functions under multiplication implies that an analytic function applied
pointwise to a progressive function is progressive. For INRs as defined in (1), this yields the following
corollary to Theorem 1.

Corollary 4. Let T' C R? be conic, and let ¥ : R — C be given, with Fourier support denoted T'y :=
supp (). Let WOr = [Wir,... . Wpr]T for Wy,..., W, € R4 each having full rank. Assume that
for each t = 1,... Fy, we have W/Ty C TI. Then, the WIRE INR fy : R® — C defined by (1) is a
I-progressive function.

Moreover, if we fix some rq € R%, and if the assumption W,/ 'y C T holds for the indices t such that
W.r + b; € supp(v)), then fo is locally T-progressive at ry.

The proof is left to Appendix C. Corollary 4 shows that INRs preserve the Fourier support of
the transformed template functions in the first layer up to conic combinations, so that any advan-
tages/limitations of approximating functions using such I'-progressive functions are maintained.

5This is a simple consequence of the convolution theorem.
6We henceforth refer to such sets as simply “conic.”



Remark 5. One may notice that a I'-progressive function will always incur a large error when approxi-
mating a real-valued function, as real-valued functions have conjugate symmetric Fourier transforms
(apart from the case I' = R%). For fitting real-valued functions, it is effective to simply fit the real part
of the INR output to the function, as taking the real part of a function is equivalent to taking half of
the sum of that function and its conjugate mirror in the Fourier domain. In the particular case of d = 1,
fitting the real part of a progressive INR to a function is equivalent to fitting the INR to that function’s
Hilbert transform.

4.2 Band-pass Progressive Wavelets

Corollary 4 holds for conic sets I', but is also true for a larger class of sets. If some set I' C R? is
conic, it is by definition closed under all sums with nonnegative coefficients. Alternatively, consider
the following weaker property:

Definition 6. Let I" C RY. T is said to be weakly conic if for all 71,72 € I' and a;, a2 > 1, we have that
a1y1 + a7y, € T, and that 0 € T. A function 1 : R? — C is said to be I'-progressive if supp(¢)) C I'. The
function ¢ is said to be locally T-progressive at ro € RY if there exists some I'-progressive function 1, :
R? — C so that for all smooth functions ¢ € C>(R?) with support in a sufficiently small” neighborhood
of r, we have

& =% Uy @)

The notion of a weakly conic set is illustrated in Fig. 3 (Left). Just as in the case of progressive
functions for a conic set, the set of I'-progressive functions for a weakly conic set I' C R? constitutes an
algebra over C. One can check, then, that Corollary 4 holds for weakly conic sets as well. Putting this
into context, consider a template function 1) such that ) vanishes in some neighborhood of the origin.

~

Assume furthermore that supp(%)) is contained in some weakly conic set I'.

Example 4 (Complex Meyer Wavelet). The complex Meyer wavelet is most easily defined in terms of
its Fourier transform. Define

Sin(% —7/2) €€ (2n/3,471/3]
Y(€) = COS(% —m/2) &€ [4n/3,87/3]

0 otherwise.

The complex Meyer wavelet and its exponents are pictured in Fig. 2 (Right). Observe that these func-
tions are not only progressive, but are also I'-progressive for the weakly conic set I' = [27/3,00). The
Meyer scaling function, pictured by the dashed line in Fig. 2 (Right), has Fourier support that only
overlaps that of the complex Meyer wavelet, but none of its powers.

Applying this extension of Corollary 4, we see that if the atoms in the first layer of an INR using
such a function ¢ have vanishing Fourier transform in some neighborhood of the origin, then the
output of the INR has Fourier support that also vanishes in that neighborhood. We illustrate this in
R? using a template function 7 : R> — C where 1 is the tensor product of a gaussian and a complex
Meyer wavelet. Using this template function, we construct an INR with F; = 4 in the first layer,
and a single polynomial activation function. The modulus of the sum of the template functions before
applying the activation function is shown in Fig. 3 (Center). We then plot the modulus of the Fourier
transform of fp in Fig. 3 (Right). First, observe that since the effective supports of the transformed
template functions are supported by two disjoint sets, the Fourier transform of fg can be separated into
two cones, each corresponding to a region in R2. Second, since the complex Meyer wavelet vanishes in
a neighborhood of the origin, these cones are weakly conic, so that the Fourier transform of fy vanishes
in a neighborhood of the origin as well, by Corollary 4 applied to weakly conic sets.

7Again, not necessarily compact.
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Figure 3: (Left) A conic set I'; C R?, and a weakly conic set I'; C R? (both truncated for illustration
purposes). (Center) Modulus of a function g given by the sum of four template atoms. (Right) Fourier
transform of fo(r) = p(g(r)), where p(z) = —z + 22 — 23. The blue and orange cones correspond to
the respectively highlighted parts of the function g. Effective Fourier supports of the template atoms
constituting g are enclosed by rectangles, and approximate centers of Frequency support for each atom
and product of atoms are marked by colored circles.

Remark 7. The weakly conic sets pictured in Fig. 3 (Right) are only approximation bounds of the true
Fourier support of the constituent atoms. We see that Corollary 4 still holds in an approximate sense,
as the bulk of the Fourier support of the atoms is contained in each of the pictured cones.

4.3 A Split Architecture for INRs

Based on this property of INRs preserving the band-pass properties of progressive template functions,
it is well-motivated to approximate functions using a sum of two INRs: one to handle the low-pass com-
ponents using a scaling function, and the other to handle the high-pass components using a wavelet.
We illustrate this in Fig. 4, where we fit two INRs to a test signal on R (Donoho & Johnstone, 1994).

The first INR uses a gaussian template function ) (z) = exp(—(7z)?/6) with L = 1, and the con-
straint that the weights W (9 are all equal to one, i.e., the template atoms only vary in their abscissa.
Such a network is essentially a single-layer perceptron (Zhang & Benveniste, 1992) for representing
smooth signals. We refer to this network as the “scaling INR.”

The second INR uses a Gabor template function 1) (z) = exp(—(7z)?/6) exp(—i27z) with L = 3, where
we initialize the weights in the first layer to be positive, thus satisfying the condition of W,/ T C T
in Corollary 4 for I' = R*. Although 7 is not progressive, its Fourier transform has fast decay, so we
consider it to be essentially progressive, and thus approximately fulfilling the conditions of Corollary 4.
We refer to this network as the “Gabor INR,” as it is the WIRE architecture (Saragadam et al., 2023)
for signals on R.

The reason for modeling a signal as the sum of a linear scaling INR and a nonlinear INR with a
Gabor wavelet is apparent in Fig. 2 (Right), where the scaling function and powers of a complex Meyer
wavelet are pictured. Observe that the portions of the Fourier spectrum covered by the scaling function
and the high powers of the Gabor wavelet (as in an INR, by Theorem 1) are essentially disjoint. The
idea behind this architecture is to use a simple network to approximate the smooth parts of the target
signal, and then a more complicated nonlinear network to approximate the nonsmooth parts of the
signal.

We plot the real part of the sum of the scaling INR and Gabor INR in Fig. 4 (Top) along with the
individual network outputs in Fig. 4 (Center). One can clearly see how the scaling INR captures the
low-pass components of the signal, while the Gabor INR captures the transient behavior.

To see the role of the nonlinearities in the Gabor INR, we freeze the weights and biases in the
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Figure 4: (Left) Real part of INR evaluated on R. (Right) Fourier transform of INR output. (Top) Sum
of the Gabor INR and scaling INR, with wavelet modulus maxima points. (Center) Individual outputs
of Gabor INR and scaling INR. (Bottom) Linear Gabor INR.

first layer of the Gabor INR, and take an optimal linear combination of the resulting template atoms
to fit the signal, thus yielding an INR with no nonlinearities beyond the template functions (Zhang
& Benveniste, 1992). The real part of the resulting function is plotted in Fig. 4 (Bottom), where the
singularities from the Gabor INR are severely smoothed. This reflects how the activation functions
resolve high-frequency features from low-frequency approximations, as illustrated initially in Fig. 3.

5 Resolution of Singularities

A useful model for studying sparse representations of images is the cartoon-like image, which is a
smooth function on R? apart from singularities along a twice-differentiable curve (Candés & Donoho,
2004; Wakin et al., 2006).

The smooth part of an image can be handled by the scaling function associated to a wavelet trans-
form, while the singular parts are best captured by the wavelet function. In the context of the proposed
split INR architecture, the scaling INR yields a smooth approximation to the signal, and the Gabor INR
resolves the remaining singularities.

5.1 Initialization With the Wavelet Modulus Maxima

As demonstrated by Theorem 1, the function v in the first layer of an INR determines the expressivity
of the network. Many such networks satisfy a universal approximation property (Zhang & Benveniste,
1992), but their value in practice comes from their implicit bias (Yiice et al., 2022; Saragadam et al.,
2023) in representing a particular class of functions. For instance, using a wavelet in the first layer
results in sharp resolution of edges with spatially compact error (Saragadam et al., 2023). In the
remainder of this section, we demonstrate how an understanding of singular points in terms of the
wavelet transform can be used to bolster INR architectures and initialization schemes.

Roughly speaking, isolated singularities in a signal are points where the signal is nonsmooth, but is
smooth in a punctured neighborhood around that point. Such singularities generate “wavelet modulus
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Figure 5: Comparison of initialization schemes. We plot the mean and standard deviation of the MSE
over 10 trials.

maxima” (WMM) curves in the continuous wavelet transform (Mallat, 1999), which have slow decay in
the Fourier domain. With Theorem 1 in mind, we see that INRs can use a collection of low-frequency
template atoms and generate a collection of coupled high-frequency atoms, while also preserving the
spatial locality of the template atoms.

The combination of these insights suggests a method for the initialization of INRs. In particular, for
a given number of template atoms F; in an INR, the network weights W(°) and abscissa b(®) should be
initialized in a way that facilitates effective training of the INR via optimization methods. We empir-
ically demonstrate the difference in performance for INRs initialized at random and INRs initialized
in accordance with the singularities in the target signal. Once again, we fit the sum of a scaling INR
and a Gabor INR to the target signal in Fig. 4. In Fig. 5, we plot the mean squared error (MSE) for
this setting after 1000 training steps for both randomly initialized and strategically initialized INRs,
for F; = Km, where K € {1,3,5,7} and m is the number of WMM points as determined by an estimate
of the continuous wavelet transform of the target signal. The randomly initialized INRs have abscissa
distributed uniformly at random over the domain of the signal. The strategically initialized INRs place
K template atoms at each WMM point (so, a deterministic set of abscissa points). Both initialization
schemes randomly distribute the scale weights uniformly in the interval [1, K]. We observe that for all
K, the MSE of the strategically initialized INR is approximately an order of magnitude less than that
of the randomly initialized INR.

When d = 2, e.g., images, the WMM can be approximated by the gradients of the target signal to
obtain an initial set of weights and biases for the Gabor INR. We evaluate this empirically on a set
of images shown in Fig. 6. For each example, we approximate the target image using the proposed
split INR architecture. For the WMM-based initialization, we apply a Canny edge detector (Canny,
1986) to encode the positions and directions of the edges. Further details can be found in Appendix D.
We then used a subset of edge locations for biases of the first layer of the Gabor INR. For simplicty,
we initialized the weights such that each neuron generates a radially symmetric Gabor filter. For
images consisting of isolated singularities, such as the circular edge example in the first row in Fig. 6,
we observe that a WMM-based initialization results in nearly 30dB higher PSNR, along with faster
convergence rates than its uninitialized counterpart. A similar but less significant advantage can
be seen for other images, such as the parrot with a blurred background (second row in Fig. 6). WMM-
based initialization, has limited advantages when the image has dense texture, such as the chest X-ray
scan (third row in Fig. 6). Overall, we observe that WMM-based initialization has similar advantages
for signals on both R and R?.
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Figure 6: Image approximations and error using INRs that are (Left) randomly initialized and (Center)
initialized using the Canny edge detector. (Right) PSNR of image approximations during training.

6 Conclusions

We have offered a time-frequency analysis of INRs, leveraging polynomial approximations of the be-
havior of MLPs beyond the first layer. By noting that progressive functions form an algebra over the
complex numbers, we demonstrated that this analysis yields insights into the behavior of INRs using
complex wavelets, such as WIRE (Saragadam et al., 2023). This naturally leads to a split architecture
for approximating signals, which decouples the low-pass and high-pass parts of a signal using two
INRs, roughly corresponding to the scaling and wavelet functions of a wavelet transform. Further-
more, the connection with the theory of wavelets yields a natural initialization scheme for the weights
of an INR based on the wavelet modulus maxima of a signal.

INR architectures built using wavelet activation functions offer useful advantages for function ap-
proximation that balance locality in space and frequency. The structure of complex wavelets as an
algebra of functions with conic Fourier support, combined with the application of INRs for interpo-
lating sampled functions, suggests a connection with microlocal and semiclassical analysis (Monard &
Stefanov, 2023). As future work, we aim to extend the results of this paper to synthesize true singulari-
ties at arbitrarily fine scales, despite the continuous and non-singular structure of INR approximations
of a sampled signal. We also foresee the decoupling of the smooth and singular parts of a signal by the
split INR architecture having useful properties for solving inverse problems and partial differential
equations.
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A Proof of Theorem 1

Let ro be given, and let I C {1,..., F; } be the set of indices such that W;ry + b; € supp(¢). Then, there
exists an open neighborhood U > rj such that for all r € U, »(W,r + b;) = 0 for any ¢ ¢ I. Thus, for
any r € U, the assumptions on the activation functions imply that f(r) is expressible as a complex
multivariate polynomial of {t)(W;r + b;)};c; with degree at most KX~1, i.e.,

KL—l

for)= > > BeJ[v"(Wir+b,).

k=0 LeA(|I|,k) i€l

for some set of complex coefficients Bg. The desired result follows immediately from the convolution
theorem.

B Relaxed Conditions on the INR Architecture

Theorem 1 assumes that the template function v : R? — C has a Fourier transform that exists in the
sense of tempered distributions, and that the activation functions are polynomials, which is a stronger
condition than merely assuming they are complex analytic. Here, we discuss ways in which this can be
relaxed to include more general activation functions, as well as how template functions on Euclidean
spaces other than R? can be used.

B.1 Relaxing the Class of Activation Functions

In Theorem 1, two assumptions are made. The first is that the template function has a Fourier trans-
form that exists, possibly in the sense of tempered distributions. The second is that the activation
functions are polynomials of finite degree. However, given that Theorem 1 is a local result, mild as-
sumptions on the template function allow for reasonable extension of this result to analytic activation
functions.

Indeed, if ¢ is assumed to be continuous, then one can take V' C U to be a compact subset of the
neighborhood guaranteed by Theorem 1. It follows, then, that the functions {/(W;r 4+ b;)}1, are
bounded over V. Then, if the activation functions are merely assumed to be analytic, then the INR
can be approximated uniformly well over V by finite polynomials. Without repeating the details of the
proof, this yields an “infinite-degree” version of Theorem 1, where for any ¢ € C3°(V'), we have

— o ~ ~ B . -T ~ *Ly,
G To@ =D Y Be|ox K (eFWTERIhWTe)) 1) @

k=0 L€ A(F),k)

This condition is not strong enough to handle general continuous activation functions, since the Stone-
Weierstrass theorem for approximating complex continuous functions on a compact Hausdorff space
requires polynomials terms to include conjugates of the arguments. One could conceivably extend
Theorem 1 in this way, but this would not be compatible with the algebra of I"-progressive functions,
since I'-progressive functions are not generally closed under complex conjugation.

B.2 Template Functions From Another Dimension

It is possible to consider cases where v is defined as a map from a space of different dimension, say
¢ : R? — C. If ¢ < d, then one can construct a map ¢ : RY — C so that (21,...,24,24+1,74) =
¥(z1,...,2q). This, for instance, is the case with SIREN (Sitzmann et al., 2020) and the 1D variant of
WIRE (Saragadam et al., 2023), where 1) : R — R is used for functions on higher-dimensional spaces.
In this case, the Fourier transform of ¢) only exists in the sense of distributions. If ¢ > d, then one can
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)

(c) WMM-type bias initialization
shown as red dots

(a) Image to be represented (b) Canny edge detection

Figure 7: WMM initialization in two dimensions. (a) shows an image to be represented, while (b) shows
the output of a Canny edge detector. (c) shows WMM-type bias initialization with the red dots showing
some of locations used as bias values.

apply the results in this paper by treating the INR as a map from R? — C followed by a restriction
that “zeroes out” the excess coordinates by restricting the domain of fg to the subspace of points x such
that x = (z1,...,24,0,...,0).

C Proof of Corollary 4

We will show that the property of fg being locally I'-progressive at a point holds, as the result for being
“globally” I'-progressive follows.

Let ro be given, and let I C {1,..., F1} be the set of indices such that W;ry + b, € supp(¢)). By
Theorem 1, there exists an open neighborhood U > r( such that for all r € U, fg(r) takes the form of a
complex multivariate polynomial of {)(W,r + b;)};c;. Denoting this polynomial by P(r), we have that
for any ¢ € C>(U),

¢-P=0¢-fo

Under the given assumptions, each of the terms {/(W,r+b;)},cs is a I'-progressive function. Since
I-progressive functions constitute an algebra over C, any polynomial of them will yield a I'-progressive
function. Letting U be the “sufficiently small neighborhood of ry,” this implies that fg is locally I'-
progressive at rg, as desired.

Noting that I'-progressive functions also constitute an algebra over C when I is weakly conic, this
result also applies in that case.

D Wavelet Modulus Maximus Initialization in Two Dimensions

For 2D images, we approximate WMM location as edges of the image. Fig. 7 shows the flowchart for
WMM-type initialization. We first start with the image to be represented and perform Canny edge
dectection on it. We then use the binary edge map as a proxy for WMM locations. We then use the
edge locations as bias values for each neuron in the Gabor INR.
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