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Abstract

The image matching field has been witnessing a contin-
uous emergence of novel learnable feature matching tech-
niques, with ever-improving performance on conventional
benchmarks. However, our investigation shows that de-
spite these gains, their potential for real-world applica-
tions is restricted by their limited generalization capabili-
ties to novel image domains. In this paper, we introduce
OmniGlue, the first learnable image matcher that is de-
signed with generalization as a core principle. OmniGlue
leverages broad knowledge from a vision foundation model
to guide the feature matching process, boosting general-
ization to domains not seen at training time. Addition-
ally, we propose a novel keypoint position-guided atten-
tion mechanism which disentangles spatial and appear-
ance information, leading to enhanced matching descrip-
tors. We perform comprehensive experiments on a suite
of 7 datasets with varied image domains, including scene-
level, object-centric and aerial images. OmniGlue’s novel
components lead to relative gains on unseen domains of
20.9% with respect to a directly comparable reference model,
while also outperforming the recent LightGlue method by
9.5% relatively. Code and model can be found at https :
//hwjiangl510.github.io/OmniGlue.

1. Introduction

Local image feature matching techniques provide fine-
grained visual correspondences between two images [30],
which are critical for achieving accurate camera pose estima-
tion [39, 41] and 3D reconstruction [4, 15, 19, 42]. The past
decade has witnessed the evolution from hand-crafted [3, 29]
to learning-based image features [10, 36, 38, 51, 55]. More
recently, novel learnable image matchers have been pro-
posed [12, 27, 41, 44, 47], demonstrating ever-improving
performance on conventional benchmarks [1, 8, 25].
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Figure 1. OmniGlue is a generalizable learnable matcher. In-
troducing foundation model guidance and an enhanced attention
mechanism, OmniGlue learns effective image matching that trans-
fers well to image domains not seen during training. We compare it
against reference methods SIFT [29] and SuperGlue [41], with sub-
stantial improvements on a suite of diverse datasets: outdoor scenes
(MegaDepth-1500 [25] pose AUC@5°), indoor scenes (ScanNet
[8] pose accuracy @5°), aerial scenes (DeepAerial [35] PCK@1%)
and object-centric images (GSO-Hard [11] and NAVI-MultiView /
NAVI-Wild [18], pose accuracy @5°).

Despite substantial progress, these advancements over-
look an essential aspect: the generalization capability of
image matching models. Today, most local feature match-
ing research [12, 27, 44] focuses on specific visual domains
with abundant training data (e.g., outdoor and indoor scenes),
leading to models that are highly specialized for the training
domain. Unfortunately, we observe that the performance of
these methods usually drops dramatically on out-of-domain
data (e.g., object-centric or aerial captures), which may not
even be significantly better than traditional approaches in
some cases. For this reason, traditional domain-agnostic
techniques, such as SIFT [29], are still widely used to obtain
poses for downstream applications [2, 24, 31, 48]. Due to the
cost of collecting high-quality correspondence annotations,
we believe it is unrealistic to assume that abundant training
data would be available for each image domain, like in some
other vision tasks [9, 26]. Thus, the community should focus
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on developing architectural improvements to make learnable
matching methods generalize.

Motivated by the above observations, we propose
OmniGlue, the first learnable image matcher that is de-
signed with generalization as a core principle. Building
on top of domain-agnostic local features [10], we introduce
novel techniques for improving the generalizability of match-
ing layers: foundation model guidance and keypoint-position
attention guidance. As shown in Fig. 1, with the introduced
techniques, we enable OmniGlue to generalize better on
out-of-distribution domains while maintaining quality per-
formance on the source domain.

Firstly, we incorporate broad visual knowledge of a foun-
dation model. By training on large-scale data, the foundation
model, DINOv2 [34], performs well in diverse image do-
mains on a variety of tasks, including robust region-level
matching [21, 34, 56]. Even though the granularity of match-
ing results yielded from foundational models is limited, these
models provide generalizable guidance on potential match-
ing regions when a specialized matcher cannot handle the
domain shift. Thus, we use DINO to guide the inter-image
feature propagation process, downgrading irrelevant key-
points and encouraging the model to fuse information from
potentially matchable regions.

Secondly, we also guide the information propagation
process with keypoint position information. We discover
that previous positional encoding strategies [41] hurt per-
formance when the model is applied to different domains
— which motivates us to disentangle it from the matching
descriptors used to estimate correspondence. We propose
a novel keypoint-position guided attention mechanism de-
signed to avoid specializing too strongly in the training dis-
tribution of keypoints and relative pose transformations.

Experimentally, we assess OmniGlue’s generalization
across diverse visual domains, spanning synthetic and real
images, from scene-level to object-centric and aerial datasets,
with small-baseline and wide-baseline cameras. We demon-
strate significant improvements compared to previous work.
In more detail, our contributions are as follows.
Contributions. (1) We introduce foundation model guid-
ance to the learnable feature matching process, which lever-
ages broad visual knowledge to enhance correspondences
in domains that are not observed at training time, boosting
pose estimation accuracy by up to 5.8% (14.4% relatively).
(2) A new strategy for leveraging positional encoding of
keypoints, which avoids an overly reliant dependence on
geometric priors from the training domain, boosting cross-
domain transfer by up to 6.1% (14.9% relatively). (3) We
perform comprehensive experiments on 7 datasets from var-
ied domains, demonstrating the limited generalizability of
existing matching methods, and OmniGlue’s strong improve-
ments, with relative gains of 20.9% on average in all novel
domains. (4) By fine-tuning OmniGlue using limited amount

of data from the target domain, we show that OmniGlue can
be easily adapted with an improvement up to 8.1% (94.2%
relatively).

2. Related Work

Generalizable Local Feature Matching. Prior to the deep
learning era, researchers focused on developing generaliz-
able local feature models. For example, SIFT [29], SURF
[3] and ORB [40] have been widely used for image match-
ing tasks across diverse image domains. Still today, many
computer vision systems ignore recent advances in learnable
local features and rely on hand-crafted methods, for example,
to obtain poses for downstream applications [2, 24, 31, 48].
One of the main reasons for such old hand-crafted meth-
ods to continue being adopted is that most of the recent
learning-based methods [ 13, 32, 33, 38, 49] are specialized
to domains with abundant training data, such as outdoor
building scenes, and do not generalize well to other domains.
Recently, the community shifted the main focus to develop
learnable image matchers, which associate local features pro-
duced by off-the-shelf methods [10] or jointly learn feature
description and association [44]. While they demonstrate
better performance compared with hand-crafted matching
systems, they make the entire image matching pipeline even
more domain-specific. Our experiments show that learnable
matchers specialize strongly in the training domain, with lim-
ited generalization. Our proposed OmniGlue improves the
generalization capability of existing learnable matchers by
introducing guidance from foundation models and improved
positional encoding.

Sparse Learnable Matching. Sparse learnable image
matching methods [6, 27, 41] associate sparse keypoints, pro-
duced by keypoint detectors. For example, SuperGlue [41]
uses SuperPoint [10] for keypoint detection and leverages the
attention mechanism [50] to perform intra- and inter-image
keypoint feature propagation. However, SuperGlues shows
limited generalization capability. One reason is that it entan-
gles the local descriptors and positional information of the
keypoints, making the matching process overly dependent
on learned positional patterns. It hinders the generalizability
to data with different position-related matching patterns. To
solve this problem, OmniGlue proposes to disentangle them
during the feature propagation, releasing the reliance on po-
sitional patterns and improving the generalization capability
to images from diverse domains.

(Semi-)Dense Learnable Matching. Dense image match-
ing methods jointly learn the image descriptors and the
matching module, performing pixel-wise matching on the
entire input images [7, 12, 44, 46, 52]. They benefit from
the end-to-end learning pipeline and demonstrate better per-
formance in the training domain. For example, the semi-
dense method LoFTR introduces a coarse-to-fine correspon-
dence prediction paradigm [44]. Another line of work di-

19866



Keypoints & DINO Intra-Image
Input Images Descriptors Features Graphs

: @
L ]
Encoders 35 1) “ Build Graphs

Super w. DINO
Point

DINO

{dp,ps}

Figure 2. OmniGlue overview. We use frozen DINO and SuperPoint

.
A Self- Cross-
— Atten. — Atten.
w. G, W. Gp_ 4
3 &
shared: ishared
Guidance ><
v. v
B Self- Cross-
—— Atten. — Atten.
w. Gp w. Gyp

Inter-Image Matching
Graphs Result
Gy Gyop Information Propagation

w. Position Guidance

xN blocks

to detect keypoints and extract features. Then, we build densely

connected intra-image keypoint graphs and leverage DINO features to build inter-image graphs. We refine the keypoint features based on the

constructed graphs, performing information propagation. In this process,

we use keypoint positions solely for guidance, disentangling them

from the keypoint local descriptors. Finally, the matching results are produced based on the updated keypoint local descriptors.

rectly predicts the matching results as a 4D correlation vol-
ume [12, 46]. However, we notice that some of them gener-
alize worse on new domains compared with sparse methods.
Thus, OmniGlue chooses to focus on sparse methods, which
can have better potential to be generalizable due to the use
of domain-agnostic local descriptors.

Matching with Additional Image Representations.
Leveraging robust image representations is a promising av-
enue toward generalizable image matching. One line of work
uses geometric image representations, e.g., depth map [53]
and NOCS map [23], to augment the image matching pro-
cess. However, they are dependent on a highly accurate
monocular estimation of these geometric representations.
Differently, SFD2 [54] uses semantic segmentation results
to reject indistinguishable keypoints in background regions.
Nevertheless, the semantic segmentation model has to be
trained on each specific target domain. Recently, large vision
models, e.g., self-supervised vision backbones [5, 16, 34]
and Diffusion models [17, 45, 56] demonstrate robust seman-
tic understanding properties. By training on large data, these
models showcase strong generalization capability across di-
verse domains [20, 21, 28], which enables them to obtain
coarse patch-level matching results. However, performing
matching using image features extracted by these models
demonstrates limited performance on regions/keypoints with-
out strong semantic information and the accuracy is lim-
ited [22, 56]. Instead of directly incorporating these coarse
signals into the keypoint features and using them to perform
matching, OmniGlue uses DINOv2 features to identify po-
tentially related regions and guide the attention-based feature
refinement process. Thanks to the wide domain knowledge
encoded in this model, OmniGlue can boost the generaliza-
tion ability of our method to diverse domains.

3. OmniGlue

We first introduce the overview and technical details of our
method OmniGlue. Then we compare OmniGlue with Su-
perGlue and LightGlue for clarifying their differences.
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3.1. Model Overview

Fig. 2 presents a high-level overview of our OmniGlue
method, with four main stages. First, image features are
extracted using two complementary types of encoders: Su-
perPoint [10], focusing on generic fine-grained matching;
and DINOv2 [34], an image foundation model which en-
codes coarse but broad visual knowledge. Second, we build
keypoint association graphs using these features, both intra
and inter-image. In contrast to previous work, our inter-
image graph leverages DINOv2 guidance, which provides
a coarse signal capturing general similarity between Super-
Point keypoints. Third, we propagate information among the
keypoints in both images based on the built graphs, using self
and cross-attention layers for intra and inter-image communi-
cation, respectively. Crucially, we disentangle positional and
appearance signals at this stage, different from other models
that overlook this aspect. This design enables feature re-
finement to be guided by both keypoint spatial arrangement
and their feature similarities, but without contaminating the
final descriptors with positional information, which hinders
generalizability. Finally, once the refined descriptors are
obtained, optimal matching layers are applied to produce a
mapping between the keypoints in the two images. These
stages are described in more detail in the following section.

3.2. OmniGlue Details

Feature Extraction. The inputs are two images with shared
content, denoted as I4 and 5. We denote the SuperPoint
keypoint sets of the two images as A := {A1, ..., Ay} and
B := {Bj,..., By }. Note that N and M are the number
of identified keypoints of I4 and Ip, respectively. Each
keypoint is associated with its SuperPoint local descriptor
d € R®. Additionally, normalized keypoint locations are
encoded with positional embeddings, and we further refine
them using MLP layers. We denote the resulting positional
features of a keypoint as p € R®. Furthermore, we extract
dense DINOV2 feature maps of the two images. We inter-
polate the feature maps using the location of SuperPoint
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Figure 3. (Left) Building inter-image graph. We prune the dense
pairwise graph based on the DINO feature similarity. (Right)
Position-guided attention. The keypoint position is involved in
computing attention weights, while the output attention update is
only composed of local descriptor components.

keypoints to obtain DINOv2 descriptors for each keypoint,
denoted as g € RE". For clarity, we denote the three features
of the i*" keypoint in set A as d#!, p/* and g!. The fea-
tures of the keypoints in set B are denoted accordingly. The
goal of our OmniGlue model is to estimate correspondences
between the two keypoint sets.

Graph Building Leveraging DINOv2. We build four key-
point association graphs: two inter-image graphs and two
intra-image graphs. The two inter-image graphs represent
the connectivity between the keypoints of the two images,
from I 4 to Ip and vice versa. We denote them as G4—p
and G g_s 4, respectively. The two inter-image graphs are
directed, where information is propagated from the source
node to the target node.

We leverage DINOV2 features to guide the building of
the inter-image graphs. As depicted in Fig. 3 (left), we take
Gp— 4, as an example. For each keypoint A; in keypoint
set A, we compute its DINOvV2 feature similarities with all
keypoints in set B. Note that we perform channel-wise nor-
malization on the DINOv2 features giA and g® before com-
puting the similarities. We select the top half of keypoints
in set B with the largest DINOv2 similarities to connect
with A;, which prunes the densely-connected pairwise graph
between the keypoints of the two images. We perform the
same operation on all keypoints in A to obtain G g— 4, and
the graph G 4 p is built in a similar manner.

Similarly, the intra-image graphs represent the connec-
tivity between keypoints belonging to the same image. We
denote them as G4 and Gp, which are undirected — in-
formation is propagated bi-directionally between connected
keypoints. Each keypoint is densely connected with all other
keypoints within the same image.

Information Propagation with Novel Guidance. We per-
form information propagation based on the keypoint graphs.
This module contains multiple blocks, where each block has
two attention layers. The first one updates keypoints based

on the intra-image graphs, performing self-attention; The
second updates keypoints based on the inter-image graphs,
performing cross-attention. In particular, this stage intro-
duces two novel elements compared to previous work, which
we show are critical towards generalizable matching: suit-
able guidance from DINOvV2 and from keypoint positions.

First, DINOv2 guidance: during cross-attention, for key-
point A;, it only aggregates information from the DINOv2-
pruned potential matching set selected from B, instead of
all its keypoints. This is particularly helpful for generalized
image matching, where DINO’s broad knowledge may guide
the feature matching process in a domain that the model has
not seen at training time. In this manner, information from
irrelevant keypoints will not be fused into the query keypoint
features. This process also encourages the cross-attention
module to focus on distinguishing the matching point in the
smaller potential matching set. Note, however, that we do not
forcibly limit the matching space to the potential matching
sets, as DINO may also be incorrect in some cases.

Second, we introduce refined keypoint guidance. We
observe that prior methods entangle keypoint positional fea-
tures and local descriptors during feature propagation [41],
which makes the model overly dependent on learned position-
related priors — our ablation experiments in Section 4 high-
light this issue. The learned priors are vulnerable under
image pairs with matching patterns that were not seen at
training time, limiting the generalization capability. To deal
with this issue, we propose a novel position-guided attention,
which disentangles the keypoint positional features p and
the local descriptors d. The positional information is used
as spatial context in this module and is not incorporated in
the final local descriptor representation used for matching.

With these novel elements, our attention layer, illustrated
in Fig. 3 (right), is defined as follows, where we take the
example of keypoint A;:

df! < d! + MLP([d|Ad#]), where (1)
(qf(kS)T
Ve

q' =Wi(d} +p/) +b?eRY,  (3)
kS _ Wk(dS —|—pS) —i—bk c RKXC7 (4)
ve = W'(d%) + b’ e REXC. (5)

Ad;4 = Softmax )-vZP eR%and (2

As described in Eq. 1, the attention has a residual connection,
which integrates the attention update value Ad;4 . The nota-
tion < is the updating operation and [-|-] is the channel-wise
concatenation. To compute the attention update value, as
described in Eq. 2, we compute the feature similarity be-
tween the keypoint A; and its source connected keypoints
in a graph, which is denoted as .S containing K keypoints.
The query, key and value of the attention are qf‘, k%, and
v, respectively. Specifically, as shown in Eq. 3-5, the query
and key are computed by fusing both local descriptors and
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positional features. The value, however, is transformed from
only the local descriptors. We note that the weights (W)
and bias (b), which map features into query, key and value
tokens in attention, are not shared across different attention
layers. In self-attention (G 4 and Gp), S is composed by
all keypoints; in cross-attention (G4—p and Gg—s4), S
contains the keypoints identified by DINO.

Intuitively, the query and key compute the attention
weights, where both feature affinity and spatial correlations
are considered. However, the attention update value, Adf‘, is
composed of local descriptor components only. This design
allows the model to reason about spatial correlation between
keypoints using their positional features while avoiding an
over-reliance on it.

Matching Layer and Loss Function. We use the refined
keypoint representations to produce a pairwise similarity
matrix S € RV*M, where S; ; = d* - (d7)”". Then we use
the Sinkhorn algorithm [43] to refine the similarities, which
produces the matching matrix M € [0, 1]V %M where M ;
represents the matching probability between keypoint A;
and B;. To train OmniGlue, we minimize the negative log-
likelihood of the matching matrix with ground truth [41, 44].

3.3. Comparison Against SuperGlue and LightGlue

It is important to highlight differences between our model
and reference sparse learnable feature matching methods,
SuperGlue [41] and LightGlue [27]. While neither of these
is designed to target generalizability to multiple domains,
there are common elements in the model structure, so we
would like to emphasize our novelty.

Both works use attention layers for information propaga-
tion. Differently, OmniGlue leverages a foundation model
to guide this process, which significantly helps with transfer-
ring to image domains that are not observed during training.

In terms of local descriptor refinement, OmniGlue departs
from SuperGlue to disentangle positional and appearance
features. For reference, SuperGlue represents keypoint with
entangling the two features as d 4+ p, where positional fea-
tures are also used to produce matching results. Similar
to our design, LightGlue removes the dependency of the
updated descriptors on the positional features. However, it
proposes a very specific positional encoding formulation,
based on rotary encodings, only in self-attention layers.

Overall, SuperGlue is the closest model to OmniGlue,
serving as a directly comparable reference where our con-
tributions can be clearly ablated. For this reason, in the
following section, we use SuperGlue as the main reference
comparison for experimental validation.

4. Experiments

We first introduce the experiment setup and then present our
results as well as ablation studies.

(€] @) (3) @) 5 ©6) (@) @®)

Type Scene Real  Syn. Mask Cam.  Diff. Task
Img. Trans. Bl Bg.
MegaDepth ~ Scene Outdoor v X X Large X Corr. & Pose Est.
GSO-Hard ~ Object None X X X Large X Pose Est.
GSO-Easy ~ Object None X X X Small X Pose Est.
NAVI-MV ~ Object In & Outdoor v X v Large X Pose Est.
NAVI-Wild ~ Object In & Outdoor v X v Large v Pose Est.
ScanNet Scene Indoor v X X Large X Pose Est.
SH Scene Outdoor v ' X Small X Corr. Est.
DeepAerial ~ Scene Aerial v v X N/A v Image Reg.

Table 1. Dataset and task comparisons on: (1) The general type;
(2) The background scene type; (3) Use of real (v') or rendered
(X) images; (4) Whether the pose transformation is synthetic; (5)
Whether foreground masks are used to filter correspondence predic-
tions; (6) The camera baseline type; (7) Whether two input images
have different backgrounds; (8) Evaluated tasks: Correspondence
Estimation, Pose Estimation or Image Registration.

4.1. Experimental Setup

We list the datasets and tasks used for evaluating OmniGlue
in Table 1. We include details of datasets as follows:

» Synthetic Homography (SH) contains images from the
Oxford and Paris dataset [37]. We generate random crops
and homography transformations to sample image patch
pairs, similar to [41]. Two subsets are generated, SH100
and SH200, wherein the perturbations of the image cor-
ners for homography generation are within 100 and 200
pixels, respectively. For each subset, we generate roughly
9 million training pairs and 10K test pairs.

* MegaDepth (MD) [25] is a large-scale outdoor image
dataset. The ground-truth matches are computed using
StM [42]. We follow the train/test split of prior works [44],
with roughly 625K training pairs and 1500 test pairs.

* Google Scanned Objects (GSO) [11] comprises 1400
daily object model scans of 17 categories. We render
synthetic images with large (60°- 90°) rotation (Hard sub-
set) and small (15°- 45°) rotation (Easy subset) camera
baselines, intentionally distinct from the training distribu-
tion. We produce 50 image pairs for each object model,
resulting in around 140K test cases.

* NAVI [18] focuses on objects and encompasses a variety
of both indoor and outdoor images. It is divided into two
subsets: the multiview subset (25K image pairs), featur-
ing input images captured in the same environment; and
the wild subset (36K image pairs), where the two input
images are taken in different environments with distinct
backgrounds, lighting conditions and camera models.

* ScanNet [8] collects indoor images. We follow the split
of prior works [44] with 1500 evaluation pairs.

* DeepAerialMatching [35] provides aligned pairs of satel-
lite images under varying conditions (i.e. different seasons,
weather, time-of-day). We introduce random 2D rotations
and crop 520 x 520 image patches to produce image pairs
with known affine transformations (500 in total).

Tasks and metrics. We assess the models across three
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Figure 4. Visualization of correspondences predicted by OmniGlue on the MegaDepth-1500 benchmark. We distinguish the matches by
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different colors. We show results for scene "0022" and "0015" on the top and bottom rows, respectively.

tasks: (1) Correspondence estimation, evaluated with
correspondence-level precision and recall (for sparse meth-
ods only). Following SuperGlue [41], we employ thresholds
of < 3px and > 5pz to label a correspondence as correct
and incorrect, respectively. (2) Camera pose estimation,
evaluated with pose accuracy (% of correct poses within
{5°,10°,20°} of error) and AUC, with accuracy being used
by default unless otherwise specified. The poses are derived
from the estimated correspondences using RANSAC [14],
and we use Rodrigues’ formula to calculate relative rotation
error between the predicted/ground truth rotation matrices;
(3) Aerial image registration, evaluated with percentage of
correct keypoints (PCK). We use RANSAC-based affine
estimation from the estimated correspondences, and apply
the predicted/ground truth affine transformations to 20 test
keypoints with fixed positions to calculate the PCK within
7 - mazx(h, w) pixels of error, for 7 € {0.01,0.03,0.05}.

Baselines. We compare OmniGlue against:

e SIFT [29] and SuperPoint [10] provide domain-agnostic
local visual descriptors for keypoints. We generate
matching results using both nearest neighbor + ratio test
(NN/ratio) and mutual nearest neighbor (MNN), with the
best outcomes being reported.

* Sparse matchers: SuperGlue [41] employs attention lay-
ers for intra- and inter-image keypoint information aggre-
gation, using descriptors derived from SuperPoint [10]. It
is the closest reference of OmniGlue. LightGlue [27] im-
proves SuperGlue [41] with better performance and speed.
Besides, we also test with DINOv2 [34]+SuperGlue, by
substituting SuperPoint descriptors with DINO features.

¢ (Semi-)Dense matchers: LoFTR [44] and PDCNet [46]
are used as reference dense matching techniques, to con-
textualize our sparse matching performance with respect
to other types of approaches.

Implementation details. In line with SuperGlue [41], we
implement 9 contextual reasoning blocks, each comprising
an intra-image aggregation layer (self-attention) and an inter-
image aggregation layer (cross-attention). This configuration
results in a total of 18 attentional layers. Across all sparse

Setting — Test Performance (in-domain)
SH100 SH200

DINOV2 [34]+SG [41] 87.6/88.4 79.8/80.2

SP[10]+SG [41] 99.2/99.4 95.4/96.0

OmniGlue (ours) 99.2/99.5 96.4/98.0

Setting — Test Generalization (src — trg)

SH100 — SH200 | SH200 — MD

DINOV2 [34]+SG [41] 72.6/77.3 1927188
SP[10]+SG [41] 78.3/75.6 34.9/39.0
OmniGlue (ours) 90.0/ 89.6 36.0 /54.7
relative gain (%) | +149/185 +43/+403

Table 2. Results for in-domain (top) and zero-shot generalization to
out-of-domain datasets (bottom), for models trained on Synthetic
Homography (SH) datasets. We measure precision / recall at the
correspondence level.

methods, we use 1024 keypoints and 256-dimensional de-
scriptors. See more training details in supplementary.

4.2. Results

Following SuperGlue and LightGlue, we first initialize
OmniGlue by training it on SH100. Then we further pre-
train OmniGlue on SH200, and finally train OmniGlue on
MegaDepth (MD). We evaluate OmniGlue and all baseline
methods on the test splits of each training domain, and test
their generalization to both subsequent training datasets or
out-of-domain test datasets. Finally, we experiment with
adapting OmniGlue to out-of-domain images with limited
target domain training data.

From Synthetic Homography to MegaDepth. As de-
picted in Table 2, in comparison to the base method Su-
perGlue, OmniGlue not only exhibits superior performance
on the in-domain data but also demonstrates robust gener-
alization. Even with a minimal data distribution shift from
SH100 to SH200, SuperGlue experiences substantial drops
in performance with a 20% reduction in precision and re-
call. This result implies that SuperGlue is overly dependent
on learned position-related patterns and is unable to handle
further image warping distortion. In contrast, OmniGlue
showcases strong generalization capability, surpassing Su-
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Figure 5. Zero-shot generalization to novel domains. The top and middle row show results on GSO and NAVI, the last row shows results on

ScanNet and DeepAerial. We draw the correct and incorrect estimated correspondences as green and red, respectively.

In-domain Out-of-domain (Zero-shot Generalization)
MegaDepth-1500 Google Scanned Object . Navi X ScanNet DeepAerial
Hard (60-90 deg.) | Easy (15-45 deg.) Multiview Wild
Method AUC@5°/10°/20° | Acc@5°/10°/20° | Acc@5°/10°/20° | Acc@5°/10°/20° | Acc@5°/10°/20° | Acc@5°/10°/20° | PCK@1%/3%/5%
DENSE AND SEMI-DENSE METHODS
PDCNet [46] 51.5/67.5/78.2 5.1/89/149 24.8/36.7/49.3 39/7.1/11.6 6.6/11.6/17.0 38.6/60.0/71.3 14.0/20.9/22.6
LoFTR [44] 52.8/69.2/81.2 7.6/14.0/229 38.2/54.1/67.5 12.5/22.7/34.2 9.8/18.4/29.8 36.2/56.1/68.6 17.8/23.7/25.0

DESCRIPTOR+HAND-CRAFTED RULES

SIFT [29]+MNN
SuperPoint [10]+MNN

25.8/41.5/54.2
31.7/46.8 / 60.1

6.8/12.1/20.3
5.4/10.5/18.8

32.5/46.2/60.3
28.9/43.4/58.0

6.2/11.9/22.7
10.0/19.2/31.6

4.2/8.1/23.1
8.2/16.0/28.0

4.6/10.6/20.2
18.8/35.2/49.6

17.5/2591/32.2
16.0/24.3/31.9

SPARSE METHODS

DINOV2 [34]+SG [41]
SuperGlue [41]
LightGlue [27]

OmniGlue (ours)

31.5/40.8/45.3
42.2/61.2/76.0
47.6/64.8/71.9
47.4165.0/77.8

rel. gain (%) over [41]

+12.3/+6.2/+2.4

3.6/73/15.1
72/13.2/21.6
7.5/13.8/21.7
8.6/15.3/25.0

12.0/22.7/38.7
32.3/48.4/62.9
36.4/53.2/66.9
38.4/54.8/68.8

+19.4/+15.9/ +15.7 ‘ +18.9/+13.2/+9.4

73/15.6/28.3
11.8/21.9/34.4
13.2/24.0/34.38
13.2/24.8/37.7
+11.9/+13.4/+9.6

8.4/17.2/30.6

10.6/19.8/31.8
9.7/117.6/259

12.4/22.8/35.0
+16.7 / +15.2 / +10.1

9.7/26.7/41.5
25.5/43.4/573
36.7/59.4/71.6
31.3/50.2/65.0
+22.0/+15.7/ +13.4

11.4/18.2/23.1
16.4/26.2/28.8
18.1/25.8/27.3
22.4/33.5/36.6
+36.6 / +27.9 / +27.0

Table 3. Results for in-domain (left, measured with AUC) and zero-shot generalization to out-of-domain datasets (right, measured with pose
accuracy / PCK), for models trained on the MegaDepth dataset. We highlight the best results on out-of-domain data and show our relative
improvement against our base method SuperGlue. All sparse methods use 1024 keypoints.

perGlue with a 12% improvement in precision and a 14%
boost in recall. Similarly, during the transfer from SH200
to Megadepth, OmniGlue outperforms SuperGlue with a
drastic 15% improvement in recall.

From MegaDepth to other Domains. As shown in Ta-
ble 3, OmniGlue not only achieves comparable performance
on MegaDepth-1500 with the state-of-the-art sparse matcher
LightGlue, but also demonstrates better generalization ca-
pability on 5 out of 6 novel domains, when compared to all
other methods. In detail, on MegaDepth-1500, OmniGlue
showcases 12.3% relative gain (pose AUC @5°) over the
base method SuperGlue. On the 6 novel domains, OmniGlue
shows 20.9% and 9.5% averaged relative gains (for pose and
registration accuracy at the tightest thresholds) over Super-
Glue and LightGlue, respectively. Moreover, OmniGlue
demonstrates larger performance gains on harder novel do-
mains against LightGlue, i.e., on GSO-Hard, NAVI-Wild,
and DeepAerial. We show visualization in Fig. 5 and Fig 4
for zero-shot generalization on novel domains and its perfor-
mance on the source domain.

Notably, the reference dense matchers, which achieve bet-
ter performance on the in-domain MegaDepth dataset, gen-

eralize worse. Their performances are close, or even worse,
to SuperGlue, which has 10% lower in-domain AUC@5°.
We conjecture this may be due to the joint learning of visual
descriptors and the matching module, making them easier to
specialize strongly to the training domain.

Low-Shot Fine-tuning on Target Domain. In certain real-
world scenarios, a limited set of target domain data may
be available for fine-tuning. To test this scenario, we fine-
tune OmniGlue on the target domain (object-centric GSO
dataset), comparing its performance with the base model,
SuperGlue. We create small training subsets by utilizing
only a few dozen object scans. Notably, these small training
sets consist of instances from the sneaker object category
only, covering a significantly minor subset of the testing
object category distribution.

As depicted in Table 4, OmniGlue is more readily adapted
to the target domain. In detail, when scaling from 0 to 30
instances for training, OmniGlue consistently exhibits en-
hanced performance for both test subsets. With just 10 in-
stances for training, OmniGlue improves pose estimation
accuracy by 5.3% and 4.0% on the two subsets. Expanding
the training sets by incorporating 10 more objects leads to
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#Train Model Hard (60-90 deg.) Easy (15-45 deg.)
Inst. @5°/ 10°/ 20° @5°/10°/ 20°

0 SG 72/13.2/21.6 32.3/48.4/629
oG 8.6/15.3/25.0 38.4/54.8/68.8

SG 11.6/20.8/31.7 38.9/55.7/68.6

10 oG 13.9/24.6/ 36.8 42.4/60.1/74.0
rel. gain (%) | +61.6/+60.8 / +47.2 +10.4/+9.7/+7.6

SG 13.0/22.9/352 40.3/57.0/70.5

20 oG 15.3/27.0/39.7 44.1/61.5/75.0
rel. gain (%) | +77.9/+76.5/+58.8 | +14.8/+12.2/+9.0

SG 14.6/25.2/379 42.0/59.2/71.2

30 oG 16.7/29.1/42.3 45.8/62.5/76.0
rel. gain (%) | +94.2/+90.2/+469.2 | +19.3/+14.1/+10.5

Table 4. Fine-tuning results of SuperGlue [41] (SG) and our method
OmniGlue (OG) on Google Scanned Object (GSO) dataset. We use
dozens of sneaker object instances to generate training data and test
on all 17 GSO categories. We also show a relative gain compared
with the zero-shot performance.

a further performance improvement of 2%. Furthermore,
OmniGlue consistently surpasses SuperGlue, achieving a
relative gain of approximately 10% across all experiments.
The results collectively demonstrate the applicability of
OmniGlue in real-world scenarios as a versatile and gen-
eralizable method.

4.3. Ablation Study and Insights

We conduct a comprehensive ablation study on each pro-
posed module, as detailed in Table 5. Please note that the
numbers reported on the GSO dataset are based on a subset,
encompassing half of all test cases, for rapid evaluation.
The effectiveness of each proposed technique. The results
in Table 5 (1) highlight the effectiveness of our foundation
model guidance, which enhances the generalization capa-
bility on out-of-domain data. Additionally, the third row
of Table 5 (2) illustrates the impact of the position-guided
attention, showcasing improvement in both in-domain and
out-of-domain data. Furthermore, we conduct ablations with
different approaches to disentangling keypoint positional
features. The first two rows of Table 5 (2) demonstrate
that performance degrades when either not using any posi-
tional features or applying the position-guidance only on self-
attention (without positional guidance on cross-attention).
This emphasizes the effectiveness of our position-guided
attention in facilitating information propagation within both
intra- and inter-image contexts. Besides, after removing the
positional embeddings, the model shows better generaliza-
tion even though the in-domain performance drops. This
result implies that the inappropriate way that SuperGlue uses
positional information limits its generalization.

The ways of incorporating DINO features. As shown in
Table 5 (3), we explore different methods of incorporating
DINOV2. The first involves merging DINO features and
SuperPoint local descriptors. This integration is performed
before the information propagation module using an MLP.

In-domain Out-of-domain
MegaDepth Google Scanned Object
Hard Easy
P/R @5°/10°/ 20° @5°/10°/ 20°

0) SuperGlue [41] 67.2/683 | 9.0/169/273 | 40.4/60.5/76.6
(1) only DINO-guide 66.6/68.0 | 10.0/18.7/29.6 | 46.2/65.4/79.5
only no pos. emb. - all 60.5/58.1 | 9.1/17.2/27.7 | 43.5/63.2/78.2
2) only no pos. emb. - cross 63.3/62.1 9.3/17.0/28.0 | 44.8/64.1/79.4
only pos. guidance 69.2/739 | 9.8/18.0/28.6 | 46.4/66.6/80.2
@) (2) + DINO-SP-merge 62.6/65.6 7.8/149/249 | 425/61.3/754
(2) + DINO-guide-intra+inter | 66.4/72.2 | 10.5/19.4/30.5 | 47.1/66.8/80.8
(2) + DINO-guide-0.3 66.8/73.3 | 10.3/19.3/30.8 | 47.3/67.1/81.0
) (2) + DINO-guide-0.4 66.8/73.1 | 10.2/18.9/30.4 | 47.2/66.9/80.8
(2) + DINO-guide-0.6 66.7/74.1 10.2/19.1/30.3 | 47.7/67.4/81.1
(5)  (2) + DINO-guide-0.5 (full) | 66.2/74.1 | 11.0/20.4/32.0 | 48.7/68.4/82.3

Table 5. Ablation study on (1) only with DINO guidance, (2) only
with the disentangled keypoint representation variants, (3) DINO
guidance variants analysis (based on (2) with position guidance), (4)
DINO guidance threshold analysis, and (5) full model OmniGlue.

The experiment reveals a decline in performance, suggesting
that the two features are not compatible, likely due to the
coarse granularity of DINO. The manner in which these
features can be effectively merged remains an open problem.
The second method entails applying DINOv2 guidance
for constructing both intra and inter-image graphs, demon-
strating diminished performance compared to (5). We hy-
pothesize that the reason lies in the fact that intra-image
information propagation (self-attention) requires a global
context, particularly for distinguishing all keypoints in the
feature space. Reducing connectivity on the intra-image
graph adversely affects the global context, aligning with
findings in the study of attention span in SuperGlue.
Details of foundation model guidance. We ablate the hy-
perparameter used to determine the number of source key-
point in a graph, as presented in Table 5 (4). The results
indicate that selecting the top half of keypoints in the other
image for building inter-image graphs is the optimal choice.

5. Conclusions and Future Work

We propose OmniGlue, the first learnable image matcher
that is designed with generalization as a core principle. We
introduce the broad visual knowledge of a foundation model,
which guides the graph-building process. We identify the
limitation of the previous descriptor-position entangled rep-
resentation and present a novel attention module to deal
with it. We demonstrate that OmniGlue outperforms prior
work with better cross-domain generalization. Moreover,
OmniGlue can also be easily adapted to a target domain with
a limited amount of data collected for fine-tuning. For future
work, it is also worth exploring how to leverage unannotated
data in target domains to improve generalization. Both of
better architectural designs and better data strategies can
pave the way for a foundational matching model.
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