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ABSTRACT
The data on user behaviors is sparse given the vast array of user-
item combinations. Attributes related to users (e.g., age), items
(e.g., brand), and behaviors (e.g., co-purchase) serve as crucial in-
put sources for item-item transitions of user’s behavior prediction.
While recent Transformer-based sequential recommender systems
learn the attention matrix for each attribute to update item rep-
resentations, the attention of a speci�c attribute is optimized by
gradients from all input sources, leading to potential information
mixture. Besides, Transformers mainly focus on intra-sequence
attention for item attributes, neglecting cross-sequence relations
and user attributes. Addressing these challenges, we propose the
Attribute Transformer (AttrFormer) to learn attributes as explicit
relations. This model transforms each type of attribute into an
explicit relation de�ned in the feature space, and it ensures no in-
formation mixing among di�erent input sources. Explicit relations
introduce cross-sequence and intra-sequence relations. AttrFormer
has novel relation-augmented heads to handle them at both the
item and behavioral levels, seamlessly integrating the augmented
heads into the multi-head attention mechanism. Furthermore, we
employ position-to-position aggregation to re�ne behavior repre-
sentation for users with similar patterns at the sequence level. To
capture the subjective nature of user preferences, AttrFormer is
trained using posterior targets where upcoming user behaviors
follow a multinomial distribution with a Dirichlet prior. Our evalu-
ations on four popular datasets, including Amazon (Toys & Games
and Beauty) and MovieLens (1M and 25M versions), reveal that
AttrFormer outperforms leading Transformer baselines, achieving
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around 20% improvement in NDCG@20 scores. Extensive ablation
studies also demonstrate the e�ciency of AttrFormer in managing
long behavior sequences and inter-sequence relations.
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1 INTRODUCTION
Sequential recommendation aims to predict future user actions
by analyzing their historical behaviors [22, 39]. Deep learning has
advanced sequential recommender systems to capture extended
patterns in user behavior sequences, moving beyond the Markov
chain assumption [11] across various contexts, such as e-commerce
product suggestions [15], music and movie ratings [12, 38]. Re-
cently, Transformers have sparked signi�cant research interest in
sequential recommendation [6] and have been found to outper-
form convolutional neural networks (CNNs) and recurrent neural
networks (RNNs)-based recommender models [20, 40].

User-item interactions occur with contextual information where
factors from items, users, and interaction-speci�c contexts can af-
fect user behaviors. We term these factors as attributes. It includes
item information (price and brand), user demographics (age and
occupation), and the speci�c context of the interaction, including
timing and co-occurring items. While the conventional attention
mechanism predominantly focuses on item IDs, the integration of
these diverse attributes with behaviors presents a unique set of
challenges [10, 25, 46]. We may blend all embeddings of item IDs
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with attributes [6, 50] to obtain a single attention matrix, but this
often results in lower-rank attention matrices, causing Transform-
ers to �xate on irrelevant details [3, 46]. Therefore, recent studies
have proposed learning a decoupled attention matrix. They attempt
to achieve this by learning the embeddings for each attribute and
item ID, calculating the attention matrices individually, and then
combining these attention matrices [10, 46].

However, these methods [10, 46] may not e�ectively decouple
information, leaving the low-rank attention issue unresolved. This
arises because joint learning of attribute and item ID embeddings
causes the optimization of attribute embeddings to be inadvertently
in�uenced by gradients from other inputs. It leads to attention
matrices for speci�c attributes mixing information from others.

Besides the attribute decoupling, it has been observed that the
scope of self-attention is limited to a user’s behavioral sequence,
whereas attributes could act as connectors linking items across
various sequences [10, 37]. This limitation in Transformers poses
challenges for collaborative user modeling, as they often fail to cap-
ture the item-level cross-sequence relations re�ected by attributes.

The third challenge is that the conventional Transformer learn-
ing paradigm struggles to accommodate the intricacies of diverse
attributes, long user behavior sequences, and the dynamic nature of
user preferences. Earlier research has focused on a speci�c attribute
like timestamps [25] and item categories [46], and cannot address
attributes from a broader spectrum of sources (e.g., users, items,
behaviors) and types (e.g., categorical, numerical). Besides, certain
approaches [10, 20] truncate long behavior sequences to predeter-
mined lengths, potentially overlooking crucial user interactions.
Furthermore, given the subjective nature of user preferences, in�u-
enced by factors like personality and mood shifts [4], the current
Transformer is trained based on categorical probability and cross-
entropy, fall short in representing uncertainties in user preferences,
leading to potential overcon�dence in predictions [19].

In this work, we propose the Attribute Transformer (Attr-
Former), designed to learn from attributes as explicit relations,
thereby addressing the aforementioned challenges. The explicit
relation between pairwise behavior tokens decouples attribute se-
mantics in the feature space, unlike jointly trained attribute em-
beddings that mix with other information and lack clear semantic
meanings. In Figure 1, we train one of the latest Transformers for
sequential recommendation [46] on di�erent subsets of the Amazon
Toys & Games dataset [20] with the item category attribute. We
de�ne the attribute’s explicit relation as the dot product of two
multi-hot encoding features, ensuring complete decoupled infor-
mation from other input sources. We vary the sequence length and
calculate the KL divergence between the learned attention and the
explicit relation matrices. It is observed that the learned attention
matrix is not aligned with the explicit relation, indicating the gra-
dient descent algorithm cannot distinguish between the gradients
for the category attribute and the item ID in backpropagation. The
misalignment is more obvious with sparser user behavior data. It
reveals the di�culty of learning an information-decoupled attribute
embedding for the attention matrix in highly sparse behavior data.
In contrast, our explicit relations are calculated by human under-
standable similarity functions without in�uence from other input
sources and are also robust to data sparsity.

(b) Explicit Relation
(dot-product of multi-hot encoding)

(a) Attention Matrix
(min-max scaled)

a case study

Figure 1: Comparing (a) learned attention [46] vs. (b) explicit
relation (Proposed) under di�erent levels of data sparsity
sampled from Amazon Toys & Games for the category at-
tribute. The average KL divergence between (a) and (b) is
computed to analyze the matrix di�erences. Higher sparsity
leads to larger divergence. Results indicate that learned cat-
egory attention mixes with other information before �nal
information fusion, potentially limiting the e�ectiveness of
information fusion [46]. See appendix B.1 for setup details.

Explicit relations incorporate both intra- and cross-sequence
relations, leading us to design relation-augmented multi-head at-
tention within a batch for enhanced collaborative user modeling
with Transformers. Item- and behavior-related explicit relations act
as diverse queries to the keys in the attention mechanism, enrich-
ing the multi-head self-attention. Multi-head attention e�ectively
balances di�erent attribute and self-attention subspaces to avoid con-
�icts in attribute relations [51] when using multiple attributes. We
conducted ablation studies in Figure 3 to examine the impact of
di�erent attributes. Moreover, we improve the e�ciency of the
relation-augmented heads with top- relation selection and sparse
matrix multiplication. For user attributes de�ned at the sequence
level, we introduce a position-to-position aggregation module to
smooth behavior representation across similar users.

To address the third challenge, we consider explicit relations
from various attribute sources, including categorical and numerical
values. We implement attribute-speci�c similarity/relation func-
tions to preserve relation semantics for each attribute type. On the
input side, we chunk the long user’s behavior sequence instead of
truncating to alleviate information loss for users. On the output
side, we represent the uncertainty in user preferences by model-
ing the categorical probability of training objectives as a random
variable and constructing the posterior training targets for model
optimization. Speci�cally, we gather all training user behaviors to
establish a prior Dirichlet distribution on item popularity andmodel
the likelihood of users’ future behaviors as following a Multinomial
distribution. The contribution of Attrformer is summarized as:
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• A novel architecture to handle various explicit and decoupled
attribute relations from users, items, and behaviors.

• Improved collaborative Transformer learning through intra-
and inter-sequence relation modeling in batches.

• Learning with a novel strategy that captures relations from
categorical and numerical attributes, chunks arbitrarily long
user behavior sequences with minimal information loss, and
alleviates overcon�dence in prediction by optimizing for
new posterior optimization targets.

• Extensive experiments demonstrate that AttrFormer could
achieve up to +20% NDCG@20 improvement in Amazon
and Movielens recommendation scenarios, surpassing recent
Transformers in sequential recommendation tasks.

2 RELATEDWORK
2.1 Sequential Recommendation
The task predicts user future behaviors based on historical pat-
terns [18, 36, 43, 53]. Early approaches used matrix factorization
with �rst-orderMarkov chain [34, 35] to capture sequential patterns.
Although higher-order Markov chains [14] were proposed to model
sequential smoothness, they often overlooked longer dependencies
among behaviors. Subsequent advances in deep learning explored
CNNs [41, 48] and RNNs [17]. However, CNNs may overempha-
size local features, while RNNs face challenges such as vanishing
and exploding gradients. Self-attention in recommendation [20, 40]
could automate relation learning in user sequences.

Recent advances in Transformers with self-attention mecha-
nism showcased their e�ectiveness in the sequential recommenda-
tion, spanning di�erent scenarios like self-supervision [45], multi-
behavior [47], knowledge tracing [32], uncertainty attribution [2]
and attribute-aware [10, 46, 50]. Transformers utilize item IDs as
tokens, yet other modalities also play a crucial role in providing
complementary information [49]. Combining inputs from multiple
sources is bene�cial, but existing solutions often introduce new
low-rank issues in the attention matrix [3, 10, 46, 49].

2.2 Transformer for Attribute-rich Sequential
Recommendation Data

Language models have greatly improved Transformers for lan-
guage pre-training tasks [7, 28, 29, 42]. However, adapting Trans-
formers from language models to recommendations is challenging
due to modality di�erences. Earlier works like SASRec [20] and
BERT4Rec [40] were proposed with single-direction and bidirec-
tional self-attention, respectively, but they cannot address attributes.
Attributes could improve sequential recommendation by mitigat-
ing data sparsity issues [6].The following works have designed
Transformers for speci�c attributes: TiSASRec [25] incorporated
the timestamp attribute, while SSE-PT [44] concatenated the user
ID embedding with the item ID embedding. SASRecF [52] extended
SASRec [20] and integrated ID and attribute embeddings in the
input space [6, 50]. NOVA [27] separately fused the attribute embed-
dings and computed their attention matrix. Recently, DIF-SR [46]
and MT4SR [10] decoupled the fusion of attributes in the atten-
tion matrix space from the query-key multiplication results. While
intersample attention is introduced in [37] for sequence-level atten-
tion, it cannot e�ectively handle attributes and more �ne-grained

token-level information. In summary, existing works still have sev-
eral key limitations in attribute decoupling, cross-sequence relation
learning, and addressing broader attributes.

2.3 Learning Strategy of Transformer for
Sequential Recommendation

Popular recommendation library RecBole [52] used behavior or
interaction count-based sequence processing. However, extending
this approach to larger datasets is not e�cient due to the exten-
sive computational complexity per epoch, which scales with the
number of interactions. Alternatives like SASRec [20] and recent
MT4SR [10] truncated user sequences to �xed lengths, e�ciently
reducing the complexity to the number of users but introducing
challenges with missing previous behaviors.

Transformers could be trained in di�erent ways. BERT4Rec [40]
used masking prediction tasks for positive examples. Recently, next
item prediction, where the subsequent item is treated as a posi-
tive target, has become more common [10, 20, 25, 46]. While early
works [20, 25, 44] like SASRec used a single negative example to
construct binary cross-entropy loss, recent research [10, 24] pre-
ferred cross-entropy, utilizing all non-next items in the training
data as negative examples. However, in real interaction scenarios,
users have hesitation and their �nal decisions are subjective and
in�uenced by many random factors such as personality, mood, and
change in behavior over time [4]. Therefore, a single behavior ob-
servation (i.e. label) may not re�ect a correct user pattern and easily
lead to over-con�dence issues [19]. To represent the uncertainty
in the label, we construct the training targets as a random variable
following the Multinomial distribution in conjunction with a prior
following the Dirichlet distribution.

3 THE PROPOSED ATTRFORMER
Given #user users U and #item items X, the behavior sequence
x1:) = (G1, G2, . . . , G) ) is formed as the user interactions with the
items in chronological order. At any position C 2 [1,) �1], the next-
item prediction task in sequential recommendation is ? (GC+1 |x1:C ).

The interaction matrix, with dimensions #user ⇥ #item, often
exhibits a high level of data sparsity, with nonzero entries typically
less than 1% [20, 46]. Fortunately, user-item interactions provide
valuable attribute data from users, items, and behavior itself. Sup-
pose we have" attributes sequence z(<)

1:) = (I (<)

1 , I (<)

2 , . . . , I (<)

) ),
where< 2 [1,"] is a speci�c attribute such as brand or price. We
note that" = "D +"8 +"1 , which indicates that the total number
of attributes" comes from the source of users"D , items"8 , and
behaviors"1 . With all the items and attributes as input, we could
build our model 5\

⇣
x1:C ; {z

(<)

1:C }
"
<=1

⌘
to infer ? (GC+1 |x1:C ).

Our model 5\ has an input layer that explicitly converts " at-
tribute inputs {z(<)

1:C }
"
<=1 to relations between items or users. It

then stacks multiple encoder layers. Each encoder consists of a
relation-augmented multi-head attention module, a feed-forward
network module, and a position-to-position aggregation module
(when user-related attributes are available). We present details
about the architecture in Section 3.1 and its training method in
Section 3.2, respectively. An overview is presented in Figure 2.
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Figure 2: The training strategy and model architecture of AttrFormer. Bottom-left: AttrFormer uses sequence chunking and
padding for varying-length behavior sequences of users. Item IDs transform into embeddings, while attributes are transformed
into explicit relations. Right side: AttrFormer has multiple encoder layers. Each layer has a relation-augmented multi-head
attention module to handle item- and behavior-level relations and an aggregation module to handle user-level relations.
Top-left side: AttrFormer has novel posterior targets for model optimization, consisting of likelihood and prior components.

3.1 Model Architecture
3.1.1 Input Layer with Explicit Relation. Given ) -length sequence,
we initialize a learnable embedding table E 2 R#item⇥⇡ , where ⇡
is the hidden dimension. We retrieve the items from x1:) to obtain
the embedding matrix X 2 R)⇥⇡ , where X8 = EG8 for the sequence.
Unlike prior work [20, 46], we do not initialize embedding tables
for attributes. To explicitly keep the attribute relations decoupled,
we directly apply a similarity function to the feature vectors of
attributes. Concretely, given any attribute z(<)

1:) , we have its feature
matrix Z(<)

2 R(⌫ ·) )⇥3< , where ⌫ denotes the batch size and 3<
is the feature dimension, we de�ne the explicit relation between
item 8 and item 9 from the attribute< as follows:

A (<)

8 9 = A (<)

98 = ( (<)
(Z(<)

8 ,Z(<)

9 ) � 0. (1)

( represents a speci�c similarity function for an attribute<. There-
fore, we have explicit relations {R(8 )

}
"8+"1+"D
8=1

3.1.2 Relation-augmented Multi-head A�ention. For each encoder
layer, we assume that the hidden representation of a sequence of
items is H 2 R)⇥⇡ , where H is initialized by item embedding
X. Self-attention (SA) is de�ned on the query, key, value (Q,K,V)
2 R)⇥3 matrices with dimension 3 , which are transformed from H

with di�erent parameters (W& ,W ,W+
) 2 R⇡⇥3 :

SA(Q,K,V) = So�max
✓
QK>

p
3

◆
V, (2)

where Q = HW& ,K = HW ,V = HW+ . (3)

Here, QK) de�nes the learnable relation. Following the previous
work [20], we apply the causal (or the left-to-right) attention mask
on self-attention. For the output of multi-head self-attention (MSA),
we concatenate � attention heads as follows:

MSA(Q,K,V) = Concat(head(1) , head(2) , . . . , head(� )
), (4)

where head(8 ) = SA(Q(8 ) ,K(8 ) ,V(8 )
) . (5)

Sparse data make it di�cult for multi-head attention to learn
meaningful relations, and the limited receptive �eld of self-attention
within a single sequence restricts user collaborative modeling. We
overcome these limitationswith the relations {R(8 )

2 R⌫)⇥⌫) }"8+"1
8=1

within the batch with size ⌫. Since the matrices de�ne inter- and
intra-sequence relations, we �rst reshape the value V within batch
into a two-dimensional matrix V0

2 R⌫)⇥3 . Attention can be de-
scribed as the mapping from a query to a key-value pair [42], where
the relations in R(8 ) naturally depict the query’s results to the key
according to the attribute. Hence, a relation-augmented attention
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head for an attribute is:

RAH(R(8 ) ,V) = Norm
⇣
R(8 )

⌘
V0 . (6)

Explicit relations do not depend on the parameterized linear layer
of the query and the key. It eliminates the need for the scaling term
1
p
3
. As the relation may be symmetric and non-negative, we prefer

more appropriate normalization methods to preserve the symmetric
property of R, as suggested by [30]. A choice of symmetric normal-
ization is D̃�1/2R(8 ) D̃�1/2, where D̃ is the diagonal matrix with the
same shape as the R(8 ) . Each row in D̃ is the number of relations
an interacted item has. With RAH, we could calculate:

H'�� = RAH
⇣
R(1:"8+"1 ) ,V

⌘
, (7)

where R(1:"8+"1 ) = Concat(R(1) , . . . ,R("8+"1 ) )W', (8)

where R(8:"8+"1 ) 2 R("
0
⇥⌫)⇥⌫) ) is obtained by concatenating all

"8 +"1 relations along the �rst dimension, followed by applying
W'

2 R("8+"1 )⇥" 0

to regulate the number of augmented heads
"0 in the standard self-attention mechanism. Note that H'�� 2

R⌫⇥)⇥ (" 03 ) is obtained after applying permutation and reshaping
operations to the output of RAH. To integrate with standard multi-
head attention,H"(� 2 R⌫⇥)⇥ (�3 ) is calculated for each sequence
in the batch using Equation 4, subsequently obtaining the new
hidden representation of items H0 in the batch:

H0 = Concat(H"(�,H'�� )W$ , (9)

whereW$
2 R(�3+"

03 )⇥⇡ is a linear layer to balance the attention
between self-attention and relation-augmented heads.

A direct implementation of Eq. (7) may not be e�cient and e�ec-
tive given the potential order of magnitude of total relations (⌫2) 2)
that stem from multiple attributes. This could lead to the inclusion
of redundant and noisy relations. Therefore, we sparsify the re-
dundant relations to remove noise and make the implementation
of Eq. (7) to be e�cient. For each type of relation (attribute), we
select the top- relations based on the number calculated in Eq. (1)
for each item, thereby retaining only highly correlated items. Sup-
pose that the total number relations after top- �ltering is ⇢, we
e�ciently reduce the computational complexity from O(⌫2) 2

) to
O(⇢) (⇢ ⌧ ⌫2) 2) with sparse matrix operation. We empirically
study the e�ciency in Section 4.4 and appendix B.6.

3.1.3 Position-to-Position Aggregation. Recommendation data of-
ten include user attributes such as age and gender, leading to user-
level relations in {R(8 )

}
"8+"1+"D
8="8+"1+1

. To address this, we implement
a position-to-position aggregation operation, smoothing the repre-
sentation of items interacted with by similar users. We �rst apply
average pooling to aggregate multiple relations for"D attributes
into R* 2 R⌫⇥⌫ . Next, R* is normalized as per Eq. (6) and multi-
plied with the �attened hidden state Fla�en(H) 2 R⌫⇥)⇡ , yielding
the updated representation H0 = Norm(R* ) · Fla�en(H). Finally,
we reshape H0 to R⌫⇥)⇥⇡ .

3.2 Learning Strategy of AttrFormer
3.2.1 Handling various a�ributes for explicit relations. AttrFormer
takes into account both categorical and numerical attributes. More-
over, AttrFormer can readily incorporate a wider range of relations

from images and texts using pre-trained vision and language mod-
els [7, 13]. The categorical attribute indicates that Z8 is one-hot or
multi-hot encoding with 3< > 0 and the numerical attribute indi-
cates that Z8 2 R. Their similarity function ( (<) de�ned by Eq. (1)
may not be the same and should align with real-world assumptions
about user behavior patterns. Speci�cally, we use the dot-product
as ( (<) for categorical attribute and the exponential of negative
absolute di�erence as ( (<) for numerical attributes.8>>><

>>>:
( (<) = Z(<)

8 ·

⇣
Z(<)

9

⌘)
, if Z(<) is categorical,

( (<) = exp(�
|Z(<)

8 �Z(<)

9 |

Anorm
), if Z(<) is numerical.

(10)

Anorm represents a scaling factor for the relative distance between
numerical attribute features. Details can be found in Section A.2.

3.2.2 Sequence chunking. The computational complexity of self-
attention is O() 2

), which signi�cantly limits its ability to model
very long behavior sequences. Although recent advances in low-
ranking estimation have reduced the complexity toO(#interest) ) [9],
where #interest represents the number of latent user interests, this
approach still lacks �exibility to handle arbitrary long sequences,
which is common in practical scenarios (see Table 1). As a result,
recommendation Transformers like SASRec [20] and MT4SR [10]
risk losing useful information through sequence truncation, where
many previous user behaviors are omitted due to �xed-length con-
straints. In this work, we chunk long sequences into multiple �xed-
length subsequences with cross-sequence relations. While standard
attention captures short-term user behavior patterns within a se-
quence, it struggles to learn the relation across di�erent sequences.
AttrFormer incorporates cross-sequence relations, enabling self-
attention to learn from similar behaviors in di�erent chunked be-
havior sequences and addressing the concern.

3.2.3 Optimization with posterior target. The standard choice of
the next item GC+1 prediction uses cross-entropy (CE) to maximize
the likelihood for @\ (GC+1 |G1:C ) with the item embedding E.

CE (? (GC+1), ?\ (GC+1 |x1:C )) = � log@\ (GC+1 |x1:C ), (11)

where, @\ (GC+1 |x1:C ) =
exp

�
5\ (x1:C )EGC+1

�
Õ
G 0 2X exp (5\ (x1:C )EG 0 )

. (12)

However, a single next-item observation (i.e., GC+1) may not fully
uncover the underlying factors of user preferences. From a proba-
bilistic perspective, most existing work [1, 31] considers posterior
estimation with the Gaussian prior, which is unimodal and cannot
re�ect the diversity of user preference in di�erent recommenda-
tion scenarios. In this work, we sample the next item GC+1 from
a multinomial distribution based on the user’s future preference
x>C and use the Dirichlet distribution as the prior. The Dirichlet
distribution, a multivariate generalization of the Beta distribution,
serves as the conjugate prior of the multinomial distribution. It
e�ectively models prior knowledge about user preferences, such as
item popularity, particularly when user behavior data are sparse.
Based on it, the posterior learning target is obtained by balancing
the prior and likelihood. Speci�cally, we assume that the user pref-
erence on the next item GC+1 follows a multinomial distribution
with parameters p = (?1, ?2, . . . , ?#item

):

GC+1 ⇠ Multinomial(p), (13)
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Table 1: Statistics of four datasets with high sparsity.

Amazon MovieLens

Beauty
Toys &
Games 1M 25M

# User 22,364 19,413 6,041 162,542
# Item 12,102 11,925 3,417 32,721
# Interaction 198,502 167,597 999,611 24,945,870
Sparsity (%) 99.93 99.92 95.16 99.53

Ave. Seq. Len. 8.87 8.63 165.50 153.47
Max. Seq. Len. 204 550 2,277 22,348

# Item Attr. 3 3 1 1
# Behavior Attr. 5 5 1 1
# User Attr. 0 0 3 3

It becomes the categorical distribution [20, 46] in many cases.
Nonetheless, we opt for the Multinomial distribution to accom-
modate generalized scenarios. Then, we formulate the prior distribu-
tion of user preferencewith theDirichlet distributionDir(#item," =
c+1), where c is the count of items preferred by all users. Therefore,
the prior discrete probability distribution over all items is

p = {?1, ?2, . . . , ?#item
} ⇠ Dir(#item," ) . (14)

When user’s future behaviors are available, we have the posterior
Prob (" |x>C ) / Prob (" ) Prob (x>C |" ). The log of the posterior
distribution could be formulated by prior and likelihood as follows.

log Prob (" |x>C ) / log Prob (" ) + log Prob (x>C |" ) (15)

/

#item’
9=1

(U 9 � 1) log? 9 +
’

G8 2x>C
log ?G8 . (16)

Details of the derivation can be found in appendix A.1. Here, the
term U 9 � 1 could be interpreted as the regularization weight of
the prior for item 9 when making the prediction. We may adjust
?G8 to balance between prior and posterior. Note that the setting
?G8 = 1 cannot maximize the posterior for our task. Because we
focus on next-item prediction, rather than enumerating predictions
for all possible future behaviors of the user. To represent our belief
in the relatedness of future items to the next item prediction task,
we use a monotonically decreasing function ?G8 = V (8), where
8 > C , to control the posterior update. Speci�cally, ?GC+1 = V (C +
1) = 1 because GC+1 is the ground-truth observation for the next
item. When we make V (8) = 0 for 88 > C + 1. We get the special
case of Eq. (11). To implement the posterior target, we �nd that
separating the prior with KL-divergence (KL) and likelihood with
cross-entropy achieves the best empirical performance.

L = KL(pprior |q\ (x1:C )) +
’
82x>C

V (8) CE(? (G8 ) |?\ (G8 |x1:C )) (17)

where q\ (x1:C ) = So�max(5\ (x1:C ) · E>) is the predicted distribu-
tion. We use the expectation of the prior Dir(#item," ) for pprior.

4 EXPERIMENTS
We conduct experiments to demonstrate the e�ectiveness of Attr-
Former with a few research questions. RQ1: How it performs on
sequential recommendation tasks compared to the state-of-the-art

recommender Transformer? RQ2: Where does the e�ectiveness
come from? RQ3: Is the model robust to di�erent sequence lengths
with sequence chunking and cross-sequence relation?

4.1 Experiment Setup
4.1.1 Datasets. Data statistics are in Table 1.

• Amazon: Following previous work [20, 46], we consider
two top-level product categories collected from Amazon.com
due to their signi�cantly sparse user behavior data (over
99%): Beauty dataset and Toys & Games dataset.Amazon
datasets have attributes: price, timestamp, brand, categories,
also_viewed, also_bought, bought_together, buy_after_viewing;

• Movie: We include two larger-scale datasets from the well-
knownMovieLens datasets [12]. The �rst version isMovieLens-
1M, which includes rich user categorical user attributes: age,
gender, occupation. The second version has around 25M user-
item interactions: MovieLens-25M, which is used to eval-
uate methods on large-scale datasets. Both datasets have
attributes: genre, timestamp.

We consider the position as a special attribute [46]. We �lter out
users and items that have less than 5 interactions following [10, 46].
4.1.2 Baselines. Baselinemethods broadly include: (1) GRU4Rec [16];
(2) the contrastive model DuoRec [33]; (3) Transformers tailored for
sequential recommendation: SASRec [20], BERT4Rec [40], CL4SRec [45],
LightSANs [9], FEARec [8]; and (4) Transformers that process at-
tributes: TiSASRec [25], SASRecF [50, 52], MT4SR [10], DIF-SR [46].
Baseline details are in appendix B.2.
4.1.3 Data Spli�ing and Model Evaluation. We split the sequential
data following [20, 46]: we reserve the last two interacted item
per user as validation and test data. The remaining behaviors in
the sequence are used for model training. Evaluation is conducted
using Recall and Normalized Discounted Cumulative Gain (NDCG)
scores for top-5 and top-20 predicted items [46]. To avoid sampling
bias, negative samples are not used for evaluation; instead, we rank
all items and select the top prediction, as suggested by [5, 23].
4.1.4 Implementation. Our experiments are conducted �ve times
on two Amazon datasets and MovieLens-1M, reporting only the
mean values due to negligible standard deviation. We also assess
model performance on the larger MovieLens-25M dataset with a
single run, using a �xed sequence length of 50. To manage compu-
tational resources, we compare only e�cient models selected from
the Amazon Toys & Games dataset (Table 4). The V (·) function
in Eq. (17) is de�ned as V (C +1) = 1, V (C +2) = 0.25, and V (8) = 0 for
8 > C + 2. Early stopping is based on the sum of recall and mean re-
ciprocal rank. AttrFormer and most baselines are implemented and
evaluated using a uni�ed pipeline [52] for fair and comprehensive
evaluations. Details are in appendix B.3.

4.2 RQ1: Performance Analysis
From Table 2, AttrFormer consistently outperforms other sequential
recommender models across four high-sparsity datasets. A signif-
icant improvement of over 15% in NDCG@20 is observed for the
Amazon Toys & Games dataset, along with greater than 15% im-
provement across all metrics for the MovieLens-1M dataset. Specif-
ically, we have the following observations,

(1) Transformers outperform recurrent neural network (RNN)
based GRU4Rec. An exception is BERT4Rec, where our �ndings
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Table 2: Average value over �ve runs. Standard deviations < 0.001, not reported. MT4SR is the same as SASRec on MovieLens (as
there is no behavior attribute). AttrFormer (Ours) in bold. Best mean bolded, second-best underlined.

Dataset Metric Transformer: N.A. for Attribute Transformer: With Attribute Input Improve
GRU4Rec DuoRec SASRec BERT4Rec CL4SRec LightSANs FEARec TiSASRec SASRecF MT4SR DIF-SR AttrFormer (+%)

Amazon
Beauty

Recall@5 0.0349 0.0642 0.0556 0.0382 0.0392 0.0561 0.0594 0.0576 0.0587 0.0559 0.0578 0.0657 9.4
Recall@20 0.0817 0.1132 0.1107 0.0783 0.0742 0.1222 0.1239 0.1244 0.1231 0.1169 0.1273 0.1324 4.0
NDCG@5 0.0231 0.0330 0.0343 0.0265 0.0217 0.0342 0.0337 0.0344 0.0413 0.0360 0.0337 0.0446 8.0
NDCG@20 0.0362 0.0447 0.0540 0.0378 0.0296 0.0528 0.0520 0.0534 0.0594 0.0533 0.0535 0.0639 7.6

Amazon
Toys & Games

Recall@5 0.0271 0.0651 0.0600 0.0364 0.0324 0.0632 0.0674 0.0666 0.0585 0.0607 0.0675 0.0720 6.7
Recall@20 0.0654 0.086 0.1073 0.0691 0.0595 0.1273 0.1297 0.1325 0.1217 0.1148 0.1342 0.1357 1.1
NDCG@5 0.0175 0.0339 0.0435 0.0265 0.0183 0.0370 0.0379 0.0379 0.0393 0.0410 0.0380 0.0501 15.2
NDCG@20 0.0368 0.0392 0.0570 0.0356 0.0244 0.0552 0.0557 0.0566 0.0571 0.0563 0.0569 0.0681 19.3

MovieLens
1M

Recall@5 0.1752 0.1477 0.1854 0.1341 0.1395 0.1840 0.1372 0.1816 0.1829 - 0.1518 0.2258 21.8
Recall@20 0.3579 0.2538 0.3483 0.2728 0.2284 0.3590 0.3097 0.3558 0.3553 - 0.3195 0.4128 16.0
NDCG@5 0.1172 0.0947 0.1285 0.1120 0.0535 0.1226 0.8285 0.1216 0.1239 - 0.0964 0.1554 20.9
NDCG@20 0.1687 0.1638 0.1745 0.1311 0.0990 0.1725 0.1320 0.1711 0.1726 - 0.1440 0.2088 19.7

Table 3: Model performance on the large scale MovieLens dataset. AttrFormer in bold. Best mean bolded, second-best underlined.
The sevenmost e�cient Transformer-basedmodels (from Table 4) are compared, while others may use excessive time/resources.

Dataset Metric Transformer: N.A. for Attribute Transformer: With Attribute Input Improve (+%)
GRU4Rec SASRec BERT4Rec LightSANs TiSASRec SASRecF DIF-SR AttrFormer

MovieLens
25M

Recall@5 0.1713 0.1848 0.1651 0.1723 0.1802 0.1830 0.1443 0.1976 6.9
Recall@20 0.3272 0.3484 0.3132 0.3295 0.3440 0.3318 0.2927 0.3641 4.5
NDCG@5 0.1213 0.1287 0.1170 0.1193 0.1240 0.1310 0.0973 0.1394 6.4
NDCG@20 0.1654 0.1751 0.1589 01639 0.1706 0.1733 0.1393 0.1867 6.6

Table 4: Comparison of training time per epoch on Amazon
Toys & Games shows that AttrFormer e�ciently handles up
to eight attributes in just a few seconds. Models above the
dashed line are e�cient, and their e�ectiveness is further
compared on MovieLens-25M in Table 3.

Method Avg. # Processed Hidden # Layer
Time (s) Relation Size

SASRec 1.4 0 256 3
SASRecF 2.1 2 256 3
DIF-SR 5.0 2 256 4
AttrFormer 6.5 8 256 4
LightSANs 8.0 0 256 3
TiSASRec 9.3 1 256 4
BERT4Rec 15.4 0 256 3
FeaRec 19.4 0 256 2
MT4SR 79.3 4 128 1
DuoRec 171.6 0 64 2
CL4SRec 265.0 0 64 2

align with prior studies [26, 46] under unsampled evaluation set-
tings. An important reason is that the randomly masked item pre-
diction tasks used in BERT4Rec are not e�ective in modeling users’
future behaviors as they may not follow the distribution in Eq. (13).

(2) In nine out of sixteen rows in Table 2, attribute-aware Trans-
formers outperform those that cannot handle attributes. This trend

is notable in the two Amazon datasets, characterized by data spar-
sity exceeding 99.9%. Rich attributes are crucial in enhancing the
training of Transformers in this situation. However, previous base-
linemethods [10, 46, 50] often focus solely on either item-related [46]
or behavior-related [10] aspects. AttrFormer is capable of har-
nessing multiple attributes as intra- and cross-sequence relations,
thereby contributing to its remarkable performance.

(3) Existing Transformers do not consistently bene�t from at-
tributes for several reasons. First, movie genres often contain re-
dundant noise. For example, a movie may incorporate con�icting
elements like comedy and thriller, but audiences might only lean
towards one of them. We alleviate this by selecting the top-: genres,
but the existing learning-based baselines [10, 46, 50] learn attention
from attributes and hardly denoise when the user behavior data are
sparse. Second, attributes like category are more �ne-grained with
over 200 dimensions or subcategories on Amazon datasets, while
movie genres only encompass around 20 dimensions.

(4) AttrFormer outperforms existing Transformers across dif-
ferent scales of datasets from thousands to millions. Its strengths
stem from multi-aspects: various explicit relations in AttrFormer
correspond to distinct subspaces in the multi-head attention, while
cross-sequence relations in sequence chunking adapt to variable
sequence lengths, enabling attention across related sequences.

4.3 RQ2: Ablation Studies
We perform comprehensive ablation studies on attributes, sequence
length, and posterior targets. For Amazon datasets, we classify
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(a) Amazon Beauty (b) Amazon Toys & Games (c) MovieLens-1M

Figure 3: For ablation studies, SASRec (shallow bar) serves as the starting point. We add various attributes (deep slashed bar)
for ablation. Amazon datasets (up to 8 attributes) are split into item and behavior categories. We assess their combination
and posterior target loss. Sequence chunking’s impact on Amazon datasets is minimal (Avg. Seq. Len. < 10 as in Table 1).
MovieLens-1M is used to examine user attributes and sequence chunking e�ects.

attributes as follows: item-related categorical attributes (brand, cat-
egories), item-related numerical attributes (price), behavior-related
categorical attributes (also_viewed, also_bought, bought_together,
buy_after_viewing), and behavior-related numerical attributes (times-
tamp). For MovieLens-1M, we classify attributes as follows: user-
related attributes (age, gender, occupation), item-related attribute
(genre), behavior-related attribute (timestamp). We conduct ablation
studies for di�erent attributes, the posterior training targets, and
the sequence chunking. Results are presented in Figure 3. We note
that removing the e�ect of attributes, which means eliminating
corresponding modules in AttrFormer, also re�ects the impact of
di�erent model components.

In Amazon datasets, Figure 3 reveals that item- or behavior-
related attributes improve NDCG scores, while posterior targets
with training popularity prior contribute to higher recall in Attr-
Former. In particular, leveraging either item-related or behavior-
related attributes results in a relative performance boost of +5%
for Amazon Beauty and +11.5% for Amazon Toys & Games. Their
combined performance improvement is not linearly scaled. This
suggests that di�erent attributes might capture overlapping rela-
tions. Hence, further research into a deeper understanding of the
interplay between attribute relations holds promise. As we com-
pute item popularity as the prior optimization target, AttrFormer
is inclined to suggest popular items to users when their behavior
data are sparse. This improves recall performance for the model.
More �ne-grained results are in appendix B.5. In Figure 3(c), user,
item, and behavior attributes improve performance by 1-2%, with
sequence chunking having a greater impact. User attributes in
MovieLens are limited to age, gender, and occupation, but more
extensive data in proprietary e-commerce can amplify the impact
of position-to-position aggregation.

4.4 RQ3: Sensitivity and E�ciency Analysis
We study the impact of behavior sequence length, top- selection in
the relation-augmented heads, and the batch size in this subsection.

We study the impact of sequence length on the MovieLens-1M
dataset. We vary the sequence lengths in a wide range: {10, 25, 50, 75,
100, 125, 150}. The test performance NDCG@20 and Recall@20, are
shown in Figure 4. Usually, training with longer behavior sequences
incurs higher computational memory costs and time costs. Baselines

Figure 4: Sensitivity analysis for sequence length on the
MovieLens-1M dataset. Training of AttrFormer is robust to
diverse sequence lengths.

Table 5: E�ciency analysis for the ratio between the number
of sparse relation ⇢ and the number of full relations, which
has the magnitude of ⌫2) 2.

Amazon Beauty Amazon Toys & Games
top- 1 10 100 1 10 100

⇢/(⌫2) 2
) 7e-4 7.5e-3 5.7e-2 5.2e-4 5.0e-3 3.8e-2

often require longer sequences to achieve their best performance,
which occurs around 125 to 150 in our study. Compared to baselines,
AttrFormer has robust performancewhen varying sequence lengths,
particularly when the sequence length is set to 10. These �ndings
demonstrate the advantages of AttrFormer with sequence chunking.

We vary top- and report results on model performance in Fig-
ure 5. More relations do not necessarily yield better performance
due to noise; AttrFormer proves robust across a wide range of top- 
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Figure 5: Sensitivity analysis of top- vs. test performance
on Amazon datasets.

choices. E�ciency analysis was carried out on the number of sparse
relations ⇢ with a ratio ⇢/(⌫2) 2

), where ⌫ represents the batch size
and ) denotes the sequence length. The results are in Table 5, re-
vealing signi�cant computational time savings through top relation
selection, as ⇢ ⌧ ⌫2) 2. A lower ratio indicates that we zero-out
relatively noiser relations, thereby accelerating the computation
speed and reducing the computational memory required to obtain
the hidden state H'�� from Eq. (7).

We compare the training time per epoch of di�erent models in Ta-
ble 4. This comparison demonstrates the e�ciency of AttrFormer
in handling up to eight attributes, considering that all methods use
comparable model sizes. Among the models, SASRec has the short-
est training time as it doesn’t consider any attributes. AttrFormer
takes approximately 6.53 seconds for eight relations, while MT4SR
requires about 79.29 seconds for four relations. Note that MT4SR
needs to convert these attributes into relations during each training
epoch [10, 25], which reduces e�ciency. In contrast, explicit rela-
tions come from the attribute feature space and allow preprocessing
before training, thereby improving training model e�ciency. For
more details, refer to appendix B.6.

We investigate the impact of training and evaluation batch sizes
on cross-sequence relations using Amazon datasets. Results are
in Figure 6. It indicates that the explicit relations remain robust
across various batch sizes during training and inference. We explore
an extreme case in which explicit relations are solely used during
training, but not during inference. On the Beauty dataset, the test
performance is 0.1256 (0.0613) for Recall@20 (NDCG@20). Even
without relations, AttrFormer achieves competitive performance
compared to the best baseline methods in Table 2.

5 CONCLUSIONS
In this work, we improved the Transformer by explicit relations
from attributes. We proposed AttrFormer along with a novel train-
ing strategy. First, AttrFormer was �exible in handling diverse
attributes from users, items, and behaviors. Second, AttrFormer
utilized token-level relation-augmented heads and a sequence-level
aggregation module. It enabled attention to related sequences and
overcame the limitation of traditional Transformers, which had at-
tention only within a user sequence. Third, we proposed posterior
targets to train AttrFormer, which treated users’ future behavior
as a random variable and modeled uncertainty in user preferences.
Extensive experiments on Amazon and MovieLens datasets demon-
strated the advantages of AttrFormer in both e�ectiveness and
e�ciency for sequential recommendation tasks.

Figure 6: Sensitivity analysis of batch size (training or evalu-
ation) vs. test performance for cross-sequence relations.
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A METHOD DETAILS
A.1 Derivation of posterior targets
When user’s future behaviors x>C are available, we have the fol-
lowing posterior:

Prob (" |x>C ) / Prob (" ) Prob (x>C |" ) (18)

= Prob (p|" ) ·

÷
G8 2x>C

Prob (G8 |p) (19)

= Prob (?1, ?2, . . . , ?#item
|U1,U2, . . . ,U#item ) (20)

·

÷
G8 2x>C

Prob (G8 |?1, ?2, . . . , ?#item
) (21)

/

#item÷
9=1

?
U 9�1
9

÷
G8 2x>C

#item÷
9=1

? {G8=9 }
9 (22)

=
#item÷
9=1

?
U 9�1+

Õ
G8 2x>C {G8=9 }

9 , (23)

where {G8 = 9} = 1 if the item G8 from the user sequence has the
index 9 in the distribution parameter vector. The log of the posterior
distribution is as follows:

log Prob (" |x>C ) / log Prob (" ) + log Prob (x>C |" ) (24)

/
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9=1
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(U 9 � 1) log? 9 +
’
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(U 9 � 1) log? 9

|                  {z                  }
prior

+

’
G8 2x>C

log?G8

|          {z          }
likelihood

. (27)

A.2 Converting Numerical Attribute Features to
Relations

We focus on up to two numerical attributes in this work: price
and timestamp. We apply the price relation to items that have
the same brand and set Anorm = 1. Regarding the time gap, we
utilize two scaling factors: Anorm = 60 ⇥ 60 for the hour level and
Anorm = 60 ⇥ 60 ⇥ 24 for the day level. We calculate the hour-level
and day-level relations separately and average them to get the �nal
temporal relation. We limit the use of temporal relations to within
the sequence, as a user’s behavior at the hour or day level may
not correlate with other users. For example, consider two users:
a student and a company employee. Their behaviors may di�er
signi�cantly at the same time point.

B MORE EXPERIMENTS
B.1 Setup for Motivation
In Figure 1, we train DIF-SR [46], one of the latest recommendation
Transformers, on di�erent subsets of the Amazon Toys & Games
dataset [20]. We follow the original setting and use only the item
categories attribute. We vary the threshold to �lter out users and

items with fewer than threshold interactions when sampling the
subsets. We employ multi-hot encoding to obtain attribute input
features and calculate explicit relations via dot products of multi-hot
encoding features. For DIF-SR, we �rst embed the attribute features
into the embedding space and then utilize key and query linear
layers to generate key and query embeddings. The learned relation
is computed by averaging the multiplication results of the key and
query embeddings from di�erent layers, followed by row-wise min-
max normalization. We evaluate the KL divergence between the
learned relation and explicit (decoupled) relations under varying
data sparsity (or average user sequence length). We speci�cally
choose a case from the subset with an average user sequence length
of 8.63 and visualize a user example for both the learned relation
and the explicit relation.

B.2 More Baseline Details
SASRecF [50, 52] is an extension of SASRec [20] by mixing attribute
embedding and item embedding in the input space. MT4SR [10] and
DIF-SR [46] leverage learnable parameters to embed attributes and
implicitly align them with relations in the attention matrix space.
TiSASRec [25] uses only timestamp. MT4SR is only applicable on
behavior-related attribute like also_viewed and bought_together on
Amazon datasets [10]. DIF-SR uses only the categorical item-related
attributes [46]. In practice, we �nd FEARec [8] takes 460 seconds
per epoch on MovieLens-1M, while DuoRec [33] and CL4SRec [45]
have similar times, compared to 6 seconds per epoch for AttrFormer.
These methods generally require much longer than AttrFormer to
achieve comparable performance.

B.3 More Implementation Details
We follow the original implementations of LightSANs [10],MT4SR [10],
and DIF-SR [46]. For other baselines and our model, we utilize the
RecBole pipeline [52].We note that our reported results may slightly
di�er from the original reports on the Amazon datasets for meth-
ods like MT4SR [10] and DIF-SR [46] due to multiple reasons. For
example, we report performance by averaging multiple runs un-
der di�erent seeds, whereas they perform evaluation with a �xed
seed and run the model only once. Particularly, for MT4SR [10],
we do not exclude training items during evaluation to ensure a
consistent and fair evaluation setup. For DIF-SR [46], the data pro-
cessing code for attributes under RecBole [52] contains some de-
limiter bugs, making the di�erences in reported performance. On
the MovieLens-1M dataset containing user attributes, to avoid over-
smoothing [21] for AttrFormer, we enable the aggregation module
in odd-numbered layers and disable it in even-numbered layers.
For our hyperparameters, we set attention head dimension 3 = 32;
standard attention heads to � = 8; training and evaluation batch
size to 128; and attention-to-MLP dimension ratio to 4. We select
top-10 relations by default for each interacted item. We also explore
within a constrained range: relation heads "0 = {2, 4}; relation
dimension 3 2 {16, 32, 64}; encoder layers 2 {3, 4}; and attention
dropout ratio 2 {0, 0.3}.

B.4 Comparison with Same Attributes
Table 6 compares AttrFormer with attribute-tailored recommenda-
tion Transformers using the same attributes as inputs. AttrFormer
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Table 6: Comparing attribute-based recommendation Transformers with the same attributes as input. Best result is bolded.

Amazon Beauty Amazon Toys & Games

Recall@5 Recall@20 NDCG@5 NDCG@20 Recall@5 Recall@20 NDCG@5 NDCG@20

Using categorical item-related: category and brand

DIF-SR 0.0578 0.1273 0.0337 0.0535 0.0675 0.1342 0.0380 0.0569
AttrFormer 0.0633 0.1325 0.0441 0.0636 0.0714 0.1351 0.0501 0.0682

Using categorical behavior-related: also_viewed, also_bought, bought_together, buy_after_viewing

MT4SR 0.0559 0.1169 0.0360 0.0533 0.0607 0.1148 0.0410 0.0563
AttrFormer 0.0641 0.1324 0.0444 0.0635 0.0718 0.1342 0.0509 0.0686

Using numerical behavior-related: timestamp

TiSASRec 0.0576 0.1244 0.0344 0.0534 0.0664 0.1322 0.0379 0.0566
AttrFormer 0.0636 0.1309 0.0444 0.0633 0.0709 0.1356 0.0500 0.0683

Using all numerical and categorical attributes

AttrFormer 0.0642 0.1324 0.0446 0.0639 0.0720 0.1357 0.0501 0.0681

Table 7: Fine-grained attribute ablation on Amazon datasets. The eight attributes were categorized into item-related and
behavior-related parts, encompassing both categorical and numerical attributes.

Amazon Beauty Amazon Toys & Games

Recall@20 NDCG@20 Recall@20 NDCG@20

SASRec 0.1107 0.0550 0.1073 0.0570

+ Item-related attributes
w/ categorical 0.1164 0.0576 0.1167 0.0615
w/ numerical 0.1154 0.0571 0.1158 0.0631
w/ all 0.1170 0.0582 0.1180 0.0633

+ Behavior-related attributes
w/ categorical 0.1152 0.0575 0.1184 0.0635
w/ numerical 0.1152 0.0567 0.1143 0.0626
w/ all 0.1168 0.0576 0.1179 0.0641

consistently outperforms by e�ectively utilizing attributes as cross-
sequence relations.

B.5 More Ablation Studies
We decouple the study of di�erent attributes in Table 7, which illus-
trates that the model improvements stem from both numerical and
categorical attributes. It reveals that AttrFormer can take advantage
of explicit relations from diverse attribute types. There is poten-
tial for future research to improve AttrFormer by incorporating
multi-modal data, such as images and text.

B.6 More E�ciency Analysis
We provide the training times over epochs (average from �ve
epochs) for Transformer-based sequential recommendation meth-
ods in Table 4. We observe that AttrFormer is e�cient in handling
eight types of attributes, while DIF-SR [46] and SASRecF [52] are de-
signed for two categorical and item-related attributes, MT4SR [10]
is designed for four categorical and behavior-related attributes, and
TiSASRec [25] is designed for numerical and behavior-related tem-
poral relations. All methods use comparable model sizes. SASRec

has the lowest training time as it does not consider any attributes.
It’s worth noting that there are two types of implementations based
onmethod characteristics. One is interaction count-based, while the
other is sequence-based, as described in Section 2. The former in-
cludes methods like BERT4Rec and lightSANs, where bidirectional
attention or low-rank decomposition is needed for a target, limiting
the target to the last item in the sequence. The latter, as implemented
in other methods, is more e�cient, allowing all shifted items to be
loss targets in a sequence. While TiSASRec and MT4SR consider
fewer attributes, their implementation processes these attributes
into relations in each training epoch [10, 25], reducing e�ciency,
particularly for MT4SR. In contrast, our approach extracts explicit
relations from attributes, allowing preprocessing before training,
thus improving training model e�ciency. Although FEARec only
acceptable epochs
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