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AbstractÐThis work-in-progress research paper describes a
study of different categorical data coding procedures for ma-
chine learning (ML) in engineering education. Often left out
of methodology sections, preprocessing steps in data analysis
can have important ramifications on project outcomes. In this
study, we applied three different coding schemes (i.e., scalar
conversion, one-hot encoding, and binary) for the categorical
variable of Race across three different ML models (i.e., Neural
Network, Random Forest, and NaÈıve Bayes classifiers) looking
at the four standard measures of ML classification models (i.e.,
accuracy, precision, recall, and F1-score). Results showed that in
general, the coding scheme did not affect predictive outcomes as
much as ML model type did. However, one-hot encoding ± the
strategy of transforming a categorical variable with k possible
values to k binary nodes, a common practice in educational
research ± does not work well with a NaÈıve Bayes classifier
model. Our results indicate that such sensitivity studies at the
beginning of ML modeling projects are necessary. Future work
includes performing a full range of sensitivity studies on our
complete, grant-funded project dataset that has been collected,
and publishing our findings.

Index TermsÐengineering education, persistence, expectancy-
value theory, machine learning

I. INTRODUCTION

Modern machine learning (ML) techniques can process

many interrelated factors, which presents interesting oppor-

tunities for understanding and predicting complex outcomes

in educational research. However, it can be difficult to collect

appropriate data and it can take an experienced ML researcher

to perform the numerous steps in the analysis pipeline. For

example, to use categorical variables such as race, sex, edu-

cational level, etc., in ML models, the data must be converted

to a numeric value of some kind. As ML technologies be-

come more accessible, it is important to help the education

research community understand some preliminary decision-

making procedures and their ramifications.
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This paper describes the influence that different categorical

variable coding strategies have on ML model performance us-

ing a sample engineering persistence dataset. This study begins

our work on a funded project that aims to streamline a ML

methodology for identifying targeted interventions for students

who are predicted to leave engineering. The project goal is to

develop a generalized modeling process that can be applied by

other institutions such that individualized interventions can be

applied on a national scale. Decisions, even in preprocessing,

require careful consideration and analysis.

II. LITERATURE REVIEW

A. Machine Learning in Engineering Education Research

The utilization of data-driven methods has facilitated the

analysis of student success indicators, including the risk of

dropout, attrition risk, and completion risk, which are often

correlated with student persistence or retention [1]. In particu-

lar, ML models have garnered attention due to their adeptness

in handling both quantitative and qualitative/categorical data,

yielding better prediction results compared to statistical tech-

niques such as logistic regression and discriminant analysis

[2]. The applications of ML techniques mainly focus on

two goals: student performance and student retention/attrition

prediction.

Several ML techniques have been employed to estimate

student performance and identify significant impacting vari-

ables. For example, Adejo et al. [3] compared different ML

techniques in predicting student performance using data from

the student record system, learning management system, and

surveys. These techniques included Decision Tree (DT), Neu-

ral Network (NN), Support Vector Machine (SVM), and en-

semble models, with the ensemble model achieving the highest

accuracy of approximately 80%. Slim et al. [4] predicted

student success (i.e., GPA score) using a Bayesian belief

network model with a margin error of 0.16. Sweeney et al.



[5] utilized regression techniques like Random Forest (RF), k-

nearest neighbor, and personalized multiple linear regression

to predict student grades in upcoming semester courses.

ML techniques have also been employed to predict stu-

dent retention. For instance, Delen [2] uses NN, DT, SVM,

and ensemble model to predict student retention before the

sophomore year, achieving an accuracy of approximately 80%.

Sensitivity analyses revealed that factors such as fall GPA,

loans, and financial aid significantly impact the prediction of

student attrition. Raju et al. [6] used ML techniques such as

DT and NN to predict student retention. The study identified

first-semester GPA, status (full/part-time), earned hours, and

high school GPA as factors with a higher impact on prediction.

Furthermore, other studies have developed ML applications

focusing on student performance and retention. For instance,

Alkhasawneh et al. [7] developed a NN model using demo-

graphic, pre-college, and college variables that were empha-

sized in focus group discussions. They used the model to

predict student GPA and retention in Science, Technology,

Engineering, and Mathematics (STEM) disciplines. Key fac-

tors such as the first math course grade, high school rank,

impact of pre-college intervention programs, and SAT math

score are found to be useful for predicting both performance

and retention.

B. Categorical Variables

Currently, various information sources are collected to eval-

uate the effect of different factors on student persistence or

attrition, such as survey data, ACT scores, etc. [8]. Analyzed

factors encompass both numerical attributes (e.g., age, scores,

etc.) and categorical attributes (e.g., gender, race, etc.). In par-

ticular, categorical variables require encoding into numerical

values for integration into ML models. For instance, Aulk et

al. [9] employed dummy encoding to map categorical variables

in a model predicting student dropout. Similarly, Niyogisubizo

et al. [10] utilized one-hot encoding to convert categorical

features into binary vectors for an ensemble model predicting

student attrition. Pratape et al. [11] applied scalar conversion

(i.e., label encoding) for each categorical variable in an

educational enrollment status ML model. Although multiple

encoding options exist, certain methods may prove inadequate.

For instance, scalar conversion can lead to misinterpretation

due to assumptions of an ordering relation not universally

present in categorical variables [12]. Therefore, it may be

necessary to evaluate the impact of encoding methods on

ML models’ performance to provide guidelines for consistent

preprocessing of categorical variables.

C. Current Study

The current study compared three common coding strate-

gies (scalar conversion, one-hot encoding, and binary) of a

categorical variable (race) in an engineering education mod-

eling dataset. Accuracy, precision, recall, and F1-scores were

calculated for three predictive ML models (NN, RF, and NaÈıve

Bayes, NB, classifiers) using each coding scheme.

Our research questions were as follows:

1) Does the categorical variable encoding strategy impact

the performance of ML classification outcomes?

2) Are there any methodology sequences that should be

avoided?

III. METHODS

This study was approved by the University of Louisville’s

Institutional Review Board. The study was retrospective, uti-

lizing data collected from students in past years.

A. Dataset

Participants included in the current study were students who

enrolled in the University of Louisville as first-time full-time

undergraduate engineering students in Fall 2018 or 2019, took

a math course in the fall semester, and completed a survey

provided in their principal engineering course (N = 933; 78%

Male, 22% Female; 80% White, 6% Asian, 5% Black/African

American, 4% Hispanic/Latino, 5% Other). Students with

missing data were removed from this exploratory study.

B. Materials

The data in this preprocessing study included the following

variables:

1) Demographic Data: gender, race, Pell Grant eligibility

2) Survey Data: individual interest [13], perceived effort,

opportunity, and psychological costs [14], perceived

academic competence [15], self-efficacy [16],

3) Performance Data: ACT scores (composite, English,

math, science reading), term 1 engineering course grades

(math, introduction to engineering, and chemistry)

4) Financial Aid: source (federal, state, institutional, pri-

vate), type (scholarship, loan, grant, work-study), and

cause (need, merit)

Variables in this dataset are not described in detail for this

Work-In-Progress (WIP) publication, but will be supplied upon

request from the corresponding author.

C. Procedures

1) Overview: Different types of variables (i.e., attributes)

were first assembled in one data file. The attributes included

numerical variables (e.g., ACT scores) and categorical vari-

ables (e.g., race and gender). All variables were preprocessed

before being fed into the ML models. Numerical attributes

were standardized (i.e., converted in variables with mean 0

and standard deviation 1) and the categorical attributes, such

as gender, were converted to numerical variables (e.g., binary).

Subsequently, the ML models were trained to classify student

persistence, where student attrition was labeled as 1 and stu-

dent persistence was denoted as −1. The classification results

were assessed with the ground truth of student persistence

using common classification metrics (e.g., accuracy, precision,

etc.).

In our analysis, we focused on the race attribute, which

included several levels (e.g., White, Asian, etc.). It was trans-

formed by different encoding methods (i.e., scalar conversion,

one-hot encoding, and binary encoding). In this study, we







instead use a Bayes classifier with a prior distribution, and

in addition, work to reduce the number of correlated nodes.

We will similarly test continuous variable standardization or

normalization methods.
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