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Abstract

Monte Carlo tree search (MCTS) has been suc-
cessful in a variety of domains, but faces chal-
lenges with long-horizon exploration when com-
pared to sampling-based motion planning algo-
rithms like Rapidly-Exploring Random Trees. To
address these limitations of MCTS, we derive a
tree search algorithm based on policy optimiza-
tion with state occupancy measure regularization,
which we call Volume-MCTS. We show that count-
based exploration and sampling-based motion
planning can be derived as approximate solutions
to this state occupancy measure regularized ob-
jective. We test our method on several robot nav-
igation problems, and find that Volume-MCTS
outperforms AlphaZero and displays significantly
better long-horizon exploration properties.

1. Introduction

In robotics, sampling-based motion planning (SBMP) algo-
rithms are frequently used instead of reinforcement learn-
ing (RL) based methods such as Monte Carlo tree search
(MCTS) for long-horizon exploration, due to challenges RL
methods face in determining what regions may yield high
rewards and how to reach them. While SBMP methods are
highly efficient at exploration, they may be slow to con-
verge to near-optimal paths, and do not provide a canonical
way to either train or use neural networks to guide search
(McMahon et al., 2022). Additionally, SBMP methods re-
quire much stronger assumptions than MCTS. They solve
the problem of finding the shortest path to a goal region
while avoiding obstacles, in a setting with continuous time
setting with known and deterministic dynamics, while RL
has been used in domains as wide-ranging as video games,
autonomous driving, theorem proving, penetration testing,
and power grid management (Schrittwieser et al., 2020;
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Osinski et al., 2021; Lample et al., 2022; Schwartz & Kur-
niawati, 2019; Zhang et al., 2019). We build on the recent
work by Grill et al. (2020) to reveal a mathematical con-
nection between MCTS, regularized policy optimization,
and SBMP. We then propose a family of MCTS algorithms
based on policy optimization with state occupancy measure
regularization, with strong exploration guarantees.

The main contributions of this work are the following: (1)
We show that both the Voronoi bias of SBMP algorithms
and the count-based exploration (CBE) method used in re-
inforcement learning can be derived as solutions to a state
occupancy measure regularization objective. (2) We prove
that in search trees, for any convex loss function of state
occupancy measure, £(d™), £ can be optimized by indepen-
dently optimizing the policy at each node. This novel finding
makes it possible and efficient to use MCTS-style algorithms
for arbitrary regularization of the state occupancy measure.
Notably, this is true only for trees — general Markov De-
cision Processes do not have this property (Hazan et al.,
2019). (3) We derive Volume-MCTS, a variant of AlphaZero
that uses state occupancy regularization to encourage long-
horizon exploration without making the stronger assump-
tions used in SBMP. We find that this method outperforms
a range of reinforcement learning and planning algorithms,
including AlphaZero and AlphaZero with CBE, on long-
horizon exploration problems. (4) We prove non-asymptotic
high-probability bounds on Volume-MCTS’s exploration ef-
ficiency. To the best of our knowledge, this is the first bound
of this type to be proven for MCTS-family algorithms.

2. Definitions

Let M be a Markov Decision Process (MDP) with con-
tinuous state space S, continuous action space A, reward
function R: S — R, discount factor v, and determinis-
tic transition function 7: .S x A — S. We assume S is
bounded, measurable, and metrizable. Let T be the set of
nodes in a search tree. Let N be defined as || T' ||. For any
node n € T, let subtree(n) be the subtree of n. Let A be a
ﬁ )

Node expansion: Let M (n) be the set of tree moves, which
are defined as the set of child actions, plus a “stay” action.

regularization coefficient that scales as O (
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Let the tree policy 7(n, a) be the probability of taking move
a when at node n. Note that this is a policy over moves
we can take in the tree, not just actions. This shift from
actions to tree moves is necessary as we will solve for the
optimal probability with which to traverse the search tree,
including stopping to expand a node. This means that we
must explicitly include the choice to expand the current
node as part of our policy search. 7 assigns a probability to
taking each child action of the current node n, as well as the
probability of expanding n. Let V(n) be a value estimate
for node n. We leave the precise estimation method for
V(n) open-ended. Let Q™ (stay | n) be defined as V' (n),
and let Q(a | s) be defined as Q(a | n) = R(n.state,a) +
YEq o (-|chitd(n,a)) [Q(a’ | child(n, a))] for all actions a €
A(n).

State Occupancy Measure: The state occupancy mea-
sure is the expected amount of time a policy 7 will spend
in a given state (or equivalently, the probability distribu-
tion of a policy’s future states). We repurpose the term
slightly here, to focus on the density of the tree policy
future states in space. To do this, we look at the proba-
bility distribution of node expansions the tree policy in-
duces on the tree. Let P(n | ) be the probability that
n is reached when traversing the tree. Let d™(n’) be the
probability of expanding any given node n’ in the tree.

d™(n’
Let d"(n' | n) = P(fﬂﬂ))
ing any given node n’ in the tree, assuming we start at

n and traverse the tree according to mw. Similarly, let
dﬂ-(n/ | n, (L) = P(nd|7r§:()a\n) = P(ch(iild((?L,a)hr) be the pI'Ob-
ability of expanding any node n’ if we additionally condition
on taking action a in state s. Let ¢ (7T, d™) be the state space
S density, the estimated density in the state space of sam-
ples drawn from the distribution d™ over nodes 7. We will
see later that different density estimation methods will lead
to different behavior, but we will primarily focus on the

1-nearest neighbor density estimator.

be the probability of expand-

Empirical distributions: Let 7(n, a) be the empirical pol-
icy, the fraction of times that each action a has been selected
from node n. d is the empirical state occupancy, defined as
% for all nodes. Let 1/; be the empirical state space density,
the estimated density in the state space of nodes in the search
tree. Additionally, note that because 7' is a tree, it induces
a partial ordering over its nodes. We say that n; > n; if n;
is an ancestor of n;. Similarly, we can say that an action
ay > n; if ay, is higher up in the tree than n;. We include
this note because we will frequently need to sum over all the
nodes in the subtree of a particular node or action, which

we will writeas 7 _ .

3. Background

Our work seeks to bridge a range of approaches to long-
horizon exploration. For this reason we begin with a review
of four approaches to exploration that we show are con-
nected: state space regularization, count-based exploration,
SBMP, and Monte Carlo tree search. We build on the work
by Grill et al. (2020) illuminating the link between MCTS-
based algorithms and regularized policy optimization to
formalize these connections.

3.1. State Space Regularization

Hazan et al. (2019) propose exploring by maximizing the
entropy of a policy’s state occupancy measure in the ab-
sence of a dense reward signal, and propose an algorithm
that is guaranteed to be efficient in the tabular case. Seo
et al. (2021) extend this idea by estimating state space en-
tropy with random encoders and using this as an intrinsic
reward in model-free RL. Yuan et al. (2022) further extend
this method to the general class of Renyi divergences. Al-
though the motivation of state space entropy maximization
is very similar to our motivation of state space f-divergence
regularization, the algorithms described are intended for a
model-free setting, and do not apply to the MCTS setting.

3.2. Count-Based Exploration (CBE)

One of the most successful methods in long-horizon ex-
ploration has been CBE (Tang et al., 2017). This fam-
ily of methods gives an intrinsic reward to states, so that
infrequently-visited states receive higher rewards. In this
way, it is similar to performing UCB in the state space. Ba-
dia et al. (2020b) develop Never Give Up, an adaptive CBE
method for Atari games that projects points into a latent
space before doing the kernel density estimate. Similar to
our method, Machado et al. (2019) propose using the suc-
cessor representation for CBE and find that this improves
exploration in Atari environments. Agent 57 extends CBE
to do long-term exploration for MuZero on Atari games,
beating the human benchmark on all games (Badia et al.,
2020a). Although CBE is also used in this method, it is not
applied to the tree itself — the reward bonus depends only on
the previous trajectory, and there is no information-sharing
between tree nodes. To the best of our knowledge, no ex-
amples exist of MCTS-family algorithms that use CBE to
share information about explored regions between nodes in
different branches, and no previous works have developed a
connection between CBE and f-divergence regularization
of the state occupancy measure.

3.3. Sampling-based Motion Planning

SBMP algorithms like Rapidly-exploring Random Trees
(RRT) are frequently employed in robotics for their effi-
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cient exploration. These methods sample random points
in the state space and then expand the nearest point in the
search tree in order to bias search towards unexplored re-
gions (LaValle et al., 1998; Lavalle, 2006). Since a node is
expanded if and only if a point in its Voronoi region is sam-
pled, SBMP algorithms are called Voronoi biased, because
the probability of expanding a node is proportional to the
volume of its Voronoi region. While SBMP algorithms orig-
inally focused on feasible paths, recent work has focused on
near-optimal planning. RRT* is an asymptotically-optimal
variant of RRT for problems where a steering function is
available (Karaman & Frazzoli, 2011). SST and AO-RRT
are variants of RRT that are asymptotically optimal, even
in the absence of steering functions or heuristics (Li et al.,
2016; Hauser & Zhou, 2015). PSST uses an RL-trained pol-
icy to guide the search while retaining SST’s convergence
guarantees (Schramm & Boularias, 2022).

3.4. Monte Carlo Tree Search

MCTS is a tree search strategy based on bandit algorithms
(Kocsis & Szepesvari, 2006). The most notable extensions
to MCTS are the AlphaZero family, which includes Al-
phaGo, AlphaGo Zero, AlphaZero, MuZero, and Agent57
(Silver et al., 2016; 2017; 2018; Schrittwieser et al., 2020;
Badia et al., 2020a). These algorithms proceed in three
main steps: selection, expansion, and backpropagation.
For each iteration, the algorithm first selects the child ac-
tion of the current node that maximizes the upper confi-
dence bound. The algorithm selects actions to traverse
the tree until it reaches a leaf node, which it then ex-
pands. Lastly, it updates the average value of each ancestor
of the leaf node by backpropagating the new value esti-
mate up the tree. While MCTS uses random rollouts to
get value estimates, AlphaZero instead trains a neural net-
work to estimate the value. AlphaZero also trains a neu-
ral network policy my to imitate the empirical policy 7.
It then uses the policy-weighted upper confidence bound
UCB(s,a) = Q(s,a) + cmp(a | s)\ﬁ where (@ is the
value calculated by algorithm, IV is s’s visitation count,
and N, is a’s visitation count. The policy focuses the tree
towards branches that have been optimal in previous runs,
leading to faster convergence.

Standard MCTS only works for MDPs with finite action
spaces. AlphaZero-Continuous is a minimal extension of
AlphaZero that uses progressive widening and a contin-
uous policy to extend AlphaZero to continuous environ-
ments (Moerland et al., 2018). Progressive widening sam-
ples new actions so that the number of actions at each node
grows over time, typically as O(\/N ). This is a standard
approach for MCTS in continuous environments, but lacks
the regret bounds of finite-action-space MCTS. Addition-
ally, progressive widening does not use information from
observed rewards to trade off exploration and exploitation,

making it closer to e-greedy exploration than UCB. Fur-
thermore, common progressive widening schedules lead
to very rapid branching, causing the tree to have many
short branches that explore the starting region much more
than other regions. For this reason, we argue that it is
better to explicitly consider node expansion in the objec-
tive, allowing the tree to grow as deeply or as broadly as
needed. Since standard AlphaZero does not consider con-
tinuous state and action spaces, we will primarily focus on
AlphaZero-Continuous as a representative of this family of
methods.

3.5. MCTS as Regularized Policy Optimization:

It has been shown in Grill et al. (2020) that the %
upper confidence bound in MCTS can be derived as a
solution to a regularized policy objective. Consider the
objective L(m) = >, Q(s,a)m(a | s) — ADy¢(m || m).
The authors argue that it is possible to either solve this
objective directly and sample from the resulting policy,
or to approximate it by taking the action that maximizes
the objective for the empirical policy. We will refer to
these methods as the direct and empirical decision rules,
respectively. The authors show that the empirical decision
rule, argmax, 67\'((1 ) Z Q(s,a)w(a|s)—AD¢(7 || mo),
l(j(ﬂ) upper confidence bound if Dy is set to

be the Hellinger divergence, where f(t) = 2(1 — /7).
If Dy is instead selected to be the reverse KL diver-
gence, f(t) = —In(t), then AlphaZero’s upper bound of

Q(s,a) + cmp(a | )‘/N is recovered instead.

yields the

4. RRT and Count-Based Exploration as
Regularized Policy Optimization

In this work, we are interested in what the direct and em-
pirical decision rules are if the state space occupancy is
regularized instead of the policy. We find that the direct
decision rule yields a search algorithm that uses the Voronoi
bias seen in SBMP algorithms, while the empirical decision
rule results in a CBE reward. Since both of these methods
are widely-used tools for learning and planning in long-
horizon exploration problems, we hope that this generalized
formalism will yield a family of algorithms that performs
well at long-horizon exploration.

4.1. Connection to RRT

We use the direct decision rule described in the previous
section to derive a search algorithm (Volume-MCTS) from a
regularized return objective. Observe that in a search tree in
which each node represents a state and each edge represents
an action, each node n is reached by a unique sequence
of states n.traj = (so, s1, - . . Sk ), where K is the node’s
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depth in the search tree and n’s state is sx. Consider a
trajectory that begins with the state sequence n. traj, and
then follows the policy 7y after time K. Observe that the
expected return of n’s trajectory is

V(n)=FE

K—1
(Z Y R(n. traj;) + v* Vi (n. trajK)>] .
i=0

We propose maximizing the expected return of nodes in
the tree, minus a regularization term that rewards cover-
ing the state space as evenly as possible. Let d"(n) be
the probability of expanding any node n in the search
tree, and let ¢ be the estimated density of d” in the state
space. Then we seek to maximize the objective L(d™) =
Epear [V(n)] — AD;(¢(T,d™) || o) where Dy is an f-
divergence.

The intuition for this objective is to balance two goals. The
first goal is to maximize reward, and the second is to evenly
explore the state space. Since this formulation explicitly
considers node expansion instead of a fixed progressive
widening schedule, we choose a formulation of optimal
return that allows us to compare nodes in different parts of
the tree, as opposed to simply selecting actions from the
same node. Observe that in this formulation, nodes along
an optimal path should score equally. Once we solve for the
optimal d™, we can sample nodes from that distribution to
expand.

Because f-divergences are convex, £(d™) has a unique min-
imizer as long as 1 is linear with respect to d”. To solve for
this minimizer, we must first choose an f-divergence and
a density estimation method for . For f, we follow Grill
et al. (2020) in first examining the reverse KL divergence,
f(t) = —1In (t). For density, we introduce a generalization
of the 1-nearest-neighbor estimator, which we call Partition
Density Estimators. We find that this class of estimators
allows us to find a closed-form solution for d”.

Definition 1. Partition density estimator Let D be a set of
m weighted points in S with points p; ... py, and weights
W1 ... W

Then p(D) is a partition density estimator iff, for each s € S
except for a set of measure zero, (1) the gradient ¥V, p(D)(s)
is non-zero for exactly one weight w;, and (2) p(D)(s) =
w;g(D, s) for some function g.

We call this a partition density estimator because it allows
us to partition the space into regions which only depend on
one point in the dataset (except for a zero-measure boundary
between these partitions). For instance, consider a weighted
variant of the 1-nearest neighbor density estimator, where
the estimated density at a point is proportional to the weight
of the nearest neighbor. This is a partition density esti-
mator because the density at any state s only depends on
the location and weight of s’s nearest neighbor. Observe

that any partition density estimator is linear with respect to
the weights. Therefore, convex functions of such density
estimators will also be convex with respect to the weights.

Definition 2. Associated Volume Let D be a set of m
weighted points in S with points p; ...Dpy, and weights
W1 ... Wy, and let p(D) be a partition density estimator.
Let 11 be a probability measure on S. Then the associated
region Reg(i) is the set of all s € S for which V., p(D)(s)
is non-zero. The associated volume Vol (i) of any point p;
is u(Reg(3)), the measure of i’s associated region.

Suppose that D has uniform weights, and p is a uniform
probability measure. Then observe that the 1-nearest neigh-
bor density estimator is a partition density estimator, and
the associated volume of any point ¢ in the data set is the
volume of its Voronoi region.

Proposition 1. Suppose f(t) = —Int and (T, d™)(s) isa
partition density estimator, where the associated measure of
any node n is Vol(n). Then L has a unique optimizer d™,
such that d™(n) = #(n) Vol(n), where « is a constant
that makes d™* a proper probability distribution.

Proof: The unique solution to a convex function of a proba-
bility distribution can be found by setting the gradient equal
to a constant « and then solving for 7, where e normalizes
the solution. We find that the density estimator ) cancels
out, meaning the solution is independent of the choice of .
Details are provided in Appendix C.2.1.

Although « does not have a closed form solution, it is pos-
sible to find upper and lower bounds for it. Since d™(n)
monotonically decreases as « increases, it is simple to cal-
culate o numerically using Newton’s method. When « is
known, we can sample from d”.

Relation to RRT: Consider the case in which V(n) = 0
for each node n (or equivalently, the limit in which the
regularization coefficient A is large). Then o = A, so
d™(n) = Vol(n). If we choose 1-nearest-neighbor as
our density estimator, then the probability of expanding
any given node n is the volume of n’s Voronoi region.
This is the same probability of node expansion used in
RRT (LaValle et al., 1998). Thus we can see that the
d™(n) = #(n) Vol(n) sampling distribution behaves
like RRT when A is large, but behaves more greedily and
has a lower probability of sampling suboptimal nodes as A
decreases over time. Unlike RRT, we makes no assumptions
about the reward structure, and can apply this sampling
distribution to any continuous state- and action-space RL
problem, whereas RRT is limited to path-planning problems.
This connection to RRT and the well-motivated generaliza-
tion of the Voronoi bias to RL is the first major contribution
of our work.
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4.2. Connection to Count-based Exploration

For this approach, we consider the empirical decision rule.
We prove the following:

Proposition 2. Suppose Dy is chosen to be the Hellinger
distance, f(t) = 2(1 — /1), and V) is chosen
to be a kernel density estimator, ((T,d™))(s) =
Yier dr (i)k(i. state, s). Additionally, suppose 1 is the
uniform distribution over the state space. Let Ropgp(n) =

the CBE reward described in Ba-

1
> i k(3. state,n. state)’

dia et al. (2020b). Then,

Ep e W(N')] = AD¢ (4 || %)

a = argmax,, ———
ad™(n)

~ argmax, Q(Sa a) + CEn’Nsubtrcc(a) [RCBE(n/)] .

Proof:

This derivative simplifies to:

0

) L(d™) = V(n)

state, s Yols) s
—l—)\/sk(n.st e )\/ZieT dA”(i)k(i.state,s)d

We can approximate the integral by taking a linear ap-

. . 1/;0(5) . o
proximation of \/ S & k(i states) about the point s =

n.state, where k(n. state, s) is largest. This reduces to:

0 - 1
adr(n) L£(dm) = V(n) + C\/ZZET k(i. state, n. state)

= V(TL) + CRCBE(TLI)

The empirical decision rule is then
— L dATr
argmax, B (aln) (d™)

= argmax, Q(Sa a) + CEn’Nsubtree(a) [RCBE (n/)}

The full derivation is in Appendix C.2.3.

Observe that Q(s, a) is the empirical average of future re-
wards calculated by MCTS, and E,,/ <subtree(a) [RcBE(1)]
is the empirical average of future exploration rewards calcu-
lated by MCTS. In other words, s wsubtree(a) [RoBE(1')]
is the value for CBE rewards.

5. Volume-MCTS Algorithm

In section 4.1, we proved d™*(n) = #(n) Vol(n) is the

optimal solution to the objective £(7), but this does not

show how to calculate d™* efficiently. This formulation also
does not make the connection between this algorithm and
traditional MCTS obvious. To address this, we first prove
that it is possible to sample from d™* without explicitly solv-
ing for it by instead solving for the optimal tree policy 7 at
each node. This is non-trivial to show, as convex functions
of the state occupancy measure are not necessarily convex
with respect to the policy. For instance, Hazan et al. (2019)
show that the entropy of the state occupancy measure is
non-convex with respect to the policy, and in fact has local
minima. This means that regularization of the state occu-
pancy measure is difficult to solve for in general MDPs, and
may not work in combination with standard methods such
as policy gradient methods. However, we find that for trees
specifically, it is possible to show that solving for the locally
optimal policy at each node is sufficient to find d™*:

Theorem 1. For any convex loss function L(d™), L is con-
vex with respect to m(a | n) for all nodes n and moves a.
Furthermore, L is minimized if and only if for every node n,
% is constant for all moves a.

Proof:
Recall that a convex function £ of a probability distribution
P is minimized iff %(n) = « for all n, where « is a con-

stant. Hence, when £(d™) is minimized, (%WL(n)E(dﬂ) =a
for all n. We find that:

0 of
= PM)Egriina | =
or(a | n) () B . {Gd“(n’)}
This condition implies that ad%(n)ﬁ(d”) = « for all n iff

%E is constant for all a at every node n. Hence, the
minimization problem for d” is solved iff the convex loss
with respect to the policy at each node is minimized.

The full proof is provided in Appendix C.2.2.

This makes it possible to solve for arbitrary convex losses of
d™ by solving for the optimal 7 at each node n. We use this
theorem to derive a closed-form expression for the optimal
policy at each node.

Theorem 2. Suppose f(t) = —1Int and Y(T,d™)(s)
is a partition density estimator. Then L(m) has
a unique optimizer 7, such that ©™(a | n) =

A SubtreeVol(a) .
=7 P(n reached [m) G (@)’ where SubtreeVol(a) is the

total associated volume of all nodes in the subtree of a, d(n)
is the depth of n in the search tree, P(n reached | ©*) is
the probability that we reach n when traversing the tree
according to 7*, and o is whatever constant normalizes T*.
Additionally, 7 is the unique distribution that induces d™*
as the state occupancy measure.

Proof: Details in Appendix C.2.2.

We propose to expand the search tree by traversing until
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we sample an action to expand the current node. Unlike
RRT, we cannot expand the tree by sampling the state space
and expanding the nearest node, because our expansion
probability depends on V(n) as well as the density 1. In-
stead, we explicitly solve for the value of 7 that optimizes
L(m). To do this, we select a density estimator that makes
SubtreeVol(a) simple to calculate. RRT implementations
typically use a data structure called a k-d tree to store their
list of visited states and quickly find the approximate nearest
neighbor. These trees effectively act as binary search trees
for k-dimensional spaces. Each non-leaf k-d node defines a
hyperplane that splits the space along one dimension. All
states to one side of the hyperplane are stored in the left
child node, and all states on the other side are stored in the
right child node. Each child node splits the space again and
divides the stored states between its children. This repeats
until we reach a leaf node, which has only one state in its
region. We can add nodes to this structure by traversing the
tree until we find a leaf node, dividing its region in two, and
giving that node two child leaf nodes to store its original
state and the new state. The region covered by a node is
called a k-d region. Since k-d regions are always rectangular,
their volumes are easy to calculate. The k-d region of a leaf
node always contains exactly one state, so the density es-

. . b . " .
timator pra(m)(z) = W is a partition density
estimator.

Our algorithm is detailed in Algorithm 1. Starting at the
root, we calculate the optimal tree policy at the current node,
and then sample from the policy to walk down the tree until
we select a node n to expand. After we select n, we sample
a new action a to add to the tree, execute this action, and
find the next state s’. We then add s’ to both the search tree
and the k-d tree, find the volume of its k-d region, and get a
value estimate. We then backpropagate the value estimate
up the search tree. Additionally, at each step in the search
tree backpropagation, we backpropagate the value up the k-
d tree. We also make a slight approximation to the solution
derived above. While it is possible to calculate 7*(a | n) =
ASubtreeVol(a)
a—~3(n) P(n reached |[m)Q™" (a|n)
the entire tree would need to be recalculated every time A
changes, and )\ changes every iteration. Instead we use the
k-d tree’s approximation of @ in place of Q™ , which does
not require us to recalculate the tree. This approximation
is preferable to approximating @) using the MCTS method,
where Q) is the average of the node evaluations in a’s subtree,
because it allows for information sharing between nodes in
different subtrees. This means that Q(s, a) can converge to
Q™ (s,a), even if a is not sampled. For instance, if a good
trajectory beginning at state s is discovered, then all nodes
near s will have their values increase, without needing to be
expanded first.

using only local information,

5.1. Guarantees

Volume-MCTS’s state-space exploration allows us to derive
stronger exploration guarantees than are possible for MCTS.
Under mild conditions, we provide non-asymptotic, high-
probability bounds on the number of expansions needed to
reach a given region in state space. We begin by defining §-
controllability, which we use as a weak notion of continuity.

Definition 3. §-controllable: Let M be an MDP with action
space A, bounded and measurable state space S, determin-
istic transition function T (s;,a;), and discount factor +.
Let d s be the dimensionality of A. Let T be a trajectory
in M. Let s; be the i-th state in T. Let Bs(s;) be a ball of
radius § about s;.

Then T is §-controllable iff there exists a constant o > 0
such that for each state s; in T, there exists a region in
action space A; with measure at least 06 such that if a
state s}, € Bs(s;) and o}, € A;, then T (s}, a}) € Bs(si+1).

1)

Intuitively, if we have a point close to a state s; in the trajec-
tory 7, then we have a lower bounded chance of sampling
an action that stays close to 7 at the next state. It is a strictly
weaker assumption than the notion of j-robustness defined
in Li et al. (2016).

Theorem 3. Let 7 be a §-controllable trajectory, with states
Sg...Sr. Let da be the dimension of the action space. Let
Bs(7;) be the §-ball around s;, the i-th state in T.

Then the probability that Bs(t;) will be reached

after N  expansions is  lower-bounded by

(i, 3|B g |06%4 c(1-7) (VN1 —¢(1-7)))) .
— 3 YO ., where T is

the incomplete Gamma function.

Proof: Details in Appendix C.2.4.

Since this bound takes the form of a Gamma distribution, it
is easy to conclude the following corollary.

Corollary 1. With probability > 0.5, Bs(7;) will be reached
after ¢2(1 — ~v)2(%i[Bs |06%4 + 1) steps.

This means that any region on a j-controllable trajectory of
length ¢ will be reached after O(t?) steps with probability
> 0.5. While several MCTS variants have known regret
bounds, to the best of our knowledge, this is the first high-
probability bound on long-horizon exploration speed for an
MCTS-family algorithm, and is a contribution of this work.

5.2. Tree Search Algorithm

Our estimator for V (s) is derived from the k-d tree. We
search the k-d tree for the node that contains only the state s,
find the node halfway up the tree, and use the average value
of all states in that k-d region as the value estimator. The
intuition is that this makes a good bias-variance tradeoff.
Nodes near the root of the k-d tree average the values of
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Algorithm 1 Volume Monte Carlo Tree Search

Have: Regularization coefficient A\, KDTree;
Input: Node n with child branches a1, ..., ax
Q(“stay”) + KDTree_value(n.state);
for a; € {a1,...,a;} do
Q(a;) + KDTree_value(T (n.state, a;));
end for
for a; € {aq,..
m(a; | n) < A
end for
Sample next move a ~ 7(.|n);
if a = “stay” then
value <— Expand(n);
: else
value < Search(a);
: end if
: value < 7 + v X value;
: n.value_sum < n.value_sum + value;
: m.visit_count < n.visit_count + 1;
: KDBackprop(value, n.state);
: return value;

artU{“stay”} do

1 .
a—~9P(n isreached)Q(a;) VOl(ai),

—_ =
T XN AW

[ S S U U U iy

many states from a large region. This means they have low
variance, but high bias (because the states impacting the
estimate may be far away and have different values). Nodes
near the leaves of the k-d tree have few points from a small
region, so the average value of their states is high-variance
and low-bias. As more states are explored and the k-d tree
grows deeper, nodes halfway down the k-d tree will have
regions with volumes that go to zero (implying low bias),
and contain many states (implying low variance). Based
on this, we conjecture, but do not prove, that this method
is a consistent estimator of the true value. We can make
this estimate in O(Inn) time because it only requires one
query, as long as we keep track of the average value of each
k-d node in the tree. The KDBackprop function keeps these
k-d tree values up to date after each node expansion. The
full KDTree_value and KDBackprop algorithms, as well
as discussion of the challenges to proving consistency, are
described in Appendix A.

5.3. Expansion, Value Estimation & K-D Tree Backprop

We sample new actions from a policy my, which is repre-
sented by a neural network. The value estimates obtained
during expansion also utilize a neural network Vj. After
each episode, we train the value function and policy. The
value function is trained to predict the value given by the
k-d tree. Ideally, we would train the policy to minimize
the objective described earlier. However, it is not trivial
to find a closed form representation of the state occupancy
divergence from a new policy. Instead, we use ordinary
f—divergence regularization for the policy. This gives us

the following loss function,

L = Cv(Va — ‘A/kd)Z + CKL)\KL(TFO || 7T9)
—CA ZaEactions A(G,)?Tg (a)’

in which Vj is the value network, de is the k-d tree value,
my is the policy network, g is the baseline policy (for in-
stance, a unit Gaussian), K L is the KL divergence between
the two policies, \ is the regularization coefficient, and
A(a) is the advantage of action a. cy,ckr, and ca are
hyperparamters.

5.4. Extension to Non-deterministic Environments and
Action-dependent Rewards

So far, our approach has made two significant assumptions:
we assume that the rewards depend only on the state and not
the action, and that the dynamics are deterministic. Here, we
would like to briefly note that it is possible to remove these
assumptions with some small changes. Action-dependent
rewards can be accounted for by regularizing the policy.
Stochastic dynamics can be handled using a technique like
Double Progressive Widening (Bertsimas et al., 2014). De-
tails are provided in Appendix B.

6. Experiments

To assess Volume-MCTS’s performance and the impact of
state occupancy measure regularization, we focus on robot
navigation experiments. These are environments with sig-
nificant practical interest where exploration is a central con-
cern, and MCTS’s exploration has historically been seen
as insufficient by the robotics community. We hypothesize
that Volume-MCTS’s state occupancy regularization term
will motivate the planner to evenly explore the state space,
resulting in better exploration. To test this, we conduct two
sets of experiments. First, we use a 2D maze environment
to visually compare exploration behavior of AlphaZero and
Volume-MCTS. We perform an ablation study on this envi-
ronment to test which factors are relevant to the algorithms’
success. We then compare Volume-MCTS to an array of
state-of-the-art methods on a challenging quadcopter naviga-
tion problem to test its performance in complex and realistic
environments.

6.1. Maze Environments

In these experiments, we hope to see how Volume-MCTS’s
Voronoi bias impacts its exploration behavior, and whether
this bias can be matched by other common alterations to the
AlphaZero algorithm. To address these questions, we com-
pare Volume-MCTS’s performance to three variants of Alp-
haZero: AlphaZero-Continuous (Moerland et al., 2018), an
open-loop variant of AlphaZero-Continuous, and a variant
of AlphaZero-Continuous with a CBE reward adapted from
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[ Geometric Maze with Continuous State and Action Spaces (No Training) |

[ Maze Size “ 2 [ 3 [ 4 [ 5 [ 6 [ 7 [ 8 [ 9 ]
AlphaZero 36.0 £ 6.0 6.0+ 40 70+50 0.0+ 0.0 0.0£0.0 0.0+ 0.0 0.0£0.0 0.0 £0.0
AlphaZero w/ CBE 37.0 £ 1.0 38.0£3.0 25.0 & 4.0 16.0 £ 4.0 6.0 £3.0 20+20 0.0 £0.0 0.0 £ 0.0
Volume-MCTS 49.0 £ 0.0 46.0 + 0.0 43.0 + 1.0 380+ 1.0 33.0+ 1.0 310+ 1.0 22,0 +4.0 7.0 £ 3.0
OL AlphaZero 49.0 £ 0.0 0.0 £ 0.0 0.0 £ 0.0 0.0+ 0.0 0.0 £ 0.0 0.0 + 0.0 0.0 £0.0 0.0 £+ 0.0

Geometric Maze with Continuous State and Action Spaces (After Training)
Maze Size [ 2 [3 [ 4 [5 [ 6 [ 7 [ 8 [9
AlphaZero 45.0 £ 1.0 420+ 1.0 20.0 £+ 6.0 0.0+ 0.0 0.0 £0.0 0.0+ 0.0 0.0 £0.0 0.0 £0.0
AlphaZero w/ CBE 45.0 + 1.0 410+ 1.0 32.0 £4.0 0.0+ 0.0 1.0+ 1.0 0.0+ 0.0 0.0 £ 0.0 0.0 £ 0.0
Volume-MCTS 44.0 5.0 47.0 + 0.0 45.0 + 1.0 40.0 £ 1.0 38.0 + 1.0 25.0 + 4.0 22,0 + 4.0 26.0 £ 4.0
OL AlphaZero 49.0 £ 0.0 47.0 + 0.0 0.0 £+ 0.0 0.0 + 0.0 0.0 4+ 0.0 0.0 + 0.0 0.0 + 0.0 0.0 + 0.0

Table 1. Average rewards and standard errors on geometric navigation environments. All methods use 5000 total rollouts per episode.

[ Maze with Dubins Car Dynamics and Continuous State and Action Spaces (No Training) ]

[ Maze Size [ 2 [3 [ 4 [ 5 [ 6 ]
AlphaZero 46.0£2.0 6.0£4.0 0.0£0.0 0.0£0.0 0.040.0
AlphaZero+CBE|| 29.0£3.0 9.01+4.0 1.0£1.0 1.0£1.0 1.0£+1.0
Volume MCTS 43.0£5.0 42.0+1.0 40.0+1.0 4.043.0 4.042.0
OL AlphaZero 49.040.0 9.04+6.0 0.040.0 0.040.0 0.04-0.0

Maze with Dubins Car Dynamics and Continuous State and Action Spaces (After Training)
Maze Size “ 2 [ 3 [ 4 [ 5 [ 6 ]
AlphaZero 37.04+4.0 8.0+5.0 0.04+0.0 0.0£0.0 0.0£0.0
AlphaZero+CBE|| 32.0£5.0 30.04+2.0 0.040.0 0.0£0.0 0.0£0.0
Volume MCTS 49.0+0.0 46.0+£0.0 38.0+1.0 34.0+1.0 26.0£3.0
OL AlphaZero 49.040.0 0.04-0.0 0.0+0.0 0.040.0 0.040.0

Table 2. Average rewards and standard errors on Dubins car envi-
ronments. All methods use 5000 total rollouts per episode.
Never Give Up (Badia et al., 2020b). We use AlphaZero-
Continuous because standard AlphaZero does not work on
environments with continuous action spaces. AlphaZero-
Continuous is a minimal extension using well-established
techniques like progressive widening to generalize Alp-
haZero to the continuous-action setting. For the sake of
brevity, we will refer to AlphaZero-Continuous simply as Al-
phaZero for all experiments. All environments use v = .95
as a discount factor.

The maze environments we test on require long-horizon ex-
ploration that makes them inefficient to solve with standard
RL methods, but which is well-suited to our method. Each
environment is a maze with a continuous state and action
space, where the agent must find a goal region opposite the
starting location. The maze is N tiles wide and tall, with
random walls between these tiles. We test two different sets
of dynamics. The first is geometric dynamics, which are
described by the update rule sy+; = s; + a;. The second is
the Dubins car dynamics, where the agent maneuvers a car
with a fixed turning radius (Lavalle, 2006). These dynamics
can be highly challenging, as complex maneuvers may be
needed to make sharp turns.

First, we visualize the search trees of AlphaZero and
Volume-MCTS in space after 1000 expansions to see how
they each perform at reaching novel areas.

As expected, Volume-MCTS rapidly expands to cover the
entire state space (Fig. 1b), while AlphaZero stays very
close to the starting location (Fig. 1a). We argue that this
is because AlphaZero does not distinguish states based on
novelty. Instead, an n-action sequence that ends next to
the starting location is counted as being just as novel as
one that explores far from the start, as long as both have
been expanded the same number of times. Additionally,

L = T
173 <123
i i

(a) AlphaZero (b) Volume-MCTS

Figure 1. Comparison of AlphaZero and Volume-MCTS on the
geometric maze environment

progressive widening rules cause the tree to branch early —
child nodes will never have more branches than their parent.
This gives progressive-widening-based approaches a high
branching factor and short branches, which can make it
difficult to find far-away goals.

We test Volume-MCTS’s exploration performance in com-
parison to the Continuous versions of AlphaZero, Alp-
haZero with CBE, and Open-loop AlphaZero on geometric
mazes of increasing size (Table 1). All methods use 5000
total rollouts for each episode. To evaluate the contributions
of the planning algorithm separately from that of the neural
network, we first test performance before training the value
or policy networks. While the average reward for Open-loop
AlphaZero exceeds AlphaZero, we find that Volume-MCTS
does far better, with the gap among the methods dramati-
cally increasing for large environments with sparse rewards.
Second, we compare performance after training. In general,
all methods perform better with training than without As
with the ‘before training’ results, the average reward for
the AlphaZero methods falls to zero as maze size increases.
Here, the differential in average reward for Volume-MCTS
versus the other methods is far greater. Instead of falling
to zero, the average reward for Volume-MCTS reaches a
point where it stops decreasing altogether as the size of the
environment increases. Thus, we find that Volume-MCTS
performs significantly better than AlphaZero methods at
maze navigation tasks. Further, it performs well even where
AlphaZero with CBE struggles.

Next, we compare the same methods on a Dubins car maze,
an environment with more challenging dynamics (Table 2).
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Geometric Maze with Continuous State and Action Spaces (No Training) |

| Maze Size M2 [3 [ 4 [7 [ 38 [ 9 |
Volume-MCTS 49.0 + 0.0 46.0 £+ 0.0 43.0 + 1.0 38.0 £ 1.0 330+ 1.0 31.0+ 1.0 220+ 4.0 70+3.0
Volume-MCTS with no Rewards 47.7 £ 0.3 43.9 £+ 0.1 40.0 £ 0.8 335+ 4.4 219 £15.2 295432 164 4+ 134 9.1 +£77

Table 3. Comparison of Volume-MCTS with and without reward guidance. Statistically significant improvements are bolded

Quadcopter

— AlphaZero
HER

Environment Interactions

(a) Quadcopter environment (b) Reward as a function of total
environmental interactions

In the ‘before training’ results, the average reward for Alp-
haZero and Open-loop AlphaZero drops precipitously even
for relatively small mazes. While AlphaZero with CBE
does slightly better, Volume-MCTS results are significantly
stronger. However, the differential among methods is much
higher after training for 50,000 iterations. The average re-
ward for the AlphaZero methods drops to zero for mazes
of 4 by 4 tiles and larger '. In contrast, Volume-MCTS
experiences a far slower decline in average reward as maze
size increases.

6.2. Quadcopter Environment

We turn to the question of how Volume-MCTS performs on
realistic problems, when compared to state-of-the-art plan-
ning and reinforcement learning methods. To assess this,
we test its performance on a challenging quadcopter naviga-
tion task. In addition to AlphaZero (Silver et al., 2018), we
compare against POLY-HOOT, a recent theoretically-sound
MCTS algorithm for continuous action spaces (Mao et al.,
2020), Soft-Actor Critic with Hindsight Experience Replay
(HER), a state-of-the-art model-free RL method for robotic
tasks with sparse rewards (Andrychowicz et al., 2018), and
SST, a SBMP algorithm for kinodynamic systems (Li et al.,
2016).

Figure 2b shows that Volume-MCTS significantly outper-
forms HER and the MCTS algorithms. SST also performs
well, which we find unsurprising due to its track record in
robotics. Perhaps surprisingly, Volume-MCTS performs
better than SST when longer search times are used. Addi-
tional experiments (included in Appendix D.8) show that
SST and Volume-MCTS found the goal approximately the
same fraction of the time, but that Volume-MCTS returns

'In our results, AlphaZero experienced stability issues. We
suspect that this is due to bootstrapping problems common to
many reinforcement learning methods. Volume-MCTS proved
more stable in this regard because it develops deeper trees, which
have a greater distance between the updated value and the target
value.

shorter paths on average. We believe this is primarily be-
cause the RL framing allows us to learn the value function
while searching, enabling a better exploration/exploitation
tradeoff.

6.3. Ablation Study

To test the importance of using value to guide the search,
we perform an ablation study. We test Volume-MCTS on
the Maze environment against a variant which treats all
rewards as 0. This variant is equivalent to Kinodynamic-
RRT, because the probability of expanding a node depends
only on that nodes’s Voronoi region. Results are shown in
Table 3.

We find that Volume-MCTS finds significantly shorter paths
than the variant without reward. This indicates that using
reward to guide the search allows us to make better ex-
ploration/exploitation tradeoffs than is possible for SBMP
algorithms, which lack a notion of expected reward to guide
the search.

7. Conclusion

We show that two prominent exploration strategies, count-
based exploration and Voronoi bias, can be seen as approxi-
mate solutions to a policy optimization objective with state
occupancy measure regularization. Since both of these meth-
ods are established tools for long-horizon exploration in
their respective fields, we argue that we can incentivize
RL algorithms to explore effectively by minimizing this
objective. While state occupancy objectives are typically
non-convex in the policy and frequently intractable for RL
methods, we show that this objective can be made convex
and tractable on search trees. We use this insight to develop
Volume-MCTS, a state occupancy-regularized planner that
shows strong long-horizon exploration properties. We test
our method on an array of robot navigation tasks, and find
that Volume-MCTS outperforms methods from model-based
RL, model-free RL, and SBMP. While Volume-MCTS is
most applicable to deterministic navigation-focused environ-
ments, the connection we demonstrate between count-based
exploration, Voronoi bias, and state-occupancy measure reg-
ularization is more general. We hope that additional work
into state occupancy measure regularization will produce
a powerful exploration objective that can be used across a
wide variety of domains.
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Long-Horizon Exploration in MCTS

A. Algorithm Details

Here, we present the full pseudocode for the k-d tree algorithms described in the main paper. The KDTree_value algorithm
returns an estimate of the state’s value in a given region by returning the average value of nodes near that state. KDBackprop
updates the average value of nodes in the KDTree.

Algorithm 2 KDTree_value

Have: KDTree;
Input: state;
KDNode < KDTree.locate(state);
1 +— KDNode.depth
while KDNode.depth >i/2 do
KDNode +— KDNode.parent;
end while
return KDNode.value_sum / KDNode.visit_count

Algorithm 3 KDBackprop

Have: KDTree;
Input: value, state;
KDTreeNode < KDTree.locate(state);
KDTreeNode.value_sum < KDTreeNode.value_sum + value;
KDTreeNode.visit_count < KDTreeNode.visit_count + 1;
while KDTreeNode.has_parent() do
KDTreeNode <— KDTreeNode.parent;
KDTreeNode.value_sum < KDTreeNode.value_sum + value;
KDTreeNode.visit_count <~ KDTreeNode.visit_count + 1;
end while

Algorithm 4 Expand

Have: policy network g, value network Vjp;

Input: node n;

a ~ mg(n.state);

s' « T (n.state, a);

kd_node « KDTree.add(Vy(s'))

© +KDTree_value(s’)

n.children < n.children U MCTSNode(a, s’, kd_node, ©)
return o

Earlier, we said that we conjectured that the KDTree value estimate was a consistent estimator. There are two main
challenges to proving this. First, the estimator builds estimates from MCTS node values, which are not neither stationary
nor independent, which makes traditional bias and variance analysis difficult. Secondly, it is difficult to obtain guarantees on
the shape and regularity of the KD regions. It’s necessary that, with high probability, the diameter of a KD region goes to
zero as the volume does. This is clearly true in practice but tedious to show mathematically. If both of these issues are dealt
with or assumed away, the proof outline in the text can be easily formalized.

B. Extension to Non-deterministic Environments and Action-dependent Rewards

To account for action-based rewards, we regularize the policy in addition to the state-action occupancy measure, giving use
the loss £ = E,q,.[V(n) — ADj(m(n)||mo(n))] — ADs(é(dx)||¢0), where 7 is the uniform distribution over tree moves.
Repeating the derivation of Prop 1 and Thm 2 gives us the tree policy

(n)
NSubtreeVol(a) + T eriimo)
a — v P(n reached | 7)Q™ (a | n)

7 (a|n)=

12
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This is effectively the same method, but with an added offset to each action’s volume. We implemented it and found that this
regularization was detrimental to long-horizon exploration, so we did not use it in our experiments. However, it is easy to
implement when rewards are action-dependent.

In principle, Volume-MCTS could also be extended to non-deterministic environments using double-progressive widening
(Bertsimas et al., 2014). In double progressive widening, the tree keeps a list of sampled "next states" for each action, and
expands this list over time using progressive widening. This allows the tree to estimate the value under stochastic dynamics.
It is straightforward to implement this approach with Volume-MCTS by making two simple changes to the stated algorithm.

1. Vol(a) = >, Vol(s}), where s, € next(a) is the list of next states from a

V(s
2. Qa) =3, |ne;iﬁi)\

For each of these alterations, we chose not to include them in the main algorithm because they introduce additional
complexity to the implementation, and also because they may impact the exploration efficiency. Analysis of the exploration
efficiency of these variants is a promising area for future work.

C. Proofs
C.1. Background review
C.1.1. f-DIVERGENCES

Definition 4. For any probability distributions p and q on X and function f: R — R such that f is a convex function on R
and f(1) =0, the f-divergence Dy between p and q is defined as

Dy(pllq) = /Xq(x)f (p(x)> dx

C.1.2. CONVEX FUNCTIONS OF PROBABILITY DISTRIBUTIONS

Convex optimization on probability distributions may be seen as a constrained optimization problem, as the probability
distribution is constrained to sum to exactly 1. Under the KKT conditions (which the problems we are considering meet),

there is guaranteed to be a unique solution such that &ﬁiﬁ(w = « for all n.

C.2. Proofs

C.2.1. UNIQUENESS OF d™*

Proposition 1. Let V(n) = E[(ZiT:_O1 Y R(n.traj;)) + TV (n. trajp)).

Let L(d™) = Enrar[V(n)] = ADs(4(T',d™) || 1bo)

Suppose f(t) = —Int and (T,d™)(s) is a partition density estimator, where the associated measure of any node n is

Vol(n). Then L has a unique optimizer d™, such that d™ (n) = #(n) Vol(n), where « is a constant that makes d™ a
proper probability distribution.

Proof. Observe that £(d™) is a convex function. Since d™ is a probability distribution, it is known that there exists a unique
maximizer for £, which occurs when d™ is normalized and ad%(n)ﬁ(d”) = o, where « is a constant. We solve for this value
now.

13
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0
ad™(n)

=%Q)Emwwmﬂ—ﬂhwwww|%>

6d’f ZV /wo ( Tiﬁi()>d$
A/s oo (Mg ) %

v+ [ grmesints)tos (Y0 ) as

:V(n)—l—/\/wo(s)adf( )log< (7, iﬂ;( )>ds

o =

£(d™)

(s) 0 Y(T,d™)(s)
=Vin *A/w TM(WWW dols)
) +a [ 2O gy (s)ds.

s Y(T,d™)(s) 0d™(n)

Observe that by assumption, v is a partition density estimator with weights d™. Therefore, ad%(n)w(T, d™)(s) is
advr(n) d™(n)g(T,s) = g(T, s) for some function g if s is in n’s associated region and O otherwise. Let 1(n,s) be 1

if s is in n’s associated region R(n), and 0 otherwise. Then,

9 .

V0 A [ ot
v

Vi) + [ e

A T
=V(n) + )\/R(n) d”(;/z};g((;“, 3 9(T, s)ds
1/10( )

sz/ Yols

Vol(n)

0
(s) 9d™(n)

(T, s)1(n, s)ds

S

o(s) .

e U, ") (s)ds
Yo(s)

T,d)

=V(n) + A ds

—V(n) + )\%(n)
_AVol(n)

~ dm(n)

_ AVol(n) .

C.2.2. d™ CAN BE FOUND BY OPTIMIZING 7

We begin by proving that on trees, there is a one-to-one correspondence between d™ and 7. This is not true for general MDPs,
because actions can be redundant such that multiple actions can lead to the same state. This one-to-one correspondence will
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allow us to show that the unique solution to the policy optimization problem is also the unique solution to the state-occupancy
measure optimization problem. This will allow us to sample from d” by calculating 7 and traversing the tree, which is more
efficient than computing and sampling from d™ directly.

Lemma 1. For any selection of 7, w uniquely determines

d"(n) = w(stay | n) [] w(a: | no).

a;>n

Proof. Suppose the algorithm starts at the root node of the tree and selects moves until it selects a "stay" move and stops.
Observe that there is exactly one sequence of tree moves that leads to the algorithm stopping at n. When traversing the tree,
the algorithm must first select the action that is the ancestor of n at each step. Then it must choose to stop at n. Since these
moves are independent, we can write the probability of the algorithm stopping at n as

d™(n) = w(stay | n) H 7(a; | parent(a;)).

a;>n

Lemma 2. Exactly one policy w produces a given node distribution d™ (n). This policy is

Zni <a dr (nz)

[o,5n m(ai | parent(a;))’

7(a|n) =

Proof. Consider that the probability of the algorithm reaching a node when traversing the tree P(n). By the same argument
used in the previous lemma, this probability is simply the product of all ancestor probabilities, P(n) = [], -, 7(a; |
parent(a;)). Also note that some action in the tree a can be taken only if its parent has been reached. Similarly, if action
a is taken, then the algorithm is guaranteed to reach a’s child. Therefore, P(child(a)) = P(a) = w(a | n)P(n) = w(a |

)[4, 7(a; | parent(a;)).
Observe that once the algorithm enters a subtree, it has no way to return, so it is guaranteed to stop at one of the nodes in the

subtree. Since the algorithm stops in the subtree of n if and only if n is reached, the sum of the stopping probabilities in a
subtree is exactly equal to the probability that n is reached. Hence, P(n) = >_ d™ (n;). Therefore,

ni<a

m(a|n)=n(a|n)=—=

_ 2n,<a 4" (04)

Il > 7(ai | parent(a;))”

Lemma 2 is important because for non-tree environments, multiple policies can produce the same state occupancy. As we
proceed, we will use tools from convex optimization to find the optimal policy, which requires us to know that the optimal
policy is unique.
Lemma 3.
ad™ (n’ dr(n’
od" (') =1(n' <a) ( )
on(a|n) m(aln)




Long-Horizon Exploration in MCTS

Proof. Observe that giz(gﬁ;g = 0 if n’ is not a descendent of a, because d™ (n') does not depend on 7(a | n). If n' is a

descendent of a, then,

0 ﬂn/ziﬂ'sa n/ 7ra’ aren a/
artam® ) = Grapy Ttay in) [[ ~(a'|parent(a’))

action a’ >n’

H 7(a’| parent(a’))

action a’ >n’

— (n(stay In')

0
or(aln)

= 7(stay |n’)aﬂ(i|n)pi(a|n) H 7(a'| parent(a’))

action a’ >n’,a’#a
= 7(stay |n’) H 7(a’| parent(a’))
action a’>n’,a’#a

Haction a’>n’ W(a/‘ parent(a,)

= 7(stay [n) (aln)

_d™(n)

~ w(aln)’

|
Lemma 4. For any function f,
of of

Frta g = P [

Proof.
af af  ad™(n')

dr(aln;) ~ & B~ (n’) Om(alne)

gdﬂ(" ) — (if n’ is not a descendant of a.
7(a|ng)

Observe that

of af  od™(n')

or(alngy) — adr (n') Om(a|ny)

af d™(n)

; adr(n') w(alng)
1 of

adr(n’)

d™(n")

= waln) 2=

_ P(nt) af T n/
— m(alng) P(ng) Z 3d”(n’)d ()

n’'<a
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Observe that 7(a|n:)P(nt) = P(ngy1), Where n;; is the child node of a.

(9f o P(nt) af s n/
or(alny)  P(ngsr) = 8d’7(n’)d (')
_ P(nt) 8f w(n/)
P(niy1) od™(n')

n'<nitq

of
ad™(n')

of
ad™(n')

= P(nt)

n'<ngq1

d” (n)(P(ni41))

= P(nt)

n' <niy1

= P(nt)En’Nd"(n’|nt+1) |:

d™(n'|nig1)

of
ad" (n')}
af

= P(nt)En’NdW(n’MmG) |:adﬂ_(n/):| .

Theorem 1. Let T' be a tree. Let 7(- | n) be a probability distribution over moves that may be taken from node n, where n is
a node in the tree. Let d™ be the probability of stopping at any given node if we traverse the tree by sampling moves from .

Then for any convex loss function L(d™), L is convex with respect to w(a | n) for all nodes n and moves a. Furthermore, L
is minimized if and only if for every node n, #jn) is constant for all moves a.

Proof. The first portion of the proof is easy to establish. Suppose £(d™) is convex. Recall that d"(n) = 7(stay |
n) [14,5, m(a; | parent(a;)). Observe that d" (n) is linear with respect to the probability of each action a; above 7 in the
tree. Since a convex function of a linear function is still convex, L(m(a | n)) is convex.

However, this alone does not establish that optimizing the policy at each node is sufficient to optimize the loss. While £
is convex in 7(a | n) for all a, n, this does not necessarily imply that £ is jointly convex in 7(a | n) and 7(a’ | n’) for
a # a',n # n’. Hazan et al. (2019) provide a counterexample to this, where two distinct policies each induce a uniform
distribution over a set of states, but a linear combination of the policies is non-uniform. This implies that the entropy of the
state occupancy measure is not convex with respect to the policy. However, this counterexample relies on a directed acyclic
graph structure. We aim to show that for trees, convex functions of d™ are minimized if and only if a function is minimized
with respect to the policy at every node. While this does not necessarily imply that the loss is convex in 7, it does imply that
we can minimize convex functions by doing convex optimization of the policy at each node. We prove this by contradiction.

Recall that for a convex loss, d™ is a unique global optimum of £(d™) if and only if % = « for all n. Sup-
pose this condition holds for our selection of d”. Then by Lemma 3, % = P(n¢)Epar (nea)3 d‘z(ﬁn,)] -
P(ni)Epingr(n,,a)[@] = P(ng)a. Observe that % does not depend on a. Therefore % is constant for

all moves a.

Suppose that for every node n, % is constant for all moves a. We use proof by contradiction. Let d™* be the optimal

value for d”. Suppose d™ # d™*. Then there exists some n where % > o or %ﬂ(n) < o. We consider the first case.

Observe that since £ is strongly convex with respect to d”, &ﬁiﬁ(n) is monotonically increasing with d™(n). Hence, if

% >, d™(n) > d™(n). Since d™ sums to 1, there must also be some 7. where d™ (1) < d™ (7).

oL
By Lemma 4, % = P(n)E[52—] for all n. Since 8;2[(”) > o, Zgtarln) En/lstay,n[ad?(ﬁn/)] = ad(?'ﬁ(n) > a.
oL

ad™ (n) P(n)

7 (aln)
P(n)

action a1. Since E,/gr(.|n) [[M‘zi(ﬁn,)} > « for each branch of n, E,/ g (.|n) [ad?ifn/)] > « for the whole subtree of a;.

Since we assumed that % was constant for all moves from n, > « for all moves. Now, consider n’s parent

oL
Therefore, % = By rodr (.| parent(a1)) [M‘Zi(ﬁn,)] > o. Here, the same reasoning applies as before — the gradient is

equal for all moves, so they must all have a gradient > P( parent(a;))c. We can repeat this argument with induction for
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each node in the tree, showing that each ancestor must have a gradient greater than alpha, until we reach the root. Therefore,
the gradient of all moves at the root is greater than a.

However, recall that there must be a node 7 where d” (72) < d™ (7). Since d?,( 5 is monotonically increasing with d™ (72 )s

3 d‘z 7 <o ‘We make the same argument as before, showing that L“T‘I)’ < «a for all moves from n. By a symmetrical

argument to the previous paragraph, all of 7’s ancestors must have gradients < o. Therefore the gradient at the root is < a.

However, we already showed that the gradient at the root was > «, so this is a contradiction. Therefore our assumption must
be false, and 3 dw( j =« for all nodes. Hence, the induced distribution of 7* is d™*.

The same contradiction is reached if we assume that there exists some n where W < a. |

Theorem 2. Suppose f(t) = —Int and (T, d™)(s) is a partition density estimator.
Then L(7) has a unique optimizer ™, such that 7™ (a | n) = aﬂdcnﬁas(%zwi%w (army Where - SubtreeVol(a) is the
total volume of all nodes in the subtree of a. d(n) is the depth of n in the search tree. P(n reached | ) is the probability
that the algorithm reaches n when traversing the tree, or equivalently that the algorithm stops at some node in n’s subtree.

and o is whatever constant normalizes 7.

Additionally, * is the unique distribution that induces d™ as the state occupancy measure.

Proof. As before, L is convex with respect to 7(a | n), so it has a unique optimizer when 5 9L __ is equal to a constant for
7(a|n)

all a. Recall that by Lemma 4, %{‘f‘n) = P(n)Epwdr(.|n,a) [ad‘,?i‘(cn,)]. Then

oL

(e ) = POVt gk

adr (n/

= P(1) En/a= (fn,0) [W HAVOK )}

dr(n’)
- P(n)EnlNdw('mva)[V(n/)] +)‘P(n)En’~d7' (:|n,a) |:\£/;1(( )):|

= PO By (V0] AP() 3 o) Y]
Vol(n')
m(a | n)

= P(n)Epswgr(n,a)[V(1')] + A Z
n'<a

d
= P(n) (’7[1627(”’ a) + ZViR(ni,ai)> + W

=0

d
" (Z TRl ai>> + P(N)('Q" (n,a)) + AW
i=0

Observe that since P(n) (Zj:o v*R(n;, a;)) is constant for all moves, we may absorb it into «

SubtreeVol(a)

= P(n)vQ™(n,a
O[—P( )’YQ(?)—’_)‘ TI'(CL|TL)

SubtreeVol(a)

m(a|n)
SubtreeVol(a)
a— P(n)yQ7(n,a)

a—P(n)y'Q™(n,a) = A

m(a|n)=

By Theorem 2, 7(a | n) = \—>ubtreevolla) 5 is the unique optimizer of £. ]

a—P(n)v4Q™ (n,a
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C.2.3. CONNECTION TO COUNT-BASED EXPLORATION
Proposition 2. Suppose Dy is chosen to be the Hellinger distance, f(t) = 2(1 — /1), and V) is chosen to be kernel density
estimator, ((T',d™))(s) = >, d™(i)k(i. state, s). Additionally, suppose )y is the uniform distribution over the state

S gtlate T stato) the count-based exploration reward described in (Badia et al., 2020D).
v k(i state,n. s

space. Let Rcpg(n) =
Then,

0 , )
a = argmax,, WEWNC& V(N = ADy (o || ¥)

~ argmax, Q(Sa a) + CEn’Nsubtree(a) [RCBE(TL/)]

Proof. We aim to show that applying the empirical decision rule to the policy optimization problem with Hellinger squared
distance regularization over the state spaces yields a count-based exploratlon reward. The squared Hellinger distance is an
f-divergence, where f(t) = 2(1 — v/#). Observe that the derivative of f, 4, is % (1) = —%.

s adm(n)" \ Yo(s)
v [t 2 (i@)) 6df( )jo(( s
=V(n) - A Sw()(s)d{ ( i@)) 8df< )ZZeT ZZ(% state, 5)
= V(n) — A Swo(s)d{ (i@) k("wf(a;)e ) g
— V()= A S%(s)d{ (Z“ d;g’;gt”) ‘“(”%t(t)) s
—V(n) — A /5 di; <21‘6T ‘fﬂzi]zgsme’s)> k(n. state, s)ds

Recall that f(t) = 2(1 — v/t) and %(t) = -1,

o
adr(n)

£(d) = V(n) — A / & <zﬂ gﬁw(f()tt

Yo(s)
n)+ )\/S \/ZET (ki state.s) k(n.state, s)ds

Now, we observe two properties of kernels assumed for kernel regression. First, kernels are window functions: a kernel
k(x,y) is maximal when = = y and decreases rapidly as |  — y | becomes large. Additionally [, k(z,y)dz = 1 for
x,y € X. This means that when integrating another function with the kernel, almost all the contribution comes from
near the center. This means that for a continuous function f, we may approximate the integral [, f(z)k(x,y)dx by
linearly approximating f about 2 = y where the kernel is maximized. Hence [, f(x)k(x,y)dz ~ [,[f(y) + (z —y) -

)> k(n.state, s)ds
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V f(y)]k(x,y)dx. And second, we assume that the kernel is an even function, so integrating [, (z — y)k(z, y)dz = 0.

Hence, [ f(y) + (z —y) - VIW)k(z,y)dz = [ fWk(z,y)dz + [y (z —y) - VI@)k(z,y)dz = fy) +0 = f(y).
Applying this to the derivation from above, we find the following:

0 ™) = V(n n.state, s ¢O(S) s
&fﬂ(n)ﬁ(d ) =V( )+>\/ k(n.state, )\/ZieTciﬂ(i)k(i.state,s)d

wo n. state)
ZzeT (1)K (i. state, n. state)

I 1 c
d™ was defined to be 3; for all nodes. A was assumed to be i
this yields

0 L(d) ~ z/JO n. state)
ddr(n) ZleT (2)k(i. state, n. state)
(n. state)
) + c—
ZleT k(i state, n. state)
1o(n. state)
>ier N - k(i. state, n. state)

¢0 n. state)
> ier k(i.state, n. state)

Observing that 1)y is a uniform distribution, we see that 1o (s) is constant for all s. We can absord this constant into ¢, which
gives us the expression

P ) 1
adr(n) L(dT) = V(n) +c > icr k(i state, n. state)

Observe that this is the same exploration reward bonus used in Never Give Up (Badia et al., 2020b).

Applying Lemma 4, we can see this expressed in a more traditional reward based form.
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action(n) = argmax of
N o7 (a | ne)
0
= argmax, P(n)En'Nd%(»|n,a) W(n)

= argmax, En'~d?f(-|n,a)

- ,
1
Vi) + \/ZiGT k(i. state, n. state)|

1
= argmaXy By e,y V] + B i () [‘3\/ Sy k(i state, n. state)|

# 1
= argmax, Q" (s, a) + CEn/Nd”"Hn,a) [ > icr k(i state, n. state)|

Observe that Q7 (s, a) is the empirical average of future rewards — this is exactly the Q value calculated by traditional

1
ier k(4. state,n. state

1
cr k(i. state,n. state)

MCTS. E,, | @ (-|n,a) {\/ SR Sl } is the empirical average of future values of \/ =

tate,n. state)

).In

other words, it is an additional term calculated the same way the value is calculated, but treating \/ 5=

1
1. state,n. state

as a supplemental reward. This is equivalent to adding \/ SR y to the reward function, which is what
S

count-based exploration rewards do. Therefore, this approximation is equivalent to a count-based exploration reward.

C.2.4. EXPLORATION EFFICIENCY

Sampling-based motion algorithms frequently come with guarantees of exploration efficiency in addition to optimality.
Reinforcement learning algorithms, on the other hand, rarely enjoy these kinds of guarantees outside of simple cases such
as bandits. This is especially true in continuous domains. Recent work has established regret bounds for both MCTS and
continuous-space generalizations (Note: early logarithmic regret bounds for MCTS are now thought to be incorrect, as
they do not account for the value distribution being non-stationary). However, even these methods do not show that they
efficiently explore the state space — instead they show a bound on the regret as a function of ~, with the regret growing
asymptotically as v — 1. We are able to provide polynomial bounds on the rate at which Volume-MCTS explores the state
space, which do not depend on ~. This is a significant advantage for long-horizon problems where v may be very close to 1.

As a note, we derive these bounds for the idealized version of Volume-MCTS which uses 1-nearest neighbor as its density
estimator, which we will call Voronoi-Volume-MCTS. This version of the algorithm is slightly different than the form
presented in the main body of the paper, which uses a KD-tree as its density estimator. We choose to analyze this version
instead, because the probability of expanding a node is proportional to the volume of its Voronoi region, rather than the
volume of the KD-region. While KD-region volumes are much easier to calculate in practice, Voronoi regions are more
mathematically tractable. This is primarily a artifact of the analysis rather than a meaningful feature of the math. Research
in SBMP algorithms nearly always uses Voronoi regions for analysis, and approximates these regions using KD-trees in
implementation. The difference is rarely relevant in practice.

We will begin by defining the following term

Definition 5. d-controllable: Let M be an MDP with action space A, bounded state space S, and deterministic transition
function T (8;,a;). Let d s be the dimensionality of A. Let T be a trajectory in M. Let s; be the i-th state in the trajectory T.
Let B;(s;) be a ball of radius § about s;.

Then T is 6-controllable iff there exists a constant o > 0 such that for each state s; in T, there exists a region in action space
A; with measure at least 6% such that if a state s, € Bs(s;) and a, € A;, then T (sk,al) € Bs(siy1).

1)

Intuitively, if we have a point close to a trajectory 7, then we have a lower bounded chance of sampling an action that
stays close to 7 at the next state. This condition is strictly weaker than the assumptions used for asymptotically optimal
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motion planners. Stable Sparse RRT takes a set of assumptions that together necessitate that every point in the J-ball of
s; is reachable from every point in the d-ball of s;_;. By contrast, we only assume that the is a lower-bounded chance of
reaching somewhere in the -ball of s;, without specifying where that may be or what shape it may have.

Our strategy for this proof is as follows. First, we lower bound the probability of selecting a point near a state s; in the
trajectory. Then, we lower bound the probability of reaching a state near s, 1, given that a state near s; was reached. Finally,
we sum over these bounds and use them to establish a bound of reaching an arbitrary region in a given amount of time.

Recall that the probability of expanding a node Voronoi-Volume-MCTS is given by d"(n) = #(n) Vol(n), where

V(n) is the value of the node n

Vol(n) is the measure of n’s Voronoi region

QA:\/(’N

e cis a constant

¢ N is the current iteration number, and

* « is whatever constant normalizes d™*(n), so it sums to 1.

We aim to lower-bound the sum of all d™(n) near s;, assuming that at least one node is near s;. We begin by bounding the
sum of their Voronoi regions.

Lemma 5. Let s € S be such that Bs(s) C S. Suppose that there exists a tree node n with n. state € B2 (s). Lets' € S
be an arbitrary state in S. Let 5,4, denote the nearest neighbor of ' among all tree nodes.
Suppose the state space S is bounded. Further suppose, without loss of generality, that the volume of the full state space S

is 1.

Then the union of the Voronoi regions of all nodes in B;(s) has a volume of at least |B s |

Proof. Our proof closely follows the proof given by Kleinbort et al. (2019) for their Lemma 4.

Case 1: Suppose all nodes in the tree are in Bs(s), then the union of their Voronoi regions is .S. Then it is trivial that the
union of their Voronoi regions has measure > |B; |.

Case 2: Suppose there is a tree node with z ¢ Bs(s). We show that if s € Bs (s) then s,cqr € Bs(s). Observe that
n.state € Bzs (s), so by the triangle inequality, ||s" — n.state || < %—5. Since z ¢ Bs(s), ||Snear — 2|| > %. Therefore,
||s" —n.state || < ||s" — z||. Hence, z is not the nearest neighbor of s’. Since z was chosen arbitrarily from nodes outside of
B (s), this holds for all nodes outside of Bs(s). It follows that s’ is in the Voronoi region of some node within Bs(s). Since
s’ was again chosen arbitrarily from points in B s (), the union of the Voronoi regions of nodes node in Bs(s) includes all

points in B (s). Observe that the volume of this region is |Bs |.

Therefore, the union of the Voronoi regions of all nodes in B;(s) has a volume of at least |B s | |

Next, we must show bounds on «.. Together with Lemma 5, this will give us a lower bound on the probability of sampling a
node in a given region once that region has been reached.

Lemma 6. /:
a > max,(V(n) + AVol(n))

and 2:
a <mazx,(V(n)) + A

Proof. 1: « =V(n) + )\Zil((:)). Since d™(n) < 1, « = V(n) + A Vol(n) for all n. Hence, a > max, (V(n) + A Vol(n)).

2: %" d"(n) = 1. Therefore, 1 = 3 AVel(n) > —_AVelln)__ Hence, o — mazn (V(n')) > >, AVol(n) = A

n a—=V(n) = n a—mazx, (V(n'))"

Therefore, a > max,(V(n)) + A. |
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From this result, it is easy to derive the following bound on d™:

Lemma 7. Suppose, without loss of generality, that 0 < R < 1. Then,

d"(n) > V;$g>\@()

Proof. 0 < R<1,500<V(n) < ﬁ for all n. Hence,

A Vol(n)
a—V(n)
AVol(n)

max,(V(n)) + A —V(n)
A Vol(n)

= +A=V(n)

A Vol(n)

= +A-0

AVol(n)

AVol(n)

= A

d™(n) =

Y

v

v

>

>

> Vol(n)

Now that we have established bounds on d™ (n), we can establish lower bounds on the probability of sampling a node near s
once Bs(s) has been reached.

Corollary 2. If the ball Bs(s) has been reached, then the probability of expanding a node in Bs(s) at time N is at least
c(1—v)
1Bs | VN+e(1-v)

Corollary 3. For N > (1 —~)2,d"(n) > csj\;ﬁv) Vol(n) for all nodes n.
For N < c2(1— )2, d™(n) > 3 Vol(n) for all nodes n.

Proof. Suppose N > c?(1 — 7)2. Recall that d" (n) > Vol(n) —= e Then 1 < (‘1/;) Hence, Vol(n) —~ o >
c(1—7) c(l—7)
Vol (1) ———— = Vol(n) = Vol(n) <)
e R 425 2VN
201 _ ~)2 ™ 1 N 1
Suppose N < ¢*(1 — )*. Recall that d"(n) > Vol(n) o Then 1 > -7=. Hence, Vol(n) o >
Vol(n)l_i%1 = 1 Vol(n) [ |

L)) Vol(n) for all nodes n.

Corollary 4. d™(n) > 1 min(1, C(\/N

Now, we can provide a lower bound on the probability that a state in a trajectory will be reached after a given expansion.
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Our goal is to take a J-controllable trajectory and cover each state in a §-ball. Then we will find a lower bound on the
probability of reaching each of these balls in sequence. This will provide us with a high-probability bound on the time it will
take to reach the last ball in the sequence.

Lemma 8. Let M be an MDP with action space A, bounded state space S, and deterministic transition function T (8;, a;).
Let d 5 be the dimensionality of A. Let T be a d-controllable trajectory. Let Bs(7;) be the §-ball around T;, the i-th state in .

Then Bs(Ti41) will be reached by time N;11 with probability exp (—\Bg le(1 — y)aé%4 (24/Nit1 — 2\/Ni))

Proof. Bs(7;1+1) will be reached if we expand a node in Bs(7;) and then sample an action that takes us to Bs(7;41). At
timestep N > ¢?(1 — «)2, anode in Bs(s) has a probability of at least |B% |2 min (1, Lﬁ) of being expanded. Since T

is a d-controllable trajectory, we have a probability of at least 06?4 of sampling an action that takes the agent to a point in
Bs(7i41) if a node in Bs(7;) is sampled. Hence, we have a probability of at least

1 1-—
|B% |ogda 3 min (1, C<\/N’Y)>

of reaching the next ball in the sequence at each step. Observe that these samples are drawn independently, so the chance of
failing many times in a row is the product of the probability of failure at each time. Then, the probability of failing to reach
Bs(7;+1) by time N; 1 is less than or equal to

N1
1 1-—
H 1-— |Bg|a5dA 3 min (1, M)
t=N; \/%
We then have
Qas 1 c(1—7)
P(Bs(7;+1) not reached | Bs(;) reached) < H 1 — |Bs |06 = min <1, 7)
t=N; B 2 \/E
Niq1
1 . e(l— 7)))
<ex In(1—|Bs|06% = min (1, _—
<ow |3 (1- 184105 =
Nit1
1 . c(l—7)
<exp| - |Bs |64 =~ min (1, >
2 By (L
Nit1
1 c(1—7)
<exp | —|Bs|oda — min (1, )
o 2\

This summation is difficult to analyze, so we will instead bound it with an integral that is more tractable.

Observe that 0(21\;3) is non-increasing in ¢. Therefore we can apply the bound
Nit1

t—
We now attempt to simplify the right hand side. The min operation here produces 3 cases.

1. N; <Ni+1 <02(177)2
2. N; < C2(1 — 7)2 < Ni+1
3. 02(1 — ’y)2 < N; < Ni+1
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In the first case, flffvf“ min (17 C(l\/_;)) dt = flf]v_“’l 1dt = N;y1 — N;.

In the second case, we must first split the integral into portions covering t < c¢2(1 — )2 and t > c?(1 — v)?

Nig1 _ e (1-y)? Nit1 _
/ min <1, M) dt :/ 1dt+/ A=)y
N vt N -2 Vi

=1 —=79)? = Ni+c(1 =7)(v/Niz1 — V(1 —7)?)
=1 =9) = Ni+c(l =)/ Nig1 — (1 —7)?
=c(1 =)/ Niy1 — N;

. N,i . cll— Ni cll—
In the third case, [ min (1, (1\/57)) dt = [y %dt =c(l —9)(y/Nir1 — VN;).
We can simplify this solution to

min (Ni+1, c(l— fy)\/Ni_H) — min(N;, ¢(1 = 7)/N;) = min (t, e(l — ’y)\/i) \%?ﬂ

K2
Hence,

t=N;
= min (t, c(l — ,Y)\/E) ‘%zﬂ
We now see that
Ny c(1—7)
P(Bs(7;+1) not reached | Bs(;) reached) < exp —|Bg|06dA Z 3 min (17 7)

t=N; \/i
1 .
< exp (—2|B§|05dA min (t, c(l— ’y)\/l?) %“)

Now that we have a bound on the probability of reaching the next node within a fixed time frame, we will use this
to find a bound on the probability of traversing a sequence of points. In other words, we need an upper bound on
P(Bs(7;+1) not reached by time N). To achieve this, we will use the law of total probability, defining

P(Bs(7i+1) reached by time V)
Nit1

= Z P(Bs(7;41) reached by time N|Bs(;) reached at time t) P(Bs(7;) reached at time )
=0

However, we do not know the exact probability P(Bs(7;) reached at time ¢). Instead, we will show that if we have
a lower bound LB;(t) on the probability that 55(7;) has been reached by time ¢ such that lim_insoy LB;(t) = 1,
then we can define M; to be the PDF of this upper bound: M;(t) = LB;(t) — LB;(t — 1). We show that
Ziv;'gl P(Bs(7;+1) reached by time ¢)M; () is then a lower bound on P(Bs(7;4+1) reached by time N). This is true as
long as P(Bs(7;+1) reached by time ¢) is monotonically decreasing in ¢.

Lemma 9. Let A(x) with x € [0,00) be a function that integrates to 1. Let B(x) with x € [0,00) be a function
that integrates to 1. Suppose that for any k, fok B(z)dz < fok A(z)dz. Then if a function F(z) is non-negative and
non-decreasing, then fooo B(x)F(x)dx > fooo A(x)F(x)dz. Similarly, if F' is non-negative and non-increasing, then
fok B(z)F(z)dx < fok A(z)F(z)dz.
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Proof. Observe that [ B(z)F(z)dx > [° A(z)F(x)dx iff [[°(A(z) — B(z))F(z)dz < 0.

First, recall that for any k, fok B(z)dz < f(f A(z)dx. Then,

/0]c B(x)dx < /OI~€ A(z)dx
1- /Ok B(z)dx > 1— /0]C A(z)dx

/koo B(x)dx > /koo A(z)dx

0> /koo(A(x) — B(x))dx

Note that because F'(x) is non-negative and non-decreasing, F”(z) > 0 for all z.

We now introduce an additional integration variable. This will allow us to rearrange to the integral and make the proof easier.
Observe that F/(z) — F(0) = [ F’(y)dy Then,

/ " (A(2) - B(a)F(a)de = | " (Alx) — B@)( / " P y)dy — F(0))da
0 0 0

/0 (A(z) - B(x) / F/(y)dydz — F(0) / (A(z) - B())dx
/0 (A(gc)—B(a:))/O-F(y)dydx—F(O)/o A(m)d:c—i—F(O)/O B(z)dx
- / (A(x) - B(x) / F'(y)dydz — F(0)(1) + F(0)(1)

= /()OO(A(fc) — B(x)) /Ow F'(y)dydz
/OOO /OOC(A(QC) — B(x))F'(y)dydz

By Fubini’s theorem, we can then rearrange the integrals as follows
| @) = Banr@e = [ [ (@) - B@)F w)dyds
- [ [ 4@ - Ba)F wdedy
= [ e [ @A) - By

Observe that fyoo(A(:c) — B(z))dz < 0, and F'(y) > 0 for all y. Therefore, F’(y) fyoo(A(x) — B(xz))dz < 0 for all y.

It then follows that F”(y) f;c(A(:c) — B(z))dz < 0. By our earlier observation, this implies that [~ B(z)F(z)dz >

I A(z)F(x)da. [ ]

Theorem 4. Let T be a §-controllable trajectory, with states sg...sy,. Let da be the dimension of the action space. Let
Bs(7;) be the 6-ball around T, the i-th state in .

D0, 418 o394 (1) (VAT - Vi)

Then the probability that Bs(1;) will be reached after N expansions is lower-bounded by 1— Y0)

Proof. Note that the first state in the trajectory is the starting state sy, which is reached by the first time step.
Assuming that Bs(7;—1) was reached at time N;_1, Bs(7;) will be reached by time N; with probability 1 —
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exp (—|B5 |o6%4 min(t, c(1 — v)V/1) \NZ“) We can integrate over the time that Bs(7;_1) was reached to find a tight
bound L B;(N;) on the probability of reaching Bs(7;) by time IV;.

We aim to find a closed-form expression L B;(¢) for all 4, t. We do this by proof by induction. We show that there exists
LB;(N;) such that

P(Bs(;) reached by N;) > LB;(N;)
2. For N; < tg, LBZ(NZ) =0

Let tg = c2(1 — 7)2.

Since the first region is reached when the problem begins, it is clear that P(Bs(7;) reached by ¢) = 1 for all ¢ > 1. However,
we will find that it is more convenient to use the lower bound for the probability LBy (t) = 0 when ¢t < ¢o and LBy (t) = 1
when ¢ > t,. This trivially gives a lower bound for P(Bs(7;) reached by N1) > LB;(N;), where LBy (N1) = 0 for Ny <

toand LB1(N;) = 1—exp (f%\Bg |o6%4 min(t, c(1 — v)Vt) 1{\071) =1l—exp (ﬂl’j’% lo6d4c(1 —v)(v Ny — c(1 — ’y)))
for N1 > to.

Let C = |Ba |o6%4c(1 — 7). Let LB;(N;) = 0 for N; < to. Then P(Bs(7;) reached by N;) > LB;(N;) for N; < t..
For the rest of the derivation, we work under the assumption that N; > t.

Then
N;
P(Bs(t;) reached by N;) = Z P(Bs(7;) reached by N; | Bs(7;—1) reached at N;_1)P(Bs(7;—1) reached at N;_1)
N;_1=to
N;
> Z <l—exp< (v N; = \/Ni—1 )) (Bs(7i—1) reached at N;_1)
N;_1=to
N;
> Z (1 —exp (—C(\/NZ- /N;_ 1) (Bs(1i—1) reached at N;_1)
N;_1=to
> Z max (0,1 fexp( (VN; —v/Ni—1 )) (Bs(7i—1) reached at N;_1)
N;_1=to
2/ max (0,1—exp (—C(\/Ni v/ N;_1 )) (Bs(7i—1) reached at | N;_1 |)dN;_1
to

Observe that max (O, 1 —exp (fC’(\/Ni — +/N;_1 )) is non-negative and non-decreasing in N;_;. Additionally,
LB;—1 < P(Bs(r;—1)reached by N;_1). This means we can apply Lemma 9, using %(Ni_l) to bound
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P(Bs(7;—1) reached at | N;_1]).

( C \/i)) (Bs(7i—1) reached at | N;_1|)dN;—1
Z/Oomax(O,l—exp< C’ m)) ddLA?il i—1)dN;_1
> /tONi max (0,1 fexp( C \ﬁ \/i )) d;]\fl 11 (N;—1)dN; 1
1-— exp( \/> VN1 )) ddL]\fZ 11 (N;—1)dN;—4

(
Z/tNi (1—exp< C\/>) exp (C’\/ i1 )) djj\fz 11 Ni—1)dN;—1

We have then shown that LB;(N;) = 1 — exp (—Cv/N;) j; exp (Cy/Ni—1)) G 9LBiz1 (N, _1)dN;_; is a lower bound on

P(Bs(;) reached by N;) if LB;_1(N;_1) is a lower bound on P(B;(7;-1) reached by N;_1). However, we now see that
djj\?" (N;) is the more immediately useful term, because it is what appears in our bound. If we find dLB i (N;) for all N;, we

can use this recurrence relation to calculate a closed-form bound. With this in mind, we now solve for ddL]\][B .

dLB dLBz 1
N dN/ 1—exp —C+/N, )exp (C’\/ i1 )) N (Ni—1)dN; 4

dLB; dLB;

= IN_ 11 i) dN/ GXP —-C+/N, )eXP (C N;— 1) N 11 Ni_1)dN;_1
Ni dLB;_ 1 dLB;_ 1

dN dNL 1 z 1)sz 1~ ( C\/ >/to exp (C\/ i— 1) le | z 1)dN7, 1
B dLBi_l ‘ Cexp (-CVN;) dLB;_ LN, ‘
- dNi—l (Nz)_ 2\/* /to €xp (C\/ i— 1) dNZ | z—l)sz—l
—exp (—Cy/N, exp Cy/Ni_1) aLB;- 1 (Ni—1)dN;—_1

¢ dN dN;_1
_dLBi_y,,, ., Cexp (—C\/E) dLB;_ L
=N, (Nz)—m/to exp (C\/ i 1) AN, Ni_1)dN;_1

dLB
—exp( C+/N, )exp (C\/ 1) dNZ11 N;)
_ dLB; Cexp (—-CVN;) dLB;_ y dLB;_1
= dN,_, (Nz)_ 2\/]vl [:0 GXP(C\/ i— 1) dN,_; z—l)sz—l_ AN, (Nz—l)
_ Cexp (-CVN)) dLBiy
__2\/]71‘/750 exp (C\/ i 1) N, Ni_1)dN;_1
We now show by induction that the general solution to this is ‘{iL—A’gi = 0 for N; < tp and ‘ZL—]\% =

iy exp(—CVNG) YN for N; > to, forall i > 1.
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Base Case: Let i = 1 Recall that LB, (Ny) = 1 for all Ny > to, and LB1(N;) =1 — exp (—C(v/N1 — ¢(1 — 7))).

dLB;  Cexp (=C(vVNi —c(1—7)))

dN, 2V Ny
= QN_% exp <7C(\/J71* c(l - ’Y)))

' (VR - Vi
- WLV o (—oVN — et - )

Thus, df]\?‘ = %exp( CVN;)(N;)' = fori = 1.

Inductive case: By the inductive hypothesis,

Cexp(—Cy/Ni11) [N+t dLB;

C\/N;)dN,
2N ; N, exp(Cv/N;)
Cexp(—C+/Nis1) /Ni+1 Ct (VN; — o)~
2/ N " 5 1) POy \/N ex(C
_ G0N MO (N i
B 2y/Nit1 to 2(i —1)! V' N; ’
Cexp(—Cy/Nii1) ct ;NG
= (5 i(vNi—\/%)’ )
2y/Nip1 2(1_ (3
Cexp(—C+/N; L
= ) O N - V) )
2 Nl—‘rl
Cexp(—C+/N;
= +1) (VN; — Vi)' — )
2 Nz+1
Observe that 7 > 1, so 0z =0
C —C\/N; Nita dLB C -C i
exp(=Cy/Nit1) <p(Cr/NT)dN, exp(—C+/Nit1) \/— vy
2y/Nip1 to 2y/Nip1
C*l exp(—C+/N; ;
G LY “)(\FNi—\/Fo)
23! VvV Nip1

ci+1 ) (V/Nig1 — Vo)
= C ’L
eXp +1 \/m

Ci+1 /N, 1+1 \/*
= _7 exp(—C+/N;
2+ 1 -1 ) N
Thus, the solution holds for the inductive case. Hence, 5 ( ] exp( C+v/N, )7 is the solution for all 7 > 1.
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It follows that

N;
" dLB;
LB;(N; :/ LT
(N:) . dT

0

N; 7 _ i—1
- /t 2(0' exp(fC’\/f)MdT

i—1) VT
- oL N; (\/T—\/ti)ifl
_2(i—1)!/to xp(~OVT) =T

Here, we can make an interesting observation — this integral is in fact an incomplete Gamma function. Simplifying, we find
that

LB(N) = 553200 OWT = Vi) |
-7 1 i (~Ur G OWT = Vi) I
-7 e 31 (T6) TG C(VN: — Vi)
_,_TG.CWAT - Vi)
-1
__TG.CWAT - Vi)
()

Hence, P(B;(7;) reached by N;) > 1 — w

Observe that the form given is a Gamma distribution over the variable (/N7 — +/tg) with shape ¢ and rate C.

D. Experimental Details
D.1. Hardware

All experiments were performed on an Alienware-Aurora-R9 with an 8-core Intel 17-9700 CPU. Since tree operations were
the performance bottleneck, we did not use a graphics card for training.

D.2. Hyperparameters

AlphaZero and Volume-MCTS:
For all AlphaZero variants, we set A = m (equivalent to setting the exploration coefficient c to ﬁ for AlphaZero).
We chose this value due to an insight from our efficient exploration proof. The bound on time needed to reach new states

depends on v/ N — ¢(1 — ). Setting ¢ = ﬁ makes ¢(1 — ) = 1, which minimizes the bound on exploration time.

For the loss coefficients, we used ¢,y = 1
CKL — 10
CpA = 1.

All neural nets use MLPs with ReLU activations and 3 hidden layers of 256 each. Training uses the Adam optimizer with
the following hyperparameters
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Learning rate = 0.001

B1, B2 =10.9, 0.99]

Weight decay =0

e=1e-07

amsgrad: False

These hyperparameters were standard for the implementation our code was based on, and we did not change them.

We did not otherwise do any extensive hyperparameter search. As much as possible, we used the hyperparameter settings
from the existing implementation we were comparing to. These included the following hyperparameter values

SST:
Selection radius = 0.3
Witness radius = 0.16

POLY-HOOT:

HOO depth limit = 10
a=25

£E=10

1n=0.5

HER:

Replay k=4

Polyak averaging = 0.95
Entropy regularization = 0.01
Batch Size = 256

Batches per episode = 40

D.3. Setting seeds

For all experiments, we repeat these experiments with three random seeds. We report the average and two-standard deviation
confidence interval.

D.4. Data Collection

For all of the Maze environments, we performed 3 training runs, and gathered 10 samples from each. We report the mean
and 95% confidence interval for each method.

We found that the Quadcopter environment was significantly higher-variance, so we used more evaluations. Each method
was run 60 times. For all the planning methods, this time was spend purely on search instead of learning. We found that
planning was much more efficient per environmental interaction than learning, at least on the scale we evaluated for. For
each HER run, we initialized a new neural net, trained it for the stated number of environmental interactions, and then
evaluated it once.

D.5. Algorithm details

Beyond the algorithm described in the paper, there are a few problem-specific adaptations we make to the algorithms
we study in order to improve convergence on the navigation environments. Firstly, we assume that there exists a "stay
still" action in the action space that allows the agent to stay in the same state. This is important for two reasons. First,
Volume-MCTS and Open-Loop AlphaZero are both open-loop algorithms — they plan out a sequence of actions, and then
follow that sequence without replanning at future steps. If they run out of actions in that sequence before the episode ends,
the agent takes the "stay still" action until the episode ends. Since the agent always has access to this action, we also lower
bound the value estimate for every state as ﬁR(s) as the agent can always achieve this reward by just repeatedly selecting
the "stay still" action.

Data collection: AlphaZero only uses the root node of the tree for training. This works for closed-loop algorithms, because
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they run a search at each step of the episode, so they will perform searches with root nodes in every explored location.
However, for open-loop algorithms, the root node is always the state that the agent starts the episode in, which may be a
much more limited distribution. Therefore, we must use the entire search tree as learning data if we wish to train on data
from the whole space. We use data from every node that has at least 1 action to train.

Action selection: MCTS also typically selects the action that has been explored the most times to be executed by the agent.
MCTS as Regularized Policy Optimization instead chooses to calculate the optimal policy exactly and then samples from it
to take actions. For both methods, this is preferable to selecting the action with the highest value, because it encourages
exploration. However, as a open-loop algorithm, Volume-MCTS selects an action only after it has completed all its search
for the entire episode. The whole search tree can be built and stored for training before actions are executed. It never benefits
from selecting suboptimal or exploratory actions for execution, because selecting these actions never leads to different data
than it would get by taking the optimal action.

Instead, both Volume-MCTS and Open-Loop AlphaZero keep track of the maximum actual earned reward of each branch,
and always select the branch with the highest maximum value at the end of the episode.

D.6. Implementation

Our implementation draws on several existing codebases: an implementation of AlphaZero-Continuous
by Moerland et al. (2018), the pyOptimalMotionPlanning package developed by Kris Hauser
(https://github.com/krishauser/pyOptimalMotionPlanning). For HER, we draw on Tianhong Dai’s implementation
of HER (https://github.com/TianhongDai/hindsight-experience-replay) and the implementation from the authors of USHER
(https://github.com/schrammlb2/USHER _Implementation) (Schramm et al., 2022). Our POLY-HOOT implementation uses
the author’s implementation (https://github.com/xizeroplus/POLY-HOOT) (Mao et al., 2020).

D.7. Environment Details
D.7.1. MAZE

In this environment, the agent must navigate a maze to reach a goal. Episodes are 50 steps long. The reward function is 1 in
the goal region, and O at all other states. If an agent reaches the goal before the end of the episode, the episode ends and the
agent receives a reward of 1 for each remaining time step left in the episode.

We tested two sets of dynamics on the maze environment. Geometric dynamics are simple; the state space and action spaces
are both 2-dimensional, and s;y1 = S; + Vmaezar, Where s,y is the next state, s; is the current state, a; is the action, and
Umax 18 the maximum speed allowed by the environment. If this movement would cause the agent to collide with a wall,
instead the agent does not move (S;11 = S¢).

Dubins car dynamics are slightly more complicated. The state space has three dimensions: two position coordinates and one
rotation coordinate. The action space is two-dimensional. The agent selects a forward/backward speed and a turning angle,
which is bounded to give the agent a minimum turning radius. The dynamics are as follows: Let z, y be the car’s x and y
coordinates. Let 6 be the car’s rotation coordinate. Let vy, be the car’s maximum speed and ¢,,,,, be the car’s maximum
steering angle. Let ag be the first dimension of the action, controlling the car’s speed. Let a; be the second dimension of the
action, controlling the car’s steering.

Then the next state described by the variables x, y, 8 is found by numerically integrating the differential equation

de, . dy . . ag .
E(t) = ag Cos H(t)a(t) = agsin O(t) o (t)=a

from time ¢ to time ¢ + 1. The (¢t + 1), y(t + 1), 0(¢t + 1) found at the end of this numerican integration is the next state.

D.7.2. QUADCOPTER

The Quadcopter environment is taken from Sivaramakrishnan et al. (2023). In this environment, the agent must navigate a
quadcopter around a series of pillars to reach a goal. Episodes are 30 steps long. The reward function is 1 in the goal region,
and O at all other states. If an agent reaches the goal before the end of the episode, the episode ends and the agent receives
a reward of 1 for each remaining time step left in the episode. The dynamics of this environment are given by a Mujoco
simulation.
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D.8. Additional Experiments

In the experiments section, we reported that Volume-MCTS outperformed SST on reward, but not success rate. Here we
provide addition details on this finding.

Quadcopter 20.0 Quadcopter
—— AlphaZero —— AlphaZero
0791 — HER 1754 — HER
—— POLY-HOOT —— POLY-HOOT
0.6 4 —— SST 1504 — SST
—— Volume-MCTS " | — Volume-MCTS
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«
@ 0.4 10.0
o o
bS]
2
0.3 7.5
0.2 5.0 A
0.1 2.5
0.0 0.0 A
0 100 200 300 400 500 0 100 200 300 400 500
Environment Interactions Environment Interactions

(a) Success rate as a function of total environmental interactions  (b) Reward as a function of total environmental interactions

Figure 3. Reward and success rate on Quadcopter environment

Here, success is defined as reaching the goal within the 30-step episode. The goal state is treated as a s SST and Volume-
MCTS reach the goal roughly the same fraction of the time. However,
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