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Abstract

This paper introduces an approach to endow generative diffusion processes the
ability to satisfy and certify compliance with constraints and physical principles.
The proposed method recast the traditional sampling process of generative diffu-
sion models as a constrained optimization problem, steering the generated data
distribution to remain within a specified region to ensure adherence to the given
constraints. These capabilities are validated on applications featuring both convex
and challenging, non-convex, constraints as well as ordinary differential equations,
in domains spanning from synthesizing new materials with precise morphomet-
ric properties, generating physics-informed motion, optimizing paths in planning
scenarios, and human motion synthesis.

1 Introduction

Generative diffusion models excel at robustly synthesizing content from raw noise through a sequential
denoising process [[14} 24]. They have revolutionized high-fidelity creation of complex data, and
their applications have rapidly expanded beyond mere image synthesis, finding relevance in areas
such as engineering [29, 34], automation [3} [16], chemistry [1} [15], and medical analysis [2, |6].
However, although diffusion models excel at generating content that is coherent and aligns closely
with the original data distribution, their direct application in scenarios requiring stringent adherence to
predefined criteria poses significant challenges. Particularly the use of diffusion models in scientific
and engineering domains where the generated data needs to not only resemble real-world examples but
also rigorously comply with established specifications and physical laws remains an open challenge.

Given these limitations, one might consider training a diffusion model on a dataset that already
adheres to specific constraints. However, even with “feasible” training data, this approach does
not guarantee adherence to desired criteria due to the stochastic nature of the diffusion process.
Furthermore, there are frequent scenarios where the training data must be altered to generate outputs
that align with specific properties, potentially not present in the original data. This issue often leads
to a distribution shift further exacerbating the inability of generative models to produce “valid” data.
As we will show in a real-world experiment (§6.1), this challenge is particularly acute in scientific
and engineering domains, where training data is often sparse and confined to specific distributions,
yet the synthesized outputs are required to meet stringent properties or precise standards [29].

This paper addresses these challenges and introduces Projected Diffusion Models (PDM), a novel ap-
proach that recast the traditional sampling strategy in diffusion processes as a constrained-optimization
problem. This perspective allows us to apply traditional techniques from constraint optimization
to the sampling process. In this work, the problem is solved by iteratively projecting the diffusion
sampling process onto arbitrary constraint sets, ensuring that the generated data adheres strictly to
imposed constraints or physical principles. We provide theoretical support for PDM’s capability to
not only certify adherence to the constraints but also to optimize the generative model’s original
objective of replicating the true data distribution. This alignment is a significant advantage of PDM,
yielding state-of-the-art FID scores while maintaining strict compliance with the imposed constraints.
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Contributions. In summary, this paper makes the following key contributions: (1) It introduces
PDM, a new framework that augments diffusion-based synthesis with arbitrary constraints in order
to generate content with high fidelity that also adheres to the imposed specifications. The paper
elucidates the theoretical foundation that connects the reverse diffusion process to an optimization
problem, facilitating the direct incorporation of constraints into the reverse process of score-based
diffusion models. (2) Extensive experiments across various domains demonstrate PDM’s effectiveness.
These include adherence to morphometric properties in real-world material science experiments,
physics-informed motion governed by ordinary differential equations, trajectory optimization in
motion planning, and constrained human motion synthesis, showcasing PDM’s ability to produce
content that adheres to both complex constraints and physical principles. (3) We further show
that PDM is able to generate out-of-distribution samples that meet stringent constraints, even in
scenarios with extremely sparse training data and when the training data does not satisfy the required
constraints. (4) Finally, we provide a theoretical basis elucidating the ability of PDM to generate
highly accurate content while ensuring constraint compliance, underpinning the practical implications
of this approach.

2 Preliminaries: Diffusion models

Diffusion-based generative models [14}[24] expand a data distribution, whose samples are denoted x,
through a Markov chain parameterization {z;}._;, defining a Gaussian diffusion process p(xg) =

fp(il?T) HtT:I p(xs—1|xs)dey.7.

In the forward process, the data is incrementally perturbed towards a Gaussian distribution. This
process is represented by the transition kernel g(x:|xi—1) = N (x¢; /1 — Brxi—1, BeI) for some
0 < B¢ < 1, where the 3-schedule {3;}]_; is chosen so that the final distribution p(z7) is nearly
Gaussian. The diffusion time ¢ allows an analytical expression for variable x; represented by
Xt(xo, €) = /oo + /1 — e, where € ~ N(0, I) is a noise term, and oy = 1., (1 — B;). This
process is used to train a neural network ey (¢, t), called the denoiser, which implicitly approximates
the underlying data distribution by learning to remove noise added throughout the forward process.
The training objective minimizes the error between the actual noise € and the predicted noise
eg(xt(xo, €), t) via the loss function:

min E {e—e xo, ), t 2] .
0 t~[1,T], p(x0),N(€0,I) I o(xt(zo, €), 1) 6))

The reverse process uses the trained denoiser, €g (4, t), to convert random noise p(x) iteratively
into realistic data from distribution p(x(). Practically, ¢y predicts a single step in the denoising
process that can be used during sampling to reverse the diffusion process by approximating the
transition p(x;_1|x;) at each step ¢.

Score-based models [25] 26]], while also operating on the principle of gradually adding and removing
noise, focus on directly modeling the gradient (score) of the log probability of the data distribution at
various noise levels. The score function V, log p(x;) identifies the direction and magnitude of the
greatest increase in data density at each noise level. The training aims to optimize a neural network
sg(x¢, t) to approximate this score function, minimizing the difference between the estimated and
true scores of the perturbed data:

min E (1= ) [lIso(w1) = Var, loga(ai|zo) ] @)

0 t~[1,T],p(x0),q(zt|z0)
where g(x¢|xo) = N (z4; /arxo, (1 — ap)I) defines a distribution of perturbed data x;, generated

from the training data, which becomes increasingly noisy as ¢ approach 7T'. This paper considers
score-based models.

3 Related work and limitations

While diffusion models are highly effective in producing content that closely mirrors the original
data distribution, the stochastic nature of their outputs act as an impediment when specifications or
constraints need to be imposed on the generated outputs. In an attempt to address this issue, two main
approaches could be adopted: (1) model conditioning and (2) post-processing corrections.



Model conditioning [[13] aims to control generation by augmenting the diffusion process via a
conditioning variable ¢ to transform the denoising process via classifier-free guidance:

€6 déf A X eg(wt,t,C) + (1 - >\) X eﬂ(wtvta J—)a

where A € (0, 1) is the guidance scale and L is a null vector representing non-conditioning. These
methods have been shown effective in capturing properties of physical design [29], positional
awareness [3]], and motion dynamics [32]. However, while conditioning may be effective to influence
the generation process, it lacks the rigor to ensure adherence to specific constraints. This results
in generated outputs that, despite being plausible, may not be accurate or reliable. Figure [T (red
colors) illustrates this issue on a physics-informed motion experiment (detailed in §6.4). The figure
reports the distance of the model outputs to feasible solutions, showcasing the constraint violations
identified in a conditional model’s outputs. Notably, the model, conditioned on labels corresponding
to positional constraints, fails to generate outputs that adhere to these constraints, resulting in outputs

that lack meaningful physical interpretation. Convergence to Feasible Subdistribution

Additionally, conditioning in diffusion models often re- PDM

quires training supplementary classification and regression Conditional Model
models, a process fraught with its own set of challenges.

This approach demands the acquisition of extra labeled %
data, which can be impractical or unfeasible in specific sce-
narios. For instance, our experimental analysis will demon-
strate a situation in material science discovery where the
target property is well-defined, but the original data dis-
tribution fails to embody this property. This scenario is . s R R o
common in scientific applications, where data may not Time Step

naturally align with desired outcomes or properties [19].
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Figure 1: Sampling steps failing to converge
Post-processing correction. An alternative approach in- to feasible solutions in conditional models
volves applying post-processing steps to correct deviations ~(f¢d) while minimizing the constraint diver-
from desired constraints in the generated samples. This &ence to 0 under PDM (blue).

correction is typically implemented in the last noise removal stage, s¢(x1, 1). Some approaches have
augmented this process to use optimization solvers to impose constraints on synthesized samples
(10,19} 21]. However these approaches present two main limitations. First, their objective does
not align with optimizing the score function. This inherently positions the diffusion model’s role as
ancillary, with the final synthesized data often resulting in a significant divergence from the learned
(and original) data distributions, as we will demonstrate in §[§ Second, these methods are reliant
on a limited and problem specific class of objectives and constraints, such as specific trajectory
“constraints” or shortest path objectives which can be integrated as a post-processing step L0, 21].

Other methods. Some methods explored modifying either diffusion training or inference to adhere
to desired properties. For instance, the methods in [9] and [17], support simple linear or convex
sets, respectively. Similarly, Fishman et al. [7, 18] focus on predictive tasks within convex polytope,
which are however confined to approximations by simple geometries like L2-balls. While important
contributions, these approaches prove insufficient for the complex constraints present in many real-
world tasks. Conversely, in the domain of image sampling, Lou and Ermon [18] and Saharia et al.
[23]] introduce methods like reflections and clipping to control numerical errors and maintain pixel
values within the standard [0,255] range during the reverse diffusion process. These techniques, while
enhancing sampling accuracy, do not address broader constraint satisfaction challenges.

To overcome these gaps and handle arbitrary constraints, our approach casts the reverse diffusion
process to a constraint optimization problem that is then solved throught repeated projection steps.

4 Constrained generative diffusion

This section establishes a theoretical framework that connects the reverse diffusion process as an
optimization problem. This perspective facilitates the incorporation of constraints directly into the
process, resulting in the constrained optimization formulation presented in Equation (6).

The application of the reverse diffusion process of score-based models is characterized by iteratively
transforming the initial noisy samples 7 back to a data sample x( following the learned data
distribution g(x(). This transformation is achieved by iteratively updating the sample using the



estimated score function V4, log g(z¢|2¢), where g(x;|zo) is the data distribution at time ¢. At each
time step ¢, starting from 7, the process performs M iterations of Stochastic Gradient Langevin
Dynamics (SGLD) [130]:

$i+1 = wé + lytvm; IOg q(a:ﬂwo) + 2’7t67 (3)

where € is standard normal, ; > 0 is the step size, and V; log q(xi|zo) is approximated by the
learned score function sg(x, t).

4.1 Casting the reverse process as an optimization problem

First note that SGLD is derived from discretizing the continuous-time Langevin dynamics, which are
governed by the stochastic differential equation:

dX (t) = Vlog (X (t)) dt + V2 dB(t), 4)

where B(t) is standard Brownian motion. Under appropriate conditions, the stationary distribution
of this process is g(x) [22]], implying that samples generated by Langevin dynamics will, over time,
be distributed according to ¢(x;). In practice, these dynamics are simulated using a discrete-time
approximation, leading to the SGLD update in Equation (3. Therein the noise term 1/27; € allows
the algorithm to explore the probability landscape and avoid becoming trapped in local maxima.

Next notice that, as detailed in [30, 31], under some regularity conditions this iterative SGLD

algorithm converges toward a stationary point, bounded by g%jx* log(1/€), where, o represents
the variance schedule, A* denotes the uniform spectral gap of the Langevin diffusion, and d is the
dimensionality of the problem. Thus, as the reverse diffusion process progresses towards 7' — 0, and
the variance schedule decreases, the stochastic component becomes negligible, and SGLD transitions
toward deterministic gradient ascent on log g(«;). In the limit of vanishing noise, the update rule
simplifies to:

eyt = @)+ 7 Ve log a(w|wo), ®)
which is standard gradient ascent aiming to maximize log ¢(x;). This allow us to view the reverse
diffusion process as an optimization problem minimizing the negative log-likelihood of the data
distribution ¢(x;|xo) at each time step t.

In traditional score-based models, at any point throughout the reverse process, x; is unconstrained.
When these samples are required to satisfy some constraints, the objective remains unchanged, but the
solution to this optimization must fall within a feasible region C, and thus the optimization problem
formulation becomes:

minimize Z —log q(x¢|x0) (62)
BLo®L o g
st. xp,...,xo € C. (6b)

Operationally, the negative log likelihood is minimized at each step of the reverse Markov chain, as
the process transitions from x to . In this regard, and importantly, the objective of the PDM’s
reverse sampling process is aligned with that of traditional score-based diffusion models.

4.2 Constrained guidance through iterative projections

The score network sg (x4, t) directly estimates the first-order derivatives of Equation (6a), providing
the necessary gradients for iterative gradient-based updates defined in Equation (3). In the presence of
constraints (6b)), however, an alternative iterative method is necessary to guarantee feasibility. PDM
models a projected guidance approach to provide this constraint-aware optimization process.

First, we define the projection operator, Pc, as a constrained optimization problem,

Pc(x) = argmin ||y — zc||§, @)
yeC

that finds the nearest feasible point to the input . The cost of the projection ||y — x||3 represents the
distance between the closest feasible point and the original input.



To retain feasibility through an application of the projection operator after each update step, the paper
defines projected diffusion model sampling step as

zt = Pe (mi + 7V log (@ |a0) + 2%6) : (8)

where C is the set of constraints and Pc is a projection onto C. Hence, iteratively throughout the
Markov chain, a gradient step is taken to minimize the objective defined by Equation while ensur-
ing feasibility. Convergence is guaranteed for convex constraints sets [20] and empirical evidence in
§6]showcases the applicability of this methods to arbitrary constraint sets. Importantly, the projection
operators can be warm-started during the repeated

sampling step providing a piratical solution even  Algorithm 1: PDM

for hard non-convex constrained regions. The full Y 0, 071)
sampling process is detailed in Algorithm T ™ 0T
pnep £ L 2 fort=Tto1ldo

By incorporating constraints throughout the sam- 3 Yt 9t/202
pling process, the interim learned distributions are 4 fori = 1to M do
steered to comply with these specifications. This s e ~N(0,1);
is empirically evident from the pattern in Figure i-1 4
. . . g % Se* (:L't 9 )
(blue curves): remarkably, the constraint viola- P i1 5
tions decrease with each addition of estimated © x; = Po(x] + g + v2v€)
gradients and noise and approaches 0-violation as 7 96?_1 . ml{V[

t nears zero. This trend not only minimizes the

0
impact but also reduces the optimality cost of pro- 8 return x,

Jections applied in the later stages of the reverse

process. We provide theoretical rationale for the effectiveness of this approach in §5 and conclude
this section by noting that this approach can be clearly distinguished from other methods which
use a diffusion model’s sampling process to generate starting points for a constrained optimization
algorithm [10}21]. Instead, PDM leverages minimization of negative log likelihood as the primary
objective of the sampling algorithm akin to standard unconstrained sampling procedures. This strategy
offers a key advantage: the probability of generating a sample that conforms to the data distribution
is optimized directly, rather than an external objective, while simultaneously imposing verifiable
constraints. In contrast, existing baselines often neglect the conformity to the data distribution, which,
as we will show in the next section, can lead to a deviation from the learned distribution and an
overemphasis on external objectives for solution generation, resulting in significant divergence from
the data distribution, reflected by high FID scores.

5 Effectiveness of PDM: A theoretical justification

Next, we theoretically justify the use of iterative projections to guide the sample to the constrained
distribution. The analysis assumes that the feasible region C' is a convex set. All proofs are reported
in the Appendix. We start by defining the update step.

Definition 5.1. The operator U/ defines a single update step for the sampling process as,
L{(wi) = 3’33 + ’Ytse(wi,t) + \/27;€. )

The next result establishes a convergence criteria on the proximity to the optimum, where for each
time step ¢ there exists a minimum value of ¢ = I such that,

3 st @] + 7V, loga(allwo)) | < ol (10)

where p; is the closest point to the global optimum that can be reached via a single gradient step from
any point in C.

Theorem 5.2. Let Pc be a projection onto C, x be the sample at time step t and iteration 3, and
‘Error’ be the cost of the projection . Assume V 5, log p(ixt) is convex. For any i > 1,

E [Eror(U(a}), C)] > E [Error(U(Po (), O)] (an

The proof for Theorem [5.2 is reported in §H. This result suggests that PDM’s projection steps ensure
the resulting samples adhere more closely to the constraints as compared to samples generated



through traditional, unprojected methods. Together with the next results, it will allow us to show that
PDM samples converge to the point of maximum likelihood that also satisfy the imposed constraints.

The theoretical insight provided by Theorem 5.2 provides an explanation for the observed discrepancy
between the constraint violations induced by the conditional model and PDM, as in Figure]

Corollary 5.3. For arbitrary small £ > 0, there exist t and © > I such that:

Error(U(Pc(zl)),C) < &.

The above result uses the fact that the step size ~y; is strictly decreasing and converges to zero, given
sufficiently large 7', and that the size of each update step U/ decreases with ;. As the step size
shrinks, the gradients and noise reduce in size. Hence, Error(U(Pc(xt)) approaches zero with ¢, as
illustrated in Figure[I] (right). This diminishing error implies that the projections gradually steer the
sample into the feasible subdistribution of p(x), effectively aligning with the specified constraints.

Feasibility guarantees. PDM provides feasibility guarantees when solving convex constraints.
This assurance is integral in sensitive settings, such as material analysis (Section [6.1)), plausible
motion synthesis (Section[6.2), and physics-based simulations (Section[6.4), where strict adherence
to the constraint set is necessary.

Corollary 5.4. PDM provides feasibility guarantees for convex constraint sets, for arbitrary density
Sfunctions V 5, log p(x4).

6 Experiments

We compare PDM against three methodologies, each employing state-of-the-art specialized methods
tailored to the various applications tested:: (1) Conditional diffusion models (Cond) [13]] are the state-
of-the-art methods for generative sampling subject to a series of specifications. While conditional
diffusion models offer a way to guide the generation process towards satisfying certain constraints,
they do not provide compliance guarantees. (2) To encourage constraints satisfaction, we additionally
compare to conditional models with a post-processing projection step (Cond ™), emulating the post-
processing approaches of [10,21]] in various domains presented next. Finally, (3) we use a score-based
model identical to our implementation but with a single post-processing projection operation (Post™)
performed at the last sampling step. Additional details are provided in

The performance of these models are evaluated by the feasibility and accuracy of the generated
samples. Feasibility is assessed by the degree and rate at which constraints are satisfied, expressly,
the percentage of samples which satisfy the constraints with a given error tolerance. Accuracy is
measured by the FID score, a standard metric in synthetic sample evaluation. To demonstrate the
broad applicability of our approach, our experimental settings have been selected to exhibit:

1. Behavior in low data regimes and with original distribution violating constraints (§6.1), as part of
a real-world material science experiment.

2. Behavior on 3-dimensional sequence generation with physical constraints (§6.2).

3. Behavior on complex non-convex constraints (§6.3).

4. Behavior on ODEs and under constraints outside the training distribution. (§6.4).

6.1 Constrained materials (low data regimes and constraint-violating distributions)

The first setting focuses on a real-world application in material science, conducted as part of an
experiment to expedite the discovery of structure-property linkages (please see for extensive
additional details). From a sparse, uniform collection of microstructure materials, we aim to generate
new structures with desired, previously unobserved porosity levels.

There are two key challenges in this setting: (1) Data sparsity: A critical factor in this setting is the
cost of producing training data. Our dataset, obtained from the authors of [3]], consists of 64 x 64
image patches subsampled from a 3, 000 x 3, 000 pixel microscopic image, with pixel values scaled
to [—1,1]. These patches are upscaled to 256 x 256 for model training. (2) Out-of-distribution
constraints: Constraints on the generated material’s porosity, defined by pixels below a threshold
representing damage, are far from those observed in the original dataset.
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Previous work demonstrated the use of conditional GANSs [53, [11]] to material generation, but these
studies failed to impose verifiable constraints on desired properties. To establish a conditional
baseline (denoted as Cond), we implement a conditional diffusion model, following the state-of-
the-art approach by Chun et al. [5]], conditioning the sampling on porosity measurements. Figure[2
reports the constraint violations achieved by this model. The plot depicts the frequency of constraint
satisfaction (y-axis) as a function of the error tolerance (x-axis), in percentage. Observe that this
state-of-the-art model struggles to adhere to the imposed constraints.

In contrast, PDM ensures both exact constraint satisfaction and identical image quality to the
conditional model, which is significant given the complexity of the original data distribution. Figure[3]
visualizes the outputs and FID scores obtained by our proposed model compared to various baselines.
The constraint correction step applied by Post™ and Cond™ leads to a noticeable decrease in image
quality, evident both visually and in the FID scores, rendering the generated images unsuitable for this
application context. Additionally, we find that PDM outperforms Cond in generating microstructures
that resemble those in the ground truth data (see §E.1)). These results are significant: the ability to
precisely control morphological parameters in synthetic microstructures has broad impact in material
synthesis, addressing critical challenges in data collection and property specification.

6.2 3D human meotion (dynamic motion and physical principles)

Next we focus on dynamic motion generation adhering to strict physical principles using the challeng-
ing HumanML3D dataset [12]]. This benchmark employs three-dimensional figures across a fourth
dimension of time to simulate motion. Thus, the main challenges here are generating 3D figures
(1) including a temporal component, while (2) ensuring they neither penetrate the floor nor
float in the air, as proposed by Yuan et al. [32]]. Previous studies have seen physical law violations
in motion diffusion models, with none achieving zero-tolerance results [32]. We next demonstrate
PDM’s capability to overcome these limitations.

First, we remark that previous approaches, such as [32]], relies on a computationally demanding
physics simulators to transform diffusion model predictions into “physically-plausible” actions,
using a motion imitation policy trained via proximal policy optimization. This simulator is crucial
to produce realistic results and dramatically alters the diffusion model’s outputs. In contrast, and
remarkably, PDM does not require such a simulator. and inherently satisfies the non-penetration and
non-floating constraints without external assistance, showing zero violations. For comparison, the
best outcomes reported in [32] ranged from 0.918 to 0.998 for penetration violations and 2.601 to
3.173 for floating violations (see §E.2|for more details).

Additionally, to more accurately assess the abilities of a diffusion model in the absences of physics
simulator, we evaluate a conditional model with the same architecture as the PDM model, adapted
from MotionDiffuse [33]. Results visualized in Figure @] demonstrate that PDM achieves outputs on
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Figure 4: PDM (left, FID: 0.71) and conditional (Cond) (right, FID: 0.63) generation.

par with state-of-the-art FID scores. Additionally, the use of projections here is guaranteed to provide
exact constraint satisfaction, as we will elaborate further in

6.3 Constrained trajectories (nonconvex constraints)

The next experiment showcase the ability of PDM to handle nonconvex constraints. Path planning is a
classic optimization problem which is integral to finding smooth, collision-free paths in autonomous
systems. This setting consists of minimizing the path length while avoiding path intersection with
various obstacles in a given topography. Recent research has demonstrated the use of diffusion
models for these motion planning objectives [3]. In this task, the diffusion model predicts a series
of points, pg, p1, . -.,pnN, Where each pair of consecutive points represents a line segment. The
start and end points for this path are determined pseudo-randomly for each problem instance, with
the topography remaining constant across different instances. Additionally, the problem presents
obstacles at inference time (shown in red on Figure[5), that were not present during training, rendering
a portion of the training data infeasible, and thus testing the generalization of these methods. The
performance is evaluated on two sets of maps adapted from [Carvalho et al.| shown in Figure[5] The
main challenge in this setting is the non-convex nature of the contraints.

To circumvent the challenge of guaranteeing collision-free paths, previous methods have relied on
sampling large batches of trajectories, selecting a feasible solution if available [3]. We use the
state-of-the-art Motion Planning Diffusion [3] as a conditional model baseline for this experiment and
the associated datasets to train each of the models. For the Cond™ model, we emulate the approach
proposed by Power et al. [21]], using the conditional diffusion model to generate initial points for
an optimization solver. In this setting, the projection operator used by PDM is non-convex, and the
implementation uses an interior point method [28]. While the feasible region is non-convex, our
approach never report unfeasible solutions as the distance from the learned distribution decreases,
unlike other methods. In contrast, using the same method for a single post-processing projection
(Post™) does not enhance the feasibility of solutions compared to the unconstrained conditional
model (Cond), highlighting the limitations of these single corrections in managing local infeasibilities.
These observations are consistent with the analysis of Figure[T]

Figure [5] visually demonstrates that PDM can identify a feasible path with just a single sample. This
capability marks a significant advance over existing state-of-the-art motion planning methods with
diffusion models, as it eliminates the necessity of multiple inference attempts, which greatly affects
the efficiency in generating feasible solutions. The experimental results (Table[6) demonstrate the
effectiveness of PDM in handling complex, non-convex constraints in terms of success percentage for
single trajectories generated (top) and path length (bottom). Notices how, both the Cond and Cond™

PDM Cond (MPD) 3] Cond™

Tpl 100.0 + 0.0 77.1 £29.2 77.1 £29.2

Tp2 100.0 + 0.0 533 £35.7 533 £35.7

Tpl 221+0.26 2.08 £0.51 2.08 £0.51

PL Tp2 2.05+0.17 2.09 £0.31 2.09 £ 0.31

Figure 6: Constrained trajectories evaluation on suc-
cess percentage (S) for a single run (higher the better,
top) and path length, PL, (lower the better, bottom).

Figure 5: Constrained trajecotires synthetized by PDM
on two topographies (Tpl, left and Tp2, right).
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models fall short in finding feasible trajectories, taking shortcuts resulting in collisions. At the same
time, notice how all methods find comparable path length within the reported error tolerances. These
results are significant: they show that PDM can not only handle complex, non-convex constraints, but
also produce results that are on par with state-of-the-art models in solution optimality.

6.4 Physics-informed motion (ODEs and out-of-distribution constraints)

Finally, we show the applicability of PDM in generating video frames adhering to physical principles.
In this task, the goal is to generate frames depicting an object accelerating due to gravity. The object’s
position in a given frame is governed by

6’075 0 0
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where p is the object position, v is the velocity, and ¢ is the frame number. This positional information
can be directly integrated into the constraint set of PDM, with constraint violations quantified by the
pixel distance from their true position. In our experiment, the training data is based solely on earth’s
gravity and we test the model to simulate gravitational forces from the moon and other planets, in
addition to earth. Thus there are two challenges in this setting (1) satifying ODEs describing our
physical principle and (2) generalize to out-of-distribution constraints.

Figure|[7 (left) shows randomly selected generated samples, with ground-truth images provided for
reference. The subsequent rows display outputs from PDM, post-processing projection (Post), and
conditional post-processing (Cond™). For this setting, we used a state-of-the-art masked conditional
video diffusion model, following Voleti et al. [27]. Samples generated by conditional diffusion
models are not directly shown in the figure, as the white object outline in the Cond™* frames shows
where the Cond model originally positioned the object. Notice that, without constraint projections,
the score-based generative model produce samples that align with the original data arbitrarily place
the object within the frame (white ball outlines in the 3rd column). Post-processing repositions the
object accurately but significantly reduces image quality. Similarly, Cond* shows inaccuracies in the
conditional model’s object positioning, as indicated by the white outline in the 4th column. These
deviations from the desired constraints are quantitatively shown in Figure 8 (light red bars), which
depicts the proportion of samples adhering to the object’s behavior constraints across varying error
tolerance levels. Notably, this approach fails to produce any viable sample within a zero-tolerance
error margin. In contrast, PDM generates frames that exactly satisfy the positional constraints, with
FID scores comparable to those of Cond. Using the model proposed by Song et al. [26] further
narrows this gap (see §D).

Next, Figure[7](right) shows the behavior of the models in settings where the training data does not
include any feasible data points. Here we adjust the governing equation to reflect the moon’s
gravitational pull. Remarkably, PDM not only synthesizes high-quality images but also ensures no
constraint violations (0O-tolerance). This stands in contrasts to other methods, that show increased



constraint violations in out-of-distribution contexts, as shown by the dark red bars in Figure[§| PDM
can be adapted to handle complex governing equations using ODEs and can be guarantee satisfaction
of out-of-distribution constraints with no decrease in sample quality.

7 Discussion and limitations

In many scientific and engineering domains and safety-critical applications, constraint satisfaction
guarantees are a critical requirement. It is however important to acknowledge the existence of an
inherent trade-off, particularly in computational overhead. In applications where inference time is a
critical factor, it may be practical to adjust the time step ¢ at which iterative projections begin, which
guides a trade-off between the FID score associated with the starting point of iterative projections
and the computational cost of projecting throughout the remaining iterations (§F). Other avenues to
improve efficiency also exists, from the adoption of specialized solvers within the application domain
of interest to the adoption of warm-start strategies for iterative solvers. The latter, in particular, relies
exploiting solutions computed in previous iterations of the sampling step and was found to be a
practical strategy to substantially decrease the projections overhead.

We also note the absence of constraints in the forward process. As illustrated empirically, it is
unnecessary for the training data to contain any feasible points. We hold that this not only applies to
the final distribution but to the interim distributions as well. Furthermore, by projecting perturbed
samples, the cost of the projection results in divergence from the distribution that is being learned.
Hence, we conjecture that incorporating constraints into the forward process will not only increase
computational cost of model training but also decrease the FID scores of the generated samples.

Finally, while this study provides a framework for imposing constraints on diffusion models, the
representation of complex constraints for multi-task large scale models remains an open challenge.
This paper motivates future work for adapting optimization techniques to such settings, where
constraints ensuring accuracy in task completion and safety in model outputs bear transformative
potential to broaden the application of generative models in many scientific and engineering fields.

8 Conclusions

This paper was motivated by a significant challenge in the application of diffusion models in contexts
requiring strict adherence to constraints and physical principles. It presented Projected Diffusion
Models (PDM), an approach that recasts the score-based diffusion sampling process as a constrained
optimization process that can be solved via the application of repeated projections. Experiments
in domains ranging from physical-informed motion for video generation governed by ordinary
differentiable equations, trajectory optimization in motion planning, and adherence to morphometric
properties in generative material science processes illustrate the ability of PDM to generate content
of high-fidelity that also adheres to complex non-convex constraints as well as physical principles.
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A Broader impacts

The development of Projected Diffusion Models (PDM) may significantly enhance the application of
diffusion models in fields requiring strict adherence to specific constraints and physical principles.
The proposed method enables the generation of high-fidelity content that not only resembles real-
world data but also complies with complex constraints, including non-convex and physical-based
specifications. PDM’s ability to handle diverse and challenging constraints in scientific and engineer-
ing domains, particularly in low data environments, may potentially lead to accelerating innovation
and discovery in various fields.

B Expanded related work

Diffusion models with soft constraint conditioning. Variations of conditional diffusion models [[13]]
serve as useful tools for controlling task specific outputs from generative models. These methods
have demonstrated the capacity capture properties of physical design [29]], positional awareness [3]],
and motion dynamics [32] through augmentation of these models. The properties imposed in these
architectures can be viewed as soft constraints, with stochastic model outputs violating these loosely
imposed boundaries.

Post-processing optimization. In settings where hard constraints are needed to provide meaningful
samples, diffusion model outputs have been used as starting points for a constrained optimization
algorithm. This has been explored in non-convex settings, where the starting point plays an important
role in whether the optimization solver will converge to a feasible solution [21]]. Other approaches
have augmented the diffusion model training objective to encourage the sampling process to emulate
an optimization algorithm, framing the post-processing steps as an extension of the model [10, [19]].
However, an existing challenge in these approaches is the reliance on an easily expressible objective,
making these approaches effective in a limited set of problems (such as the constrained trajectory
experiment) while not applicable for the majority of generative tasks.

Hard constraints for generative models. Frerix et al. [9] proposed an approach for implementing
hard constraints on the outputs of autoencoders. This was achieved through scaling the generated
outputs in such a way that feasibility was enforced, but the approach is to limited simple linear
constraints. [[17]] proposed an approach to imposing constraints using “mirror mappings” with
applicability exclusively to common, convex constraint sets. Due to the complexity of the constraints
imposed in this paper, neither of these methods were applicable to the constraint sets explored in
any of the experiments. Alternatively, work by [Fishman et al. [2023, 2024] broadens the classes
of constraints that can be represented but fails to demonstrate the applicability of their approach to
a empirical settings similar to ours, utilizing an MLP architecture for trivial predictive tasks with
constraints sets that can be represented by convex polytopes. We contrast such approaches to our
work, noting that this prior work is limited to constraint sets that can be approximated by simple
neighborhoods, such as an L2-ball, simplex, or polytope, whereas PDM can handle constraint sets of
arbitrary complexity.

Sampling process augmentation. Motivated by the compounding of numerical error throughout
the reverse diffusion process, prior work has proposed inference time operations to bound the pixel
values of an image dynamically while sampling [18| 23]]. Proposed methodologies have either applied
reflections or simple clipping operations during the sampling process, preventing the generated image
from significantly deviating from the [0,255] pixel space. Such approaches augment the sampling
process in a way that mirrors our work, but these methods are solely applicable to mitigating sample
drift and do not intersect our work in general constraint satisfaction.

C Experimental settings

In the following section, further details are provided as to the implementations of the experimental
settings used in this paper.
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Figure 9: Porosity constrained microstructure visualization at varying of the imposed porosity constraint amounts
(expanded from Figure .

C.1 Constrained materials

Microstructures are pivotal in determining material properties. Current practice relies on physics-
based simulations conducted upon imaged microstructures to quantify intricate structure-property
linkages [4]. However, acquiring real material microstructure images is both costly and time-
consuming, lacking control over attributes like porosity, crystal sizes, and volume fraction, thus
necessitating “cut-and-try” experiments. Hence, the capability to generate realistic synthetic material
microstructures with controlled morphological parameters can significantly expedite the discovery of
structure-property linkages.

Previous work has shown that conditional generative adversarial networks (GAN) [11]] can be used
for this end [}, but these studies have been unable to impose verifiable constraints on the satisfaction
of these desired properties. To provide a conditional baseline, we implement a conditional DDPM
modeled after the conditional GAN used by Chun et al. [5]] with porosity measurements used to
condition the sampling.

Projections. The porosity of an image is represented by the number of pixels in the image which
are classified as damaged regions of the microstructure. Provided that the image pixel intensities are
scaled to [-1, 1], a threshold is set at zero, with pixel intensities below this threshold being classified
as damage regions. To project, we implement a top-k algorithm that leaves the lowest and highest
intensity pixels unchanged, while adjusting the pixels nearest to the threshold such that the total
number of pixels below the threshold precisely satisfies the constraint.

Conditioning. The conditional baseline is conditioned on the porosity values of the training samples.
The implementation of this model is as described by [Ho and Salimans.
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Figure 10: Sequential stages of the physics-informed models for in-distribution (Earth) and out-of-distribution
(Moon) constraint imposition (expanded from Figure m)

Original training data. We include samples from the original training data to visually illustrate
how closely our results perform compared to the real images. As the specific porosities we tested on
are not adhered to in the dataset, we illustrate this here as opposed to in the body of the text.

We observe that only the Conditional model and PDM synthesize images that visually adhere to the
distribution, while post-processing methods do not provide adequate results for this complex setting.

C.2 3D human motion

Projections. The penetration and floatation constraints can be handled by ensuring that the lowest
point on the z-axis is equal to the floor height. Additionally, to control the realism of the generated
figures, we impose equality constraints on the size of various body parts, including the lengths of the
torso and appendages. These constraints can be implemented directly through projection operators.

Conditioning. The model is directly conditioned on text captions from the HumanML3D dataset.
The implementation is as described in [33].

C.3 Constrained trajectories

Projections. For this experiment, we represent constraints such that the predicted path avoids
intersecting the obstacles present in the topography. These are parameterized to a non-convex
interior point method solver. For circular obstacles, this can be represented by a minimum distance
requirement, the circle radius, imposed on the nearest point to the center falling on a line between
pn and p,, 1. These constraints are imposed for all line segments. We adapt a similar approach for
non-circular obstacles by composing these of multiple circular constraints, hence, avoiding over-
constraining the problem. More customized constraints could be implement to better represent the
feasible region, likely resulting in shorter path lengths, but these were not explored for this paper.

Conditioning. The positioning of the obstacles in the topography are passed into the model as a
vector when conditioning the model for sampling. Further details can be found the work presented by
Carvalho et al., from which this baseline was directly adapted.
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C.4 Physics-informed motion

The dataset is generated with object starting points sampled uniformly in the interval [0, 63]. For
each data point, six frames are included with the position changing as defined in Equation [I2]and the
initial velocity vy = 0. Pixel values are scaled to [-1, 1]. The diffusion models are trained on 1000
points with a 90/10 train/test split.

Projections. Projecting onto positional constraints requires a two-step process. First, the current
position of the object is identified and all the pixels that make up the object are set to the highest pixel
intensity (white), removing the object from the original position. The set of pixel indices representing
the original object structure are stored for the subsequent step. Next, the object is moved to the
correct position, as computed by the constraints, as each pixel from the original structure is placed
onto the center point of the true position. Hence, when the frame is feasible prior to the projection,
the image is returned unchanged, which is consistent with the definition of a projection.

Conditioning. For this setting, the conditional video diffusion model takes two ground truth frames
as inputs, from which it infers the trajectory of the object and the starting position. The model
architecture is otherwise as specified by |Voleti et al..

D PDM for score-based generative modeling through stochastic differential
equations

D.1 Algorithms

While the majority of our analysis focused on the developing these techniques to the sampling
architecture proposed for Noise Conditioned Score Networks [25]], this approach can directly be
adapted to the diffusion model variant Score-Based Generative Modeling with Stochastic Differential
Equations proposed by |[Song et al.| Although our observations suggested that optimizing across a
continuum of distributions resulted in less stability in diverse experimental settings, we find that this
method is still effective in producing high-quality constrained samples in others.

We included an updated version of Algorithm [I]adapted to these architectures.

Algorithm 2: PDM Corrector Algorithm

X?\f ~ N(()? Or2naXI)
fort < 1T to I do
for i < 1 to M do
e ~N(0,1)
g se*(xff_l,at)
v < 2(rllel|2/]Igl[2)
X} Pc(xi ' + g8+ v/27¢)
LX) x

2

return x;)

We note that a primary discrepancy between this algorithm and the one presented in Section[d.2/is the
difference in ~y. As the step size is not strictly decreasing, the guidance effect provided by PDM is
impacted as Corollary [5.3 does not hold for this approach. Hence, we do not focus on this architecture
for our primary analysis, instead providing supplementary results in the subsequent section.

D.2 Results

We provide additional results using the Score-Based Generative Modeling with Stochastic Differential
Equations. This model produced highly performative results for the Physics-informed Motion
experiment, with visualisations included in Figures[IT and[I2. This model averages an impressive
inception score of 24.2 on this experiment, slightly outperforming the PDM implementation for Noise
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Figure 11: In distribution sampling for physics-informed model via Score-Based Generative Modeling with
SDEs.
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Figure 12: Out of distribution sampling for physics-informed model via Score-Based Generative Modeling with
SDEs.

Conditioned Score Networks. Furthermore, it is equally capable in generalizing to constraints that
were not present in the training distribution.

E Additional results

E.1 Constrained materials morphometric parameter distributions
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Figure 13: Distributions of the morphometric parameters, comparing the ground truth to PDM and Cond models
using heuristic-based analysis.
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When analyzing both real and synthetic materials, heuristic-guided metrics are often employed to
extract information about microstrucutres present in the material. When analyzing the quality of
synthetic samples, the extracted data can then be used to assess how well the crystals and voids in the
microstructure adhere to the training data, providing an additional qualitative metrics for analysis. To
augment the metrics displayed within the body of the paper, we include here the distribution of three
metrics describing these microstructures, mirroring those used by (Chun et al.l

We observe that the constraint imposition present in PDM improves the general adherence of the
results to the ground truth microstructures. This suggests that the Cond model tends to generate to
certain microstructures at a frequency that is not reflected in the training data. By imposing various
porosity constraints, PDM is able to generate a more representative set of microstructures in the
sampling process.

E.2 3D human motion

We highlight that unlike the approach proposed by [32], our approach guarantees the generated
motion does not violate the penetrate and float constraints. The results are tabulated in Table [1] (Ieft)
and report the violations in terms of measured distance the figure is either below (penetrate) or above
(float) the floor. For comparison, we include the projection schedules utilized by PhysDiff which
report the best results to show that even in these cases the model exhibits error.

Method FID Penetrate Float
PhysDiff [32] (Start 3, End 1) 0.51 0918 3.173
PhysDiff [32] (End 4, Space 1) 0.43 0.998 2.601
PDM 0.71 0.00 0.00

Table 1: PDM performance compared to (best) PhysDiff results on HumanML3D.

The implementation described by [32] applies a physics simulator at scheduled intervals during the
sampling process to map the diffusion model’s prediction to a “physically-plausible” action that
imitates data points of the training distribution. This simulator dramatically alters the diffusion
model’s outputs utilizing a learned motion imitation policy, which has been trained to match the
ground truth samples using proximal policy optimization. In this setting the diffusion model provides
a starting point for the physics simulator and is not directly responsible for the final results of these
predictions. Direct parallels can be drawn between this approach and other methods which solely
task the diffusion model with initializing an external model [[10,21]. Additionally, while the authors
characterize this mapping as a projection, it is critical to note that this is a projection onto the
learned distribution of the simulator and not a projection onto a feasible set, explaining the remaining
constraint violations in the outputs.

Projection Cost Upper Bound
E.3 Convergence of PDM T Cond et o=

As shown in Figure [T, the PDM sampling process con-
verges to a feasible subdistribution, a behavior that is gen-
erally not present in standard conditional models. Corol-
lary [5.3] provides insight into this behavior as it outlines [ Ty T

the decreasing upper bound on ‘Error’ that can be intro- 2Error (U(Peix3)) ©) j—‘I
duced in a single sampling step. To further illustrate this
behavior, the decreasing upper bound can be illustrated in

Figure[[4]

> Error (U(x}), C)

Error (U(x}), C) (log)

10 8 4 2 0

6
Time Step

Figure 14: Visualization of the decreasing
upper bound on error introduced in a single
F Computational costs sampling step for PDM, as opposed to the
strictly increasing upper bound of conditional

. . . (Cond) models.
To compare the computational costs of sampling with

PDM to our baselines, we record the execution times for the reverse process of a single sample. The
implementations of PDM have not been optimized for runtime, and represent an upper bound. All
sampling is run on two NVIDIA A100 GPUs. All computations are conducted on these GPUs with
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the exception of the interior point method projection used in the 3D Human motion experiment and
the Constrained Trajectories experiment which runs on two CPU cores.

Constrained Materials 3D Human Motion  Constrained Trajectories  Physics-informed Motion

PDM 26.89 682.40* 383.40* 48.85
Post™ 26.01 - - 27.58
Cond 18.51 13.79 0.56 35.30
Cond* 18.54 - 106.41 36.63

Table 2: Average sampling run-time in seconds.

We implement projections at all time steps in this analysis, although practically this is can be optimized
to reduce the total number of projections as described in the subsequent section. Additionally, we set
M =100 and T = 10 for each experiment. The increase in computational cost present in PDM is
directly dependant on the tractability of the projections and the size of M.

The computational cost of the projections is largely problem dependant, and we conjecture that these
times could be improved by implementing more efficient projections. For example, the projection
for Constrained Trajectories could be dramatically improved by implementing this method on the
GPUs instead of CPUs (*). However, these improvements are beyond the scope of this paper. Our
projection implementations are further described in §C]

Additionally, the number of iterations for each ¢ can often be decreased below M = 100 or the
projection frequency can be adjusted (as has been done for in this section for the CPU implemented
projections), offering additional speed-up.

G Variational lower bound training objective

As defined in Equation 2, PDM uses a score-matching objective to learn to the gradients of the log
probability of the data distribution. This understanding allows the sampling process to be framed
in a light that is consistent to optimization theory, allowing equivalences to be drawn between the
proposed sampling procedure and projected gradient descent. This aspect is also integral to the theory
presented in Section 4.2.

Other DDPM and DDIM implementation utilize a variation lower bound objective, which is a tractable
approach to minimizing the negative log likelihood on the network’s noise predictions. While this
approach was inspired by the score-matching objective, we empirically demonstrate that iterative
projections perform much worse in our tested settings than models optimized using this training

Frame 1 Frame 2 Frame 3 Frame 4 Frame 5

%ﬁ

AR

g :iij.& ,,'i

Material generation Physics-inf. motion

Figure 15: Iterative projections using model trained with variational lower bound objective.
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objective, producing clearly inferior solutions in the Physics-informed experiments and failing to
produce viable solutions in the material science domain explored.

This approach (visualized in Figure [I5) resulted in an FID score of 113.8 & 4.9 on the Physics-
informed Motion experiment and 388.2 + 13.0 on the Constrained Materials experiment, much
higher than those produced using the score-matching objective, adopted in our paper. We hold that
this is because the approach proposed in our paper is more theoretically sound when framed in terms
of a gradient-based sampling process.

H Missing proofs

Proof of Theorem

Proof. By optimization theory of convergence in a convex setting, provided an arbitrarily large
number of update steps M, = will reach the global minimum. Hence, this justifies the existence of
I as at some iteration as i — 00, |2} + 7V 4 log g(x|20) H2 < || pe]|, will hold for every iteration
thereafter.

Consider that a gradient step is taken without the addition of noise, and 7 > I. Provided this, there
are two possible cases.

Case1:  Assume x} + 7V log g(;|zo) is closer to the optimum than p;. Then, a} is infeasible.
This claim is true by the definition of p;, as @ 4 7;V ,: log q(x}|@o) is closer to  than is achievable
from the nearest feasible point to . Hence, :13@ must be infeasible.

Furthermore, the additional gradient step produces a point that is closer to the optimum than possible
by a single update step from the feasible region. Hence it holds that

Error(x; + 7V 4 log q(x}|20)) > Error(Po(at) + 1V pg () 10g ¢(Pc () 0)) (13)

as the distance from the feasible region to the projected point will be at most the distance to p;. As
this point is closer to the global optimum than py, the cost of projecting @; + 7+ Vi log g(xi|xo) is
greater than that of any point that begins in the feasible region.

Case2: Assume T + YV i log q(xt|zo) is equally close to the optimum as p;. In this case, there
are two possibilities; either (1) ¢ is the closest point in C to x or (2) ¢ is infeasible.
If the former is true, i = Pc(x}), implying

Error(zf + 7V i log q(a¢|@0)) = Error(Pc(®}) + 1tV pg i) 10g ¢(Pc (@) |20)) (14)
Next, consider that the latter is true. If ! is not the closest point in C to the global minimum, then it
must be an equally close point to u that falls outside the feasible region. Now, a subsequent gradient

step of ! will be the same length as a gradient step from the closest feasible point to j, by our
assumption.

Since the feasible region and the objective function are convex, this forms a triangle inequality, such
that the cost of this projection is greater than the size of the gradient step. Thus, by this inequality,
Equation [[3]applies.

Finally, for both cases we must consider the addition of stochastic noise. As this noise is sampled
from the Gaussian with a mean of zero, we synthesize this update step as the expectation over,

E {Err()r(:ci + 71V i log q(xt|zo) + 2’yte)] >E [Error(Pc (x}) + YV pe(ai) l0g q(Pc(x)|zo) + 2%6)]
(15)

or equivalently as represented in Equation
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references to the experimental settings explored in the manuscript

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: Discussion of limitations and open questions left in this work are described in
Section[7]

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
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used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.
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and how they scale with dataset size.
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address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

21



Answer: [Yes]
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missing proofs are included in Appendix [H.
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» The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Code and datasets have been provided, containing the necessary components
to reproduce the experiments conducted.

Guidelines:

» The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The code and datasets for all experiments are provided in the supplemental
materials.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All necessary settings and details are provided in Appendix |C|or the provided
code.

Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: Error bars are provided in the reported metrics.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

23


https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy

8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Details on the used compute resources are described in Appendix
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: NeurIPS ethical guidelines have been reviewed by the authors, and this research
meets the described standards.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: The societal impacts of this work are discussed in Appendix [Al
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This work and the associated resources do not pose risks of misuse.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: Existing assets have been used with consideration of licensing, and the original
owners have been credited in the manuscript.

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: Details on new assets (models/code/data) have been documented in the
manuscript as well as the code base provided.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Human subjects were not involved in the research conducted.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Human subjects were not involved in the research conducted.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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