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Abstract

Multiplex influence maximization (MIM)
asks us to identify a set of seed users such
as to maximize the expected number of in-
fluenced users in a multiplex network. MIM
has been one of central research topics, es-
pecially in nowadays social networking land-
scape where users participate in multiple on-
line social networks (OSNs) and their influ-
ences can propagate among several OSNs si-
multaneously. Although there exist a couple
combinatorial algorithms to MIM, learning-
based solutions have been desired due to its
generalization ability to heterogeneous net-
works and their diversified propagation char-
acteristics. In this paper, we introduce MIM-
Reasoner, coupling reinforcement learning
with probabilistic graphical model, which ef-
fectively captures the complex propagation
process within and between layers of a given
multiplex network, thereby tackling the most
challenging problem in MIM. We establish a
theoretical guarantee for MIM-Reasoner as
well as conduct extensive analyses on both
synthetic and real-world datasets to validate
our MIM-Reasoner’s performance.

1 INTRODUCTION

Many users on Online Social Networks (OSNs), such
as Facebook and Twitter, are increasingly linking
their accounts across multiple platforms. The mul-
tiple linked OSNs with overlapping users is defined
as a Multiplex Network. The structure of multiplex
networks allows more users to post information across
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various OSNs simultaneously, offering significant value
for marketing campaigns (Lim et al., 2015). Although
this interconnectivity of the multiplex network enables
seamless information flow between platforms via over-
lapping nodes, the underlying information propagation
models on each OSN can differ. This means that the
way information spreads and influences users on one
OSN may not be the same as on another OSN. Given
these distinct characteristics, designing a customized
influence maximization strategy to wield considerable
influence over various platforms becomes imperative.

As a combinatorial optimization problem, Influence
Maximization (IM) aims at selecting a small subset of
users to maximally spread information throughout the
network. In the past decades, tremendous combinato-
rial optimization algorithms have been proposed on a
single network (Kempe et al., 2003; Kimura and Saito,
2006; Jiang et al., 2011; Tang et al., 2015; Nguyen
et al., 2016; Li et al., 2018; Tang et al., 2018; Li et al.,
2019; Guo et al., 2020). They have achieved faster
running time with approximation and exact solutions
under certain propagation models. In parallel to tradi-
tional combinatorial optimization-based methods, ma-
chine learning based approaches (Li et al., 2022, 2023;
Chen et al., 2022; Ling et al., 2023) have also been
proposed in recent years and achieved success in han-
dling massive complicated networks and generalizing
well to similar problems. Both types of methods can-
not be trivially adapted to the multiplex network sce-
nario since they only consider a single model of influ-
ence propagation, whereas each network in a multiplex
network can have a different propagation model.

To date, a few combinatorial optimization algorithms
(Zhan et al., 2015; Zhang et al., 2016; Kuhnle et al.,
2018; Singh et al., 2019; Katukuri et al., 2022) have
been proposed to tackle Multiplex IM (MIM). How-
ever, despite the numerous benefits offered by ma-
chine learning-based approaches, the progress of ap-
plying such methods to MIM is still in its infancy ow-
ing to the following two fundamental challenges. (1)
Scalability. A multiplex network is of very large size
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with heterogeneous propagation models, of which each
layer has its own characteristics. Current state-of-the-
art (SOTA) IM learning-based methods face compu-
tational limitations, especially in the case of simulat-
ing and estimating the propagation spread within and
between layers. (2) Generalizability For Lightweight
Model. In multiplex networks, capturing diverse prop-
agation characteristics often requires large GNN-based
models. However, using such large GNN models sig-
nificantly increases the time complexity, resulting in
longer training times and slower inference processes.
Balancing the model size and computational efficiency
is crucial when working with multiplex networks.

Our Contributions. To overcome both scalability
and generalization for lightweight model issues alto-
gether, we propose a novel framework MIM-Reasoner
that decomposes multiplex networks into individual
layers and leverages deep reinforcement learning to
find near-optimal seed nodes for the multiplex net-
work as a whole. Specifically, we first employ the
Knapsack approach to assign appropriate budgets to
each layer, while aiming to maximize the overall spread
of the whole multiplex network, thereby obtaining a
(1 — e)-decomposition. With such a decomposition
strategy, MIM-Reasoner learns a lightweight policy to
find feasible solutions for each layer and minimize the
overall computational workload and complexity of the
whole network. Through the learning process, MIM-
Reasoner models the interdependent relationship be-
tween the current layer and other layers, which avoids
reactivating nodes and maximizes the overall spread-
ing process. In addition, we establish guarantees for
the solutions discovered by the optimal policy of MIM-
Reasoner in the worst-case, best-case, and general
scenarios. We empirically demonstrate the strength
of MIM-Reasoner in both synthetic and real-world
datasets from the perspective of influence spread and
running time.

2 PROBLEM STATEMENT AND
BACKGROUND

A multiplex network consisting of k layers is repre-
sented by ¥4 = {(G1,01),...,(Gk,0k)}, where each
element consists of a directed graph G; = (V;, E;),
and an influence model o; (i.e Independent Cascade
(IC) or Linear Threshold (LT) (Kempe et al., 2003))
that describes the propagation of influence within G;.
If a node belongs to multiple layers, an interlayer edge
is added between corresponding nodes to signify the
node’s overlapping presence. The entire set of nodes
in the multiplex is denoted by V where V = Ule V.
Without loss of generality, we can assume that V; =V
for all 7. If a vertex v € (; does not exist in some

Gy, we can simply add it to G, as an isolated ver-
tex. In this work, as we allow each layer of a multiplex
network to have a different model of influence propaga-
tion, it becomes necessary to establish a mathematical
definition for the propagation model on ¥.

Definition 1 (Influence Propagation Model) (Kuhnle
et al., 2018). A model of influence propagation, de-
noted as o;, on a graph Gy = (V, E;) is defined by a
function P that assigns probabilities to the final ac-
tivated sets T C V given a seed set S C V. The
probability P(T | S) € [0,1] satisfies the property
Y. rorcy P(T'] S) =1, ensuring that we have a proba-
bility distribution. The expected number of activated
nodes, denoted as ¢;(.9), given a seed set .S, is calcu-
lated as follows:

oi(S)= Y P(T|S5)-|T] (1)

T:TCV

The above definition covers most of the propagation
models in the literature, such as IC, LT, and SIR
(Kempe et al., 2003).

The influence propagation model o on ¥ is defined
as follows: if an overlapping node v is activated in
one layer graph G;, then its adjacent interlayer copies
in other layers also become activated in a determinis-
tic manner, called overlapping activation. The prop-
agation of influence occurs independently within each
graph G; according to its respective propagation model
o;. Note that we count the duplicated nodes as a sin-
gle instance rather than adding up all of them. We are
now ready to define our MIM problem as follows:

Definition 2 (Multiplex Influence Maximization
(MIM)). Given a multiplex graph ¥ = {(G; =
(V,E1),01),...,(Gy, = (V,Eg),0,)} and a budget
[ € N, the MIM problem asks us to find a seed set
S C V of size at most [ so as to maximize the expected
number of activated nodes in the multiplex network
denoted as o(S). An instance of this problem is de-
noted as (¢, k,!, o) and finding the optimal set of seed
node S that maximizes spreading among those graphs
follows the following function:

S = arg 1‘[22%0 (S) (2)

For each layer G; € 4, many greedy based algorithms
(Leskovec et al., 2007; Goyal et al., 2011; Tang et al.,
2014, 2015) have obtained a performance guarantee
bound of (1 —1/e), if o; is submodular and monotone
increasing (Kempe et al., 2003). If all o; of all G; sat-
isfy the Generalized Deterministic Submodular (GDS)
property, then o is submodular (Kuhnle et al., 2018).
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Figure 1: An example of the propagation process in
a multiplex network consisting of 2 layers. Layers G
and G4 operate LT and IC model, respectively. Each
node in G; has a threshold ¢ € [0,1]. The green bold
arrow in G indicates high probability of activation.

To visualize the propagation process in multi-
plex networks, let’s consider an instance of the
MIM problem denoted as (¥¢4,2,1,0). Here,
Y = (G1 = (V,Ey),01),(Gy = (V, Es),09) represents
a two-layer multiplex network as shown in Figure 1
where o1 of G1 is an LT model and o3 of G5 follows
an IC model. In this instance, node v is selected as
the seed node. Assuming that in layer Go, vs acti-
vate nodes [v1,vy,v7]. Those nodes in layer G; are
also activated due to the overlapping activation prop-
erty. Moreover, vg has a low chance to be activated by
other nodes in layer Go. However, in layer G1, node
vg has a threshold ¢ = 0.6, meaning it requires at least
two activated neighboring nodes to be activated itself.
In this case, [vs,v7] are activated, leading to the acti-
vation of vg in both layers. Similarly, the activation
process continues to propagate to other nodes, such
as [va, vg, v3] in layer G, hence, [ve, vg, v3] in layer G
are also activated in the deterministic manner. As a
result, by properly selecting seed nodes, we only need
one budget to activate all nodes in ¢.

3 RELATED WORK

Combinatorial optimization for IM. IM, which
was firstly introduced by Kempe et al. (2003), is a
well-studied problem in network analysis. Traditional
approaches include simulation-based (Leskovec et al.,
2007; Goyal et al., 2011; Zhou et al., 2015), proxy-
based (Kimura and Saito, 2006; Chen et al., 2010a,b),
and approximation-based methods (Li et al., 2018;
Jiang et al., 2011; Tang et al., 2015; Nguyen et al.,
2016; Tang et al., 2018; Guo et al., 2020). Most of
these works obtained a (1 — 1/e)-approximation ratio
due to the submodularity of propagation models. Re-
cently, Tiptop (Li et al., 2019) has been introduced

as an almost exact solution to IM. For more detailed
reviews of traditional methods, we refer readers to a re-
cent survey by Banerjee et al. (2020). In the context of
MIM, the notable approzimation algorithms with the-
oretical guarantees using combinatorial methods are
(Zhang et al., 2016; Nguyen et al., 2013; Kuhnle et al.,
2018). In (Zhang et al., 2016; Nguyen et al., 2013),
the authors addressed the Least Cost Influence prob-
lem by mapping layers into a single layer using lossless
and lossy coupling schemes. These works assume that
all layers have the same propagation model. Later,
(Kuhnle et al., 2018) considered the heterogeneous
propagation models and presented Knapsack Seeding
of Networks (KSN), which serves as a starting point
for our learning model.

ML-based for IM. The rise of learning-based ap-
proaches that utilize deep learning techniques to en-
hance generalization capabilities has been applied to
IM. Reinforcement learning (RL) integrated with IM
has shown promise (Lin et al., 2015; Ali et al., 2018),
with recent state-of-the-art solutions focusing on learn-
ing latent embeddings of nodes or networks for seed
node selection (Manchanda et al., 2020; Chen et al.,
2022; Li et al., 2022). Graph neural networks (GNNs)
have also been explored in IM to encode social influ-
ence and guide node selection (Ling et al., 2022b,a).
Recent methods (Ling et al., 2023; Chowdhury et al.,
2024) have proposed DeepIM as a generative approach
to solving IM and achieved state-of-the-art perfor-
mance. However, these methods only focused on the
IM problem, and could not readily be extended to our
MIM problem due to the scalability issues and the abil-
ity to capture the inter- and intra-propagation rela-
tions in a multiplex network.

4 MIM-REASONER

In this section, we introduce our MIM-Reasoner, a
deep reinforcement learning (RL) approach coupled
with a Probabilistic Graphical Model (PGM) designed
to maximize influence in a multiplex network under
a budget constraint (Figure 2). In a nutshell, to
tackle the scalability issue, MIM-Reasoner, decom-
poses ¢ into individual layers, enabling it to find so-
lutions for each individual layer in parallel in the first
phase. It utilizes a knapsack-based approach (Chan-
dra et al., 1976) in order to effectively allocate the
budget for each layer. Furthermore, to capture the
inter-activation via overlapping users, in the second
phase, we train a PGM for each layer. Based on PGMs,
MIM-Reasoner then learns a policy 7 that operates
sequentially from one layer to another. The PGMs
themselves suggest the rewards that can aid policy w
further tuning the solutions found in each layer to ob-
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Figure 2: MIM-Reasoner consists of two phases: Budget Allocation and Relation RL Optimization. In Phase 1,
algorithm A calculates the profit and cost for each layer in parallel. The 'Multiple Choice Knapsack Problem’ is
then solved to determine the allocated budget for each layer, presented in the ‘Budget Allocation Table’. In Phase
2, an RL-Agent is trained to sequentially find solutions for each layer using the allocated budget. Simultaneously,
the status dataset is processed through ’Structure Learning’ to create a 'Probabilistic Graphical Model” which
reveals layer relationships and helps the RL-Agent to avoid reactivating nodes already activated by other layers.

(1—e)(1—1/e) )

tain our final solution within a bound of SN

4.1 Phase 1. Budget Allocation

This phase aims to find an initial candidate seed set so-
lution serving as a starting point for our deep RL agent
in Phase 2. In particular, the key point is how to allo-
cate the budget for each layer so that it can maximize
the overall expected number of activated nodes while
solving each layer individually. Firstly, this phase in-
volves running any algorithm A that solves the IM
problem (e.g., a Greedy-based algorithm) with budget
[ for each layer G; to measure o(S;;) where j € [0, ..., 1].
Note that G; can be in billion-scale. Thus, Let’s de-
note &; = [CA?M, - G‘Lh] as a set of subgraphs sampled
from it" layer of ¢; i.e. G;. Here, h represents the total
number of sampled subgraphs of it" layer. We adopt
a Graph Attention Network (GAT), denoted as Z(.)
on a set of subgraphs & = [£1,&, -+, &] by follow-
ing a probabilistic greedy concept (Manchanda et al.
(2020)) (details in Appendix A.1). This trained GAT
helps identify a good candidate set V¢ C V before
running A, thereby further reducing the search space
and improving efficiency.

Given a feasible seed node set S;; found by A for each
G;, MIM-Reasoner constructs a Profit-Cost table H
that records the profit p(S;;) = o(S;;) associated with
the overall spreading achieved in ¢, while the cost
¢(Si;) = |Si;| indicates the corresponding budget j
spent to achieve that spreading. We next solve the

Multiple Choice Knapsack Problem (MCKP) to allo-
cate budgets effectively for each layer. In the MCKP,
we aim to maximize the total profit Zle p (S;;) while
satisfying the constraint Zle c(Si;) < 1. For e > 0,
MCKP solver (Chandra et al., 1976) has a (1 — €) ap-
proximation for arbitrary € > 0. The output of MCKP
is the budget allocation table U**2, where each row
corresponds to a layer G;, and the two columns repre-
sent the spent budget and profit, respectively.

4.2 Phase 2. Relation RL Optimization

In this core phase, MIM-Reasoner’s goal is to train
the policy 7 to optimize our obtained solution, given
the budget allocation table U, achieved in Phase 1.
Phase 2 has a key component which is a PGM (Koller
and Friedman (2009)) denoted as ¢ which is specifi-
cally a Bayesian Network trained to capture the com-
plex propagation process within and between layers to
provide a novel reward signal to the RL agent. This
reward signal assists the agent in finding a nearly opti-
mal seed node set for the current layer while avoiding
the reactivation of nodes already activated by previ-
ously selected layers.

To begin, let’s define GP™Y = [p1, ..., ok—1] as a set
that contains the trained PGMs for each layer in a
multiplex network. Initially, GP"®¥ = () since no layer
has been selected to learn yet. At each step, a layer
G, is selected to train the policy 7 based on the order
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provided by U as follows:

G; = argmin U, » (3)
i€l k

Given an allocated budget j < [, MIM-Reasoner starts
with the layer having the lowest profit, say G;. After
selecting the starting layer G; for the second phase,
it removes row ¢ from U to ensure that G; will not be
selected in the future. Given layer G, it trains the pol-
icy 7 to improve the seed node set S%j, where j = U%,l,
representing the allocated budget. During the pol-
icy training process, a status dataset D = [0, 1]™*IV]
where m represents the number of Monte Carlo simu-
lation steps, is also collected. This dataset records the
activation status of nodes in the currently selected lay-
ers and also indirectly records the activation of nodes
in other layers due to the overlapping activation.

Next, MIM-Reasoner trains a PGM ¢; for the selected
layer G; using a step called Structure Learning, where
the learned structure is a directed graph modeling the
causal relationship between trained nodes. It takes D
as input and returns a learned structure as output for
¢; (details in Appendix A.3). Note that, during the
Structure Learning of ¢;, only a subset of representa-
tive nodes are trained to reduce the complexity, other
nodes that have high correlation with each other are
grouped together but they can be inferred based on
their Pearson Correlation (Cohen et al., 2009) with
trained representative nodes. Details for this Variable
Grouping are presented in Appendix A.2.

After training ¢;, it is added to GP™®. Since ¢; is
trained on D, which records the activation of nodes in
other layers, it can predict the relationships between
nodes in other layers. Suppose in the next step, the
layer with the lowest influence G, (1 # i) is chosen
using Equation 3. This time, MIM-Reasoner utilizes
GPTe? to generate rewards that assist the policy 7 in
selecting a seed set which ensures that nodes activated
by the previously selected layers (i.e., G;) are not re-
activated. These reward functions are discussed next
in the (RL) framework.

4.3 Reinforcement Learning Framework

This section presents our RL framework, which in-
cludes state representation, action space, and reward
function. Moreover, we also explain how PGM ¢ helps
the RL agent to effectively maximize the overall spread
within the allocated budget for each layer of ¥.

State Representation: We leverage Z(.) trained in
Phase 1, to predict a set of candidate nodes V9 C V for
an unseen graph ¢ and even further reduce the com-
plexity of the state space and action space. Note that
V9 represents the set of candidates that potentially

contain optimal or near-optimal seed nodes in GG;. The
state space, C;; = (V?, X;, Si+,t), describes the state
of G; at time step t while X; is the feature vector of
layer G; extracted by Structure2vec (Dai et al., 2016),
Si+ is the partially computed solution at time step ¢,
and VY represents the set of candidate nodes predicted
from the pretrained GAT, Z(.).

Action Space: In the context of our problem, at each
time step t, the policy m will select an action that
corresponds to a seed node v € Vig\Su.

Reward Function. Recall in the Variable Grouping
step, we used our proposed Node Grouping algorithm
to identify highly correlated node groups denoted as
P = [Py, Ps, ..., P, which satisfies V = [J{_, P; (De-
tails in Appendix A.2). Our grouping algorithm au-
tomatically divides the nodes into ¢ clusters based on
correlation without human involvement. Each group
P; contains nodes that exhibit high correlation with
each other. We define the set of representative nodes
by taking the node closest to the centroid from each
group as Y = [v1,...,7,], Where each representative
node v; € Y corresponds to a group P; € P. During
the training process, if the agent identifies a new seed
node v, and adds it to a partially computed solution
Sit, the updated set S; (;41) = Si+ U v, can activate
a subset of nodes 7' C V. It is important to note that
each node u € T has its own representative node.

For convenience in determining which group a node
u € T belongs to and which node is the representative
node for u, we define a surjective function f : T — ),
where for all nodes ¢ € ), there would be at least
an element u € T such that f(u) = 0. Suppose the
policy 7 is currently trained on layer G;, we define an
activation score function that allows every node u € T’
to be based on the representative node set ) to infer
its score for being activated by any other selected layer
G; using PGMs. This function can be defined as:

W(U) = Qu,f(u) : argmax‘ﬂ%(f(u)v IC) (4)

(,D; egpr;vu

Here, @ ¢(u) € [—1,1] represents the Pearson correla-
tion between node u and its corresponding represen-
tative node f(u). Meanwhile, X = Y NT refers to the
set of activated representative nodes. On the other
hand, in layer G;, the output of ¢:(f(u),K) repre-
sents the conditional probability of representative node
f(u), (i.e. P;(f(u)|K)) being activated by other layer
G, given that the current set of activated representa-
tive nodes is K. Putting K as evidence to PGM indi-
cates how likely the representative node f(u) is to be
activated by other layers when certain other represen-
tative nodes are already active. Based on activation
score YV, we now present our customized evaluation
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function M(.) which measures the total spread in layer
G, given solution S;. It can be defined as:

17|

M(S;) = 1= W(w)] (5)

=1

In Equation 5, if a node w has a high activation score,
it means that v is more likely to be activated by pre-
viously selected layers. Thus, instead of counting the
contribution of u to the total spread as 1, we can mod-
ify it to be 1 —W(w). This means that if the reward
function is based on M to calculate marginal gain, the
policy 7 has less reward when activating node u, hence,
it avoids finding a seed set that re-activates nodes that
have been already activated by other layers. Finally,
we provide our reward function to train policy 7 com-
puted by considering the marginal gain of adding node
v to the partially computed solution Sy, as follows:

Ty = M(Si,(t+1)) - M(Si,t) (6)

Here, M(S; (1+1)) is the total spread given a partially
computed solution at time step ¢ + 1, and M(S; ;)
represents the spread achieved by the current solution
S; ¢ for the it" layer of &. The solution set for the
whole ¢ would be:

k
S=Js (7)

4.4 MIM-Reasoner Analysis

In order to bound the solution of MIM-Reasoner when
policy m is converged, it is necessary to ensure that
the optimal policy 7* follows a greedy strategy. The
following lemma assists in ensuring this guarantee:

Lemma 1. (Greedy Policy Guarantee). When policy
 is converged, ™ (v | S; ) always selects nodes greedily
at every time step t. (Proof in Appendixz B.2)

Based on Lemma 1, for every layer G; € ¢4, the solu-
tion provided by policy 7* is within (1—1/e) of the op-
timal solution, given that o; is submodular and mono-
tone increasing. Our next concern lies in the quality
of MCKP. During phase 1, since A runs in parallel for
each layer GG;, we also achieve an approximation ratio
of (1 —1/e) as stated in the following lemma.

Lemma 2. (Multiple Choice Knapsack Problem
Guarantee). Let Opts be the value of the solution for
MCKP instance S, and Optg be the value of the op-
timal solution for S, we have: Optg > (1 — 1/e)Optg
(Proof in Appendiz B.3)

To ensure the solution is bounded, it is important to
include near-optimal or optimal nodes in the search
space Z(.). If Z(.) consists of K layers, the prediction
of any node v € V is influenced by its K-hop neighbors
(Zhou et al. (2018)). Although the graph itself can be
changed, the underlying model generating the graph
often remains consistent. These observations lead to
an assumption that poor nodes will be eliminated in
the solution set, while only good nodes are retained
by the GNN-based model (Manchanda et al., 2020).
Thus, it is possible that Z(.) trained on a set of sub-
graphs £ can also find solutions on similar graphs in ¢.
We formally restate these observations in the following
assumption:

Assumption 1. (Near Optimal Nodes Are Included
In Search Space). In each layer G; € ¥, the near
optimal seed nodes S* are included in V9 provided by
pretrained Z(.). In other word, we have S* C V9.

We now approximate the solution quality in the worst
case. Let us denote o, S™ as the total number of
overlapping nodes in ¢4 and final solution found by 7*.
The optimal policy 7* has an approximation guarantee
for the worst case as follows:

Theorem 1. (Approximation Ratio In The Worst
Case) Suppose the propagation o; on each layer of the
multiplez is submodular, the optimal policy 7 will find
a solution S for multiplex network & with an approxi-
mation ratio of % (Proof in Appendiz B.4)
In case the optimal policy 7* finds the solution ST )
for each layer G; that completely avoids reactivating
nodes already activated by other layers, we can express
the approximation ratio of 7* for the best case.

Theorem 2. (Approzimation Ratio In The Best
Case). Assume the ™ can avoid reactivating all the
activated nodes, the spread of solution given by opti-

mal policy 7 is at least: o (5’”) > wg(g)

Let us denote S € [0, 1] as the percentage of nodes that
cannot be successfully avoided reactivation by the pol-
icy 7*, we can establish performance guarantees in a
typical scenario where the optimal policy 7* can par-
tially avoid reactivating nodes that have already been
activated by other layers.

Theorem 3. (Approzimation Ratio In The General
Case). Assume the * can avoid to partially reactivate
the activated nodes by other layers. Thus, with 5 €
[0,1], the spread of solution given by optimal policy 7*
. o™ 1—e)(1-1/e O

is at least: o (S ) > ((k_lgéio%.a_ia(kg)

Proofs of Theorem 2 and Theorem 3 are shown in Ap-
pendix B.5-B.6. The time complexity of the MIM-
Reasoner depends on the total number of PGMs stored
in GP"Y. We have the following lemma:
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Lemma 3. (PGMs’s Time complexity). The time
complexity of structure learning for GP™®Y after k se-
lection step is |Y|? - (k — 1). (Proof in Appendix B.7)

Given Lemma 3, we now bound the time complexity of
MIM-Reasoner. Assuming we have k layers, the time
complexity of algorithm A on [ seed nodes with graph
G}, (representing the layer with the highest number of
nodes and edges) is denoted as tc (A4, G, 1). The time
complexity of training MIM-Reasoner is described as:

Theorem 4. (Time complexity of MIM-Reasoner).
The time complexity of the Budget Allocation is:
max te (A, Gp, 1) + (k)Y <=logk and the time com-

plezity of Relation RL Optimization is : O(|Y|? - (k —
1)+ Q) where Q is number of step for policy m converge
to optimal. (Proof in Appendiz B.8)

5 EXPERIMENT EVALUATION

This section compares the performance of MIM-
Reasoner across four real multiplex networks and one
synthetic multiplex network in maximizing the influ-
ence under various settings, following a case study to
qualitatively demonstrate its performance. The code
and datasets for MIM-Reasoner are available at the
following GitHub repository: https://github.com/
nguyendohoangkhoiUF/MIM-Reasoner.

5.1 Experiment Setup

Our purpose is to evaluate the expected influence
spread as defined in Equation (2) and time efficiency
under a multiplex network scenario. For more detailed
information about the experiment setup and our find-
ings, we encourage readers to refer to Appendix C.1
and C.2.

Comparison Methods And Metrics. We com-
pare the MIM-Reasoner with two sets of approaches.
1) Traditional multiplex influence maximization meth-
ods: ISF (Influential Seed Finder) (Kuhnle et al.,
2018) is a greedy algorithm designed for multiplex in-
fluence maximization; KSN (Knapsack Seeding of Net-
works) (Kuhnle et al., 2018) utilizes a knapsack ap-
proach to find the best seed users in a multiplex net-
work. 2) Deep Learning based influence maximiza-
tion methods for single network: ToupleGDD (Chen
et al., 2022) is a Deep Reinforcement Learning-based
solution trained on many small networks for better
generalization ability; DeepIM (Ling et al., 2023) is a
state-of-the-art IM solution based on deep generative
models. The comparison is based on three metrics:
total influence spread (activated nodes), running time
(in seconds) and inference time (in seconds).

Synthetic Dataset: We compare MIM-Reasoner

with other baselines on a synthetic multiplex network
with 5,000 nodes and 25,000 edges in various overlap-
ping rates (30%, 50%, and 70%) and the number of
layers (ranging from 3 to 9).

Real Dataset: We evaluate MIM-Reasoner on four
real-world multiplex networks: 1) Celegans (Stark
et al., 2006): 6 layers, 3879 nodes, and 8191 edges;
2) Drosophila (Stark et al., 2006; De Domenico et al.,
2015): 7 layers, 8215 nodes, and 43,366 edges; 3)
Twitter-Foursquare network (Shen et al., 2012): 2
layers, 93269 nodes, and 17,969,114 edges; 4) Pope-
Election (Domenico and Altmann, 2020): 3 layers,
2,064,866 nodes, and 5,969,189 edges.

Hyperparameter Setting. The experiments were
run with budget { = 30, and Monte Carlo simulation
mc = 100. The early stopping was also applied for
all methods. Specifically, DeepIM is stopped when the
increment of reconstruction accuracy is not larger than
e for every 25% of the total number of epochs. For
ToupleGDD and MIM-Reasoners, for every 25% of the
total number of epochs, the early stop was applied if
the current solution was not better than the best one.

5.2 Training Time Analysis

The “running time” of combinatorial algorithms (such
as ISF or KSN) and learning-based approaches (such
as DeepIM, ToupleGDD, and MIM-Reasoner) is inter-
preted as follows. Combinatorial algorithms measure
running time as the duration to find a solution, while
learning-based approaches refer to the running time
as the time needed for training the model to converge
and achieve a solution with a total spread reported.
Therefore, this section focuses on analyzing the run-
ning time (training time) of learning-based methods.

Compared with Deep Learning-based influence maxi-
mization solutions, i.e., DeepIM and ToupleGDD, the
running time for MIM-Reasoner is typically the low-
est in both synthetic and real dataset as depicted in
Figure 3 and Table 1. By parallelizing the IC model
on each individual layer for every optimization step,
MIM-Reasoner reduces the complexity of the propa-
gation model significantly. In contrast, the size of the
network directly affects the number of training samples
needed for DeepIM, resulting in longer training times
to provide decent solutions. Meanwhile, ToupleGDD
running the propagation model on the entire multiplex
network (with a much larger node and edge count)
would naturally require more computational time for
each step.

Interestingly, as illustrated in Figure 3, the training
time of MIM-Reasoner decreases as the number of lay-
ers increases. In fact, it becomes comparable to the
running time of combinatorial algorithms such as ISF
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Figure 3: Comparison of five methods on a synthetic dataset, with different overlapping percentages and layers.
The comparison is based on two metrics: total spreading and running time (in seconds).

Methods | Celegans | Drosophila | Twitter-Foursquare | Pope-Election
TS RT IT | TS RT  IT | TS RT  IT | TS RT  IT
ISF 1412.21 335.96 NaN | 3268.22 3087.58 NalN X X NaN X X NaN
KSN 1267.14 176.02 NaN | 2911.46 1331.23 NalN 49282.36 11820.24 NaN X bd NalN
ToupleGDD 1309.13 1181.72 1.12 3150.71 10945.98 2.74 49927.11 71428.59 7.46 246873.52 317431.28 13.21
DeepIM 1310.91 715.11 0.23 3250.58 8740.67 0.49 51989.23 43158.84 1.17 248251.49  251195.93 1.98
MIM-Reasoner ‘ 1314.25 580.76 0.28 ‘ 3462.94  4367.41 0.57 ‘ 53420.94  28372.40 1.81 ‘ 254238.20 99713.08 2.27

TS: Total Spread; RT: Running Time (Seconds); IT: Inference Time (Seconds).

Table 1: Comparison of five methods on different real datasets in terms of total spreading, running time in
seconds, and inference time in seconds. Best performance is highlighted with bold while x indicates an out-of-
memory error. NalN means that traditional methods do not have an inference time.

in the synthetic dataset. This demonstrates that MIM-
Reasoner has an advantage of reducing training time as
layer complexity increases, while still achieving com-
petitive performance in terms of total spread.

5.3 Inference Time Analysis

As shown in Table 1, MIM-Reasoner stands out as
an efficient method, particularly because it can par-
allelly process separate layers of a multiplex network
and conduct batch inference. Even though DeepIM
is the fastest because it predicts end-to-end solutions
directly; however, the training of DeepIM entails learn-
ing a large model, which is resource-consuming. Tou-
pleGDD has to infer step by step each seed node,
which makes the inference time longer than others.
Moreover, it is crucial to compare the running time
of combinatorial algorithms with the inference time

of learning-based approaches. For instance, even the
fastest running combinatorial algorithm like KSN,
which takes 176.02s and 1331.23s to produce a solution
in two small real network datasets respectively, can-
not be compared to the efficiency of MIM-Reasoner,
which only requires 0.28s and 0.57s. When consider-
ing larger graph sizes such as Twitter-Foursquare and
Pope-Election, MIM-Reasoner still performs impres-
sively, taking only 1.81s and 2.27s respectively, while
producing a comparable total spread. In contrast,
KSN takes 11820.24s for Twitter-Foursquare and can-
not provide a solution for Pope-Election. Furthermore,
ISF fails to provide solutions for both the enormous
network Twitter-Foursquare and Pope-Election. This
comparison highlights the advantages of using machine
learning-based approaches when addressing the MIM
problem.
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5.4 Quantitative Analysis

Synthetic Dataset. In terms of other compari-
son methods, ISF, KSN, and DeepIM show similar
trends in spreading, while ToupleGDD typically lags
behind, particularly with higher overlap percentages.
Among all the approaches evaluated, MIM-Reasoner
consistently demonstrates competitive spreading val-
ues across all three overlapping percentages. It out-
performs other methods, particularly as the number
of layers in the multiplex network increases. Even
with small graphs created in the synthetic dataset,
MIM-Reasoner provides a total spread that is nearly
as good as that of ISF. It is worth noting that while
MIM-Reasoner may trade off solution quality for faster
training and inference times, it still provides solutions
with a total spread comparable to ISF. This is sig-
nificant because ISF has a good approximation ratio
(1 —1/e) in multiplex networks.

Real-world Dataset. The results of MIM-Reasoner
on real-world datasets are summarized in Table 1.
Among all the approaches evaluated, MIM-Reasoner
consistently achieves either the highest or near-highest
spreading across all datasets while providing fast infer-
ence times to generate solutions. This suggests the ef-
fectiveness of MIM-Reasoner in maximizing influence.
In contrast, the performance of other methods, in-
cluding ISF with its 1 — 1/e ratio in multiplex net-
works, varies across datasets, with none consistently
outperforming MIM-Reasoner in terms of spreading.
Traditional methods, such as ISF and KSN, can pro-
vide solutions with total spreads comparable to that
of MIM-Reasoner. However, their running times are
significantly slower than the inference time of MIM-
Reasoner. Moreover, these traditional methods en-
counter issues such as out-of-memory errors or exces-
sively long running times (e.g., running for over two
weeks) on larger datasets like ” Twitter-Foursquare”
and ”Pope-Election”. This indicates their poor scala-
bility in real-world scenarios.

6 CONCLUSION

We propose a novel framework named MIM-Reasoner
to tackle the multiplex influence maximization prob-
lem. Specifically, we leverage deep reinforcement
learning and decompose the multiplex network into
separate layers. QOur framework learns to allocate
node selection budgets for each layer and employs a
lightweight policy to find feasible solutions between
each layer. A probabilistic graphical model is then
designed to capture the propagation pattern between
each layer in order to maximize the overall spread
and improve the overall efficiency. The approxima-
tion ratio of the solution is provided with a theoret-

ical guarantee. Finally, the proposed framework is
compared with several SOTA approaches and demon-
strates overall competitive performance on four real-
world datasets and a synthetic dataset.
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MIM-Reasoner: Learning with Theoretical Guarantees for Multiplex
Influence Maximization

A. Detail Steps of MIM-Reasoner

Algorithm 1: Budget Allocation (Phase 1)

Input: Algorithm A, a multiplex network ¢4 = (G, G?,...,G*), budget [
Output: Budget allocation table U

1 Initialize S := 0

2 foreach G' € 4 do

3 S;; = runAlgorithm(A, G*, ) // Run any algorithm A on each layer

4 S§:=8US5;;,Viell, ... // Collect found solution

5 C:=0;P:=0

6 foreach S;; € S do

7 | pi=o0(Si);c =Sl // Calculate the profit and cost

8 P:=PUp;C:=CU][] // Store the profit and cost

9 M :=H[P][C] // Create a Profit-Cost table with profits P as rows and costs C as
columns

10 U := MCKP-Solver(H) // Solve the MCKP to obtain budget allocation U

11 return U;

Algorithm 2: Relation RL Optimization (Phase 2)
Input: Budget Allocation table U
Output: RL model 7

1 Initialize GP™" := 0, D :=(

2 foriel,... kdo

3 Select layer G; = argminges,... x U[q] // Select layer with minimum budget
4 Remove row i*" in table U // Prevent reselection
5 | j:=UJd[0] // Select budget for layer G;
6 if D=0 then

7 Collect seed set S;; from phase 1 // Collect seed set from phase 1
8 L Train policy 7 to learn seed set S;; and record D // Train policy with seed set
9 else

10 Train 7 with budget j based on GP"®Y and record a new D // Train policy with rewards

L generated from GP"Y

11 Y := VariableGrouping(D) // Perform variable grouping
12 ; := StructureLearning()) // Training PGM
13 gPrev = GPTeY U ; // Update previous structure set

14 return 7

A.1. Good Candidate Finding

Even when dividing the multiplex network into separate layers, each layer G; € ¢4 can still be at a billion-scale.
The objective of Good Candidate Finding is to identify nodes that are unlikely to be part of the solution set,
thereby reducing the search space. This is possible because although the graph itself can change, the underlying
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Algorithm 3: The Probabilistic Greedy Approach

Input: Graph Cli,z = (V., E,), propagation function o;(.) of layer G;, convergence threshold A
Output: Solution set S, |S%| =b
S9 0 // Initialize solution set

[uy

2 while F > A do

. s 0 (STUv)—0o;(S1) i .
3 v < Choose with probability v cvs 0BT ) =01 (BT) // Choose vertex probabilistically
4 F « f(STUwv) — f(S9) // Calculate gain
5 S?+ STUv // Add selected vertex to the solution set
6 return S? // Return solution set

model generating the graph often remains consistent. Let & = [G; 1, ..., Gi.»] be a set of subgraphs induced from
the i'" layer of ¢4, where h is a hyperparameter representing the total number of subgraphs the trainer wants
to sample. For each layer G; € ¢4, we sample a set of subgraphs &;, hence, our graph training dataset becomes
E = [&1,&, - ,E]. We utilize a classification-based method to train the Graph Attention Network (GAT)
model, denoted as Z. In this method, given any training graph Gi}z € &;, a budget b, and its corresponding
solution set S, a node v is labeled as positive if v € S,, and negative otherwise.

In certain cases, within each graph éi,z = (V,, E,), there can be situations where two nodes (vy,vs) € V, have
the same influence spread (i.e., o;(v1) = 0;(v2)). However, when considering the marginal gain of adding node vs
to the solution set S, = vy, denoted as o;((v1, v2)) —0oi((v1)), it turns out to be zero and vice versa. Consequently,
in such scenarios, even though both nodes have equal and individual quality, only one of them would be selected
in the final answer set meaning only one of the two nodes is considered as a positive candidate. That is the
reason why we need to use a Probabilistic Greedy strategy to ensure that both v, and v, are considered positive
candidates (good candidates).

Probabilistic greedy: For each graph G’Z—,Z € &;, we employ a probabilistic greedy approach that involves
sampling a node from the search space V, while considering marginal gain of the sampled node. Specifically,
instead of always selecting the node v € V, with the highest marginal gain, we choose v in a probabilistic manner
where v is chosen with a probability that is proportional to its marginal gain (Algorithm 3). During each iteration,
the probabilistic greedy algorithm performs s times to create s different solution sets S, = {S!,-..  S§*}. To
determine the score of a node v € V., the algorithm assigns a value based on the following process:

2;1 Fq(v)

)= S (5T

(8)

Here, S7 is the ¢'" seed set of graph C;'i,z while F4(v) is the marginal gain contribution of v to SZ. Suppose
we have a seed set S? = {1,3,5,4}, the marginal gain contribution of node v = 3 can be computed as F4(3) =
0i((1,3)) — oi((1)). Based on the set S., we can have a set of good nodes V¢ = J,_, S?. For each good node
v € VZ, we want Z with parameters © predict @&(v) as close as much as possible with the found w(v). Therefore,
we use Mean Square Error (MSE) as the objective function as shown here:

JO) = S S () - o) (9)

MGy R | VoeVy

In the above equation, V¢ denotes the set of good nodes in graph G;. Since Z is trained through message passing,
in a Z with K hidden layers, the computation of each node v is limited to the induced subgraph formed by its
K-hop neighbors, instead of the entire graph.

A.2. Variables Grouping

Recall the fact that the number of nodes in the Status dataset D can be at billion-scale, it is necessary to reduce
complexity before training a Probabilistic Graphical Model through Structure Learning. One preprocessing step
that achieves this is Variable Grouping. Variable Grouping involves grouping highly correlated nodes in the
Status dataset D = [0,1]™*IV| together, resulting in a smaller set P = [Py, P, ... , P;] where ¢ is the total
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Algorithm 4: Variable Grouping

Input: Graph Cli,z = (V,, E,), Status dataset D, correlation threshold ¢
Output: Set of representative nodes )

1 P =0 // Initialize an empty set of variable groups
2 Y =10 // Initialize an empty set of representative nodes
3 @ = PearsonCorrelation(D) // Calculate Pearson Correlation for all node in D
4 Initialize an array isolated having |V, | elements, and set each element to True

// To check whether a node has any group
S = NaN-Grouping(Q) // Group nodes with constant status together to create a new set
of nodes with changing status

91

6 foreach x € S do
7 if isolated[r]=True then
8 Create a new group P; € P;
9 P;:= P, Uu; // Add z to P
10 P:=PUP; // Add P, to P
11 foreach y € S do
12 if isolated[y/=True and Qx,y] > £ and Q[z,y] # " NaN” then
13 L LPi = P, Uy; // Add y to P;
14 Find the representative node v; in P; by selecting the node closest to the centroid of P;
15 Y:=YUuy;
// Add representative node v; for group P; to )Y

16 return ),

number of groups. This grouping satisfies the property that V = (J{_; P;. The underlying idea is that when
nodes are highly correlated, they often share similar characteristics or behaviors. For example, let’s consider
two nodes (v1,v2) in dataset D. In a Monte Carlo Simulation step with m iterations, it is observed that when
vy is activated, there is a 70 % percentage that vo is also activated. This means that v; and vs can have high
correlations and similar patterns of activation. By knowing only a representative node, we can infer the properties
of other nodes in the cluster without explicitly including them in the PGM, hence, reducing the complexity. In
this work, we use Pearson Correlation to measure the correlation between two variables.

Pearson Correlation metric: Pearson correlation is a statistical measure that quantifies the linear relationship
between two variables. It is used to assess the strength and direction of the relationship between two variables
and it is denoted as x € [—1,1]. A positive value of x indicates a positive linear relationship, meaning that as
one variable increases, the other tends to increase as well. Meanwhile, a negative value of y indicates a negative
linear relationship, where as one variable increases, the other tends to decrease. Lastly, x = 0 indicates no
linear relationship between the variables. Given two variables « and y and paired data {(z1,y1),. -, (Zm,Ym)}
consisting of m pairs, the Pearson correlation coefficient is computed as follows:

Sy (i — @) (yi — 9)
\/Zl (i = 7) \/Zl 1 (

Here, m represents the sample size, x; and y; represent the individual sample points indexed with i, & =
% >, x; represents the sample mean of x, and ¢ represents the sample mean of y.

(10)

We base on the Pearson correlation coefficient defined above to calculate a correlation coefficient for all pairs of
variables (nodes) in dataset D to obtain the correlation matrix QIVI*IVI where Q. , = Xuy|l < 2,y < [V]. We
then define a threshold £ and traverse the correlation matrix (). Any two variables with a correlation coefficient
higher than £ are considered highly correlated and should be grouped (Algorithm 2). An important thing to
note is that there will be nodes that never change status, such as always active nodes or always de-active nodes.
In that case, the correlation of those nodes to any remaining nodes will become “NaN” because their standard
deviation (the denominator in x,, equation) becomes zero. Those nodes will be grouped with other nodes v € V.
After grouping nodes in dataset D, we will have a set of highly correlated node groups P = [Py, Ps, ..., P,] . The
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next step is to define a representative node for each group P; € P. In this work, we take the node closest to the
centroid from each group as a representative node. The set of representative nodes is denoted as Y = [v1, ..., v,],
where each representative node v; € ) corresponds to a group P; € P.

A.3. Structure Learning

Structure learning in Probabilistic Graphical Models (PGMs) involves automatically discovering the optimal
graphical structure that represents the relationships between random variables in a dataset. It helps infer
conditional independence relationships, identify direct and causal dependencies, and understand the underlying
causal mechanisms. This is crucial for tasks like prediction, inference, and gaining insights into the data.

After the Variables Grouping step, we have an updated set of representative variables J = [vq,...,vq], status
dataset D which will be used to generate the structure of our Bayesian model. In this work, we employ the
Tree-based algorithm called Chow Liu to learn structure because it offers a balance between complexity and
representation power. Given any random directed tree, an approximation of the true joint probability distribution

of Y is in the form as follows:
q

P(Y) = HP (vi | vrs) (11)

i=1

Here, T'(7) is the parent of node v;. If a vertex i is the root, its parent I'(¢) = (), and the conditional probability
P (vi | vp(l-)) simplifies to P(v;). It is important to note that in a directed tree, we must first select a vertex as
the root. The edges are oriented away from the root, resulting in each vertex having at most one parent (but
potentially multiple children).

Problem Definition: Let P()) be the true joint probability distribution of }. Given a set of representative
variables ) = [v1,...,v,] and the set of all possible first-order dependence trees denoted as Ty, we want to find
the optimal first-order dependence tree or the optimal structure denoted as ¥ such as KL (P, Py) < KL (P, P;)
for all t € Ty,

Chow Liu algorithm solves this Minimization Problem by searching a maximum weight spanning tree (MWST).

Lets define the mutual information I (vi,v;) = >, , P (vi,v;)log (%
vj. The key insight of MWST is that a probability distribution of tree dependence P;()) is an optimum
approximation to P(Y) if its tree model has maximum branch weight > 7 ;I (Ui,vp(i)). Mathematically, we

have:

) between two variables v; and

KL(P,P,) =Y P()log P(¥) =Y _P(¥)> log P (vi | vr(;))
y y i=1

S PO)NgP) - PY) Y log Attt (12
y y

i=1,# root P (UF(Z))

g P (vi,vr@s)) -
— N P)1og POV) = S" P(Y log ——2 D) N p(y) S log P (v;
Zy: (V) log P() zy: ( )i=1;00t B B (o) P (orc) zy: ( ); g P (v;)

Moreover, we should note that — 3, P(Y)log P (v;) = —>_, P (v;)log P (v;). To understand why we have this,
suppose ) = (v1,v2), let all variables are binary, let i = 1

- ZPO)) log P (v;)
v

=—[P(v1 =0,v2 =0)log P (v1 =0) 4+ P (v1 =0,v2 = 1)1log P (v; = 0) +
P(v1=1,u3=0)1og P(v;1 =1)+ P (v1 =1,v2 = 1)log P (v; = 1)] (13)

=—[P(v1=0)1ogP (v1 =0)+ P (vy =1)log P (v1 = 1)]

==Y P(v)logP(v)) == > P(v;)log P (v;)

Vi
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We can also see that — ), P(Y)log P(Y), — >, P (vi)log P (v;) are entropy terms H(Y), H (v;), respectively.
Then, we can rewrite equation 12 as:

KL (P, ;) ZP Xq: log — o r) +zq:H( )~ H(Y)
t Og —_— Vi) —
i=1,# root P (vi) P (UF(i)) i=1

Moreover, we also have:

ZP log P (vi,vr(i)) _ Z P (05,000 o P (vi, vr@sy)

P (v;) P (Ur(i)) vrore P (v;) P (”F(i)) (14)
= I (vi, vr(s))
Replace this result of equation 14 to equation 12, we have:
q q
KL(P,P) =~y I (vi, vor(s) + Y H(v)—H() (15)

i=1 — i=1
Mutual information

Independent of the
dependence tree

Minimizing KL (P, ;) is the same as maximizing the total branch weight Y ; I (vi, vr(;)). With this insight,
Chow Liu uses Kruskal’s algorithm to construct a maximum weight-spanning tree as a structure for PGM.

B. Proofs and Supplementary Lemmas
B.1. Preliminaries

Definition 3 (Submodular). For all A, B C V;, we have:

0i(A)+0y(B) > 0;(AUB) +0,(ANB) (16)

Definition 4 (Monotone Increasing). An objective function ¢(S) is monotone increasing if

o(S) < o(T),SC T (17)

Definition 5 (Diminishing Returns). An objective function ¢(5) is diminishing return if o(S U u) — o(S) >
o(TUu)—o(T),VueT and S CT.
Definition 6 (Generalized Deterministic Submodular). Let o be a model of influence propagation on the multi-

plex. o satisfies the Generalized Deterministic Submodular Property (GDS) if the expected number of activations,
given a seed set S, can be expressed as:

k
S) Zsz‘Uz‘(S% (18)

where each o; with ¢ € {1,...,k} is a deterministic submodular model of influence propagation, and p; €
k
[07 1]7 Zi:l pi = 1.

Definition 7 (Multiple-choice knapsack problem (MCKP)). Let (%, k, [, ¢, p, B) be given. Here a set of k classes,
€ = C4,...,Ck, where each class C; consists of [ objects denoted as C; = x;1, ..., x4, and a budget B > 0 the
goal is to select one item, x}, from each class in a way that maximizes the total proﬁt Zz 1 p(x}) while ensuring
that the total cost, Zle c(x}), does not exceed the budget constraint Zi:l c(z}) < B. Here, ¢ and p represent
the cost and profit functions associated with the objects x;;, respectively.

B.2. Greedy Policy Convergence
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Lemma 1 (Greedy Policy Convergence). When policy 7 is converged to optimal, 7*(v | S;) always selects nodes
greedily at every time step t.

Proof. Recall the fact that our reward function to train policy 7 is computed by considering the marginal gain
of adding node v,, to the partially computed solution S, as follows:

Ty = M (Si7t U Un) — M (Si7t) (19)

Here M is customized evaluation function which measures the total spread in layer G;, given solution S;. When
policy 7 parameterized by 6 is converged to optimal, the optimal policy 7* will follow these parameters:

Q
0* = arg mea“xzE(Si,mvn)NP(Si,mvn\g) [M (Si,t U ’Un) -M (Sz,t)] (20)

t=1

Considering these optimal parameters, we can use contradiction to prove this lemma. For any time step ¢ pro-
gresses from 1 to Q, if 8 is truly optimal, then it must ensure that at every step ¢, the agent is making a decision to
maximize expected immediate reward, which is to pick the node providing the highest marginal gain. If there was
a better node v;, that the agent didn’t select at some step ¢, then Eg, , v yup(8i.¢,0010) [M (Sit Uvn) — M (S;1)]
wouldn’t be maximized, contradicting our assumption that 6* is optimal. Hence, this proves the lemma and we
conclude that the optimal policy 7* (v | S¢) will select nodes greedily for all ¢.

B.3. Multiple Choice Knapsack Problem Guarantee

Lemma 2.(Multiple Choice Knapsack Problem Guarantee). Let Optg,; be the value of the solution for MCKP
instance S;;, and Optgij be the value of the optimal solution for S'ij, we have:

Opts,; > (1- 1/e)OptSU (21)

Proof. Since in Phase 1, we decompose MIM into separate layers, find a solution for each layer, then, combine
back using MCKP. We need to examine how the MCKP problem can be represented for the MIM problem. From
there, we can determine the approximation ratio of the solution combined with MCKP in the context of MIM.

Given a MIM instance (¢, k,[,0), where ¢ represents the graph, k is the number of seed sets, and [ is the size
of each seed set. For each pair (7,j), where 1 <¢ <k and 1 < j </, let S;; be an unknown optimal seed set
for G; that satisfies two conditions: S;; C V (subset of nodes in G;) and |S;;| = j (size of the seed set). In
addtition, let S;; found by an algorithm A be an approximation to S;; and S;; C V. Then, based on Definition
7, Ci = {Sio,...,Su},C"" = {ng’f,...,égpt}. Finally, let ¢ = {C;: 1 <i <k}, ¢ = {CP :1<i<k},
and for each i, j, define ¢(S;;) = j,p (T3;) = o (S;;), and likewise define ¢°P*, p°P* for each Sw Thus, we have
two instances of the knapsack problem, namely I = (¢, k,l,c,p,l) and Iy = (P!, k, 1, c°Pt | p°Pt ).

For convenience, let’s assume that j represents the budget that should be spent for layer G;, as determined
by any MCKP solver. In that case, S;; and Sz‘j can be used to represent the output, where S;; represents the
approximate solution and S'ij represents the unknown optimal solution. Since, our algorithm A is greedy-style,
each element of C; has approximation ratio (1—1/e). Thus, the value of the approximate solution Otps,; decided
by any MCKP solver for each layer G; also has (1 — 1/e) as follow:

(1-— l/e)OptSU =(1-1/e)o (S,-j>
<7 (5i) (22)

From there, we can also extend the analysis to get an approximation ratio for ¢. Let, S = Ule Si; and
S = Ule Si]‘ represent the final solutions for MCKP instances I; and I, respectively. We have:
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(1-1/e)Opts = (1-1/e)3 o (sj)

1

= Z o (5iy) (23)
< ZU (Sij)

< Opts

Thus, proving the lemma.
B.4. Approximation Ratio In The Worst Case

Theorem 1 (Approximation Ratio In The Worst Case) Suppose the propagation o; on each layer of the multiplex

is submodular, the optimal policy 7* will find a solution S for multiplex network ¢ with an approximation ratio

(1—e)(1—1/e
of (c?—(‘rl)k/ L.

Proof. We start by assuming that the model o; on each layer G; satisfies the Generalized Deterministic Sub-
modular (GDS), as shown in Definition 6. If all o; of all G; satisfy the Generalized Deterministic Submodular
(GDS) property, then o is submodular (Kuhnle et al., 2018).

Let S = Ule S; be the solution returned by the MIM-Reasoner for the multiplex network ¢, where S; represents
the seed set found on each layer G; using policy 7*. Let S be the unknown optimal solution for the multiplex
network ¢, and U(S)i be the expected activation under o in layer G;. Note that, U(S')i only counts duplicated
nodes as a single instance within layer G;, rather than adding up all instances. Based on these definitions, we
can state the following inequality:

o (9) < Z:a (3) (24)

From this, we define O as the set of native overlapping nodes. This set excludes isolated vertices that are added
by other layers. Given the set O of native overlapping nodes, it is established that:

a(g)i <oy (S“UO) (25)

Equation 25 arises because o(S)* considers duplicated nodes as a single instance, while ¢;(S U O) counts all
duplicated nodes. Moreover, any node in G; can be activated by the model o; receiving seed nodes in S N G; or
native overlapping nodes O. In addition, because of submodularity of o;, we have:

o; (s U o) <o (s) +0:(0) (26)

Recall that in Lemma 2, Opts, Opts denotes the value of MCKP on instance I; and Iy, respectively. We also

know that 7* will select node greedily based on Lemma 1. Let 0(5’“*) denote the total spreading in multiplex
network ¢ of the solution S sampled by optimal policy 7*. In phase two, solution S obtained from phase one is
tuned by optimal policy 7* to become S™ , then:

o(S7) > o(8) = (1 - )Opts (27)

Here, in the context of this work, (1 — €) with € > 0 represents the approximation ratio for the nearly exact
solution found by the MCKP solver (Chandra et al., 1976) that we employ. In addition, for any set S (could be
optimal or just feasible) with size at most | and any fixed layer ¢, we base on Lemma 2 to have :

1

mo(ﬁ“*) > Optg > 04(S) (28)
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By Lemma 2, and since 0;(5) is the value of a feasible solution to the multiplex network instance in layer G,
we have the above inequality. Combining the inequalities, we get:

k
o (S) < ;0 (s)
k ~ k
<> o (S> + ZUi(O)
=1 i=1
k L
<Taga 197" L0 (29)
k - b
SGooa-1e’W)t UEO;%(U)
k o ok (&
S Ty LA ws rcp s ACHD)
(o4 1)k (&
SAzgu-ie° )
We can rewrite this inequality as:
o(5m) > L=l 1/e) _(Z)J(rl 1;]:/ Vo (3) (30)

Thus, MIM-Reasoner has approximation ratio %

B.5. Approximation Ratio In The Best Case

Theorem 2 (Accuracy Gap In The Best Case). Assume the 7* can avoid reactivating all the activated nodes,

the spread of solution given by optimal policy 7* is at least: o (5‘”) > %0(5‘)

Proof. Recall that the optimal policy 7* will avoid reactivating nodes that have already been activated, starting
from layer 2 up to layer k. We modify the proof of Theorem 1 (Equation 29) to have:

:1 k k

<> 0 (8) =Y 0i(0) + Y- ai(0)

1=1 =2 =1
k e

S-gu-ije ) @) (31)
K - .

S Er YRR AU
k - 0 At

S(1-@(1-1/@“(5 )*(1_6)(1—1/6)"(5 )
k+0 Am*

S(1_6)(1_1/6)”(5 )

We can rewrite this inequality as:

o(S™) > 1=90=1/e) 1/6)0 <S') (32)

Therefore, the theorem is proved.
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B.6. Approximation Ratio In The General Case

Theorem 3 (Accuracy Gap In General Case). Assume the 7* can avoid reactivating the activated nodes by

other layers partially. Thus, with § € [0,1], the spread of solution given by optimal policy 7* is at least:
o (1—e)(1—1/e)

o (5” ) > (=isorerto(9).

Proof. Given 3 € [0, 1] representing the percentage of nodes that cannot be successfully avoided reactivation

by the policy 7*, we have:

=1
k k k
<Y o (g)—(l—ﬁ)Zai(O)—i—Zai(O
" k Al: Z k k
< A=90-179 1/6)0(5 )+ 0:(0) — (1 —ﬁ);ai(O) +Z§az~(0) )
k k
<—(17€)(171/e +UGZ;UZ vez;;oi(v)
k & 0 o o™ O(k_l)ﬁ . o™
S(l—e)(l—l/e) 7 (57)+ =0 —1/e) (3 >+(1—6)(1—1/e) (57)
k+o+o(k

- 1-e¢1-1 / e ( )
Thus, proving the theorem.
B.7. Time complexity of structure learning for PGMs

Lemma 3 (PGMs’s Time complexity). The time complexity of structure learning for GP™V after k selection
step is [V]? - (k — 1).

Proof. In the Structure Learning step, given a set of representative nodes Y = [v1, ..., 4], we calculate pairwise
a(g—1)
2

mutual information for all pairs and employ Kruskal’s algorithm to construct a Minimum Weight Spanning
Tree (MWST). The algorithm constructs the tree one edge at a time, in decreasing order of weights. The running
time of this step is O(|V|?) for |Y| = ¢ variables, as it needs to consider all M edges. In addition, at each
layer selection (except for the final layer selectlon) we have to train a PGM. Therefore, the total number of
PGMs after training with a multiplex network consisting of &k layers will be k£ — 1. Each PGM has a complexity
is O(|Y|?) and we have k — 1 PGMs after training process. Thus, the time complexity of structure learning after
k selection step is O(|YV|? - (k — 1)).

B.8. Time complexity of MIM-Reasoner

Theorem 4 (Time complexity of MIM-Reasoner). The time complexity of the Budget Allocation is:
maxpey tc (A, Gp, 1) + (kI)V/<1log k and the time complexity of Relation RL Optimization is : O (V|- (k—
1) + Q) where Q is number of step for policy 7 converge to optimal.

Proof. Given the VY predicted by GAT model Z(.) for each layer G;, MIM-Reasoner runs algorithm A in parallel
k times with the search space VY € G; and then utilizes the (1 —€) Multiple Choice Knapsack Problem (MCKP)
solver. Let’s denote the layer that takes the longest time to run as Gp. If O (tc(A, Gy, 1)) represents the time
complexity of algorithm A on [ seed nodes with graph Gy, then the time complexity of the (1 — €) Multiple
Choice Knapsack Problem is determined by O ((kl) [1/e=111og k) Therefore, we have an overall time complexity
for the Budget Allocation phase:

@) (Iila]z( te(A,Gp, 1) + (k)< log k‘) (34)
€

In the second phase, our time complexity comes from the time complexity of PGMs, and the total number of
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training step for policy m become optimal. Let denotes Q as a total number of training steps for policy m becomes
optimal. Based on Lemma 3, we have time complexity for PGMs for multiplex with k layers is | Y| - (k — 1).
Thus, the time complexity for the Relation RL Optimization phase is:

O(YP- (k—1)+ Q) (35)

C EXPERIMENT DETAILS

We conducted our experiments on a machine equipped with an Intel(R) Core i9-13900k processor, 128 GB RAM,
and two Nvidia RTX 4090 GPUs with 24GB VRAM each.

C.1 Experimental Analysis

Synthetic Multiplex Network. We compare MIM-Reasoner with other baselines on a synthetic multiplex
network with 5,000 nodes and 25,000 edges, considering different overlapping rates and the number of layers.
Each layer is a random graph generated using the Erdos-Renyi algorithm, with the overlapping percentage (30
%, 50 %, 70 %) calculated based on the layer with the highest number of nodes. In cases where the number
of overlapping users exceeds the number of nodes in a layer, we create isolated nodes to maintain the correct
number of overlaps. For the propagation models, we consider both the Independent Cascade (IC) model and the
Linear Threshold (LT) model. In the IC model, the propagation probability for each edge in a layer is determined
as 1 divided by the degree of the target node. Additionally, in the LT model, the propagation threshold for each
node in a layer is randomly assigned in the range [0.5,0.9].

Real World Multiplex Network. We evaluate MIM-Reasoner and other methods on four real-world multiplex
networks: 1) Celegans (Stark et al., 2006): This network consists of 6 layers with 3879 nodes and 8191 edges;
2) Drosophila (Stark et al., 2006; De Domenico et al., 2015): The Drosophila network comprises 7 layers,
8215 nodes, and 43,366 edges; 3) Pope-Election (Domenico and Altmann, 2020): The Pope-Election network
includes 3 layers, with 2,064,866 nodes and 5,969,189 edges. The link of these dataset can be found in this link:
https://manliodedomenico.com/data.php. Meanwhile, the Twitter-Foursquare network (Shen et al., 2012) has
2 layers, with 93269 nodes and 17,969,114 edges. It can be found in this link: ”https://urll.io/s/Vd3YD”.

Table 2: The synthetic network used for evaluation consists of 5000 nodes and 25,000 edges. It is important to
note that while the initial multiplex network has 5,000 nodes and 25,000 edges, the number of nodes and edges
can vary depending on the overlapping user percentage or the number of layers employed. This is because, If a
verter does not exist in some other layer, we can simply add it as an isolated vertex.

3 Layers | 4 Layers | 5 Layers | 6 Layers | 7 Layers | 8 Layers | 9 Layers
Layer 1 node count 500 500 200 200 100 100 100
Layer 2 node count 2000 1000 600 400 200 200 200
Layer 3 node count 2500 1500 1000 600 400 300 300
Layer 4 node count 0 2000 1400 800 600 500 400
Layer 5 node count 0 0 1800 1200 800 600 500
Layer 6 node count 0 0 0 1800 1200 800 600
Layer 7 node count 0 0 0 0 1700 1000 700
Layer 8 node count 0 0 0 0 0 1500 800
Layer 9 node count 0 0 0 0 0 0 1400
Total Nodes 7500 8000 9000 10800 11900 12000 12600
Total Edges (30 % case) 26500 26800 27160 27700 28060 28150 28360
Total Edges (50 % case) 27500 28000 28600 29500 30100 30250 30600
Total Edges (70 % case) 28500 29200 30040 31300 32140 32350 32840

C.1.1 Training Time.

When running the algorithms on both synthetic and real-world datasets, we observed the same characteristics in
terms of training time for all the methods. First, as the number of layers increases, the overall network becomes
more complex with a higher number of connections (Table 1). Conversely, each layer becomes simpler. This
explains the experimental results observed in methods that operate on the whole network, such as ISF, DeepIM,
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and ToupleGDD, which exhibit increasing running times (training time for ML-based methods) as the number
of layers increases and take longer compared to parallel algorithm operating on individual layers like KSN or
MIM-Reasoner model.

In contrast to approaches that operate on the whole graph, network decomposition methods that operate on
individual layers tend to exhibit decreased running time (for the CO algorithm) or training time (for ML-based
methods). This reduction in time can be attributed to the fact that as the number of layers increases, each
layer becomes simpler since the number of edges is divided among the layers, independent of the number of
connections (edges) between overlapping users. Therefore, it is understandable that the running time of KSN
or the training time of MIM-Reasoner tends to decrease as the number of layers increases, distinguishing them
from other methods. Another interesting observation is related to the training of ML-based approaches. In the
case of MIM-Reasoner, it requires a lightweight model with only 63,960 parameters in our setting. In contrast,
ToupleGDD and DeepIM have significantly larger models with 925,090 and 9,238,780 parameters, respectively.
Consequently, the training time for each optimization step in DeepIM and ToupleGDD is much slower compared
to MIM-Reasoner due to the increased complexity and parameter count of their models.

C.1.2 Inference Time.

For both synthetic and real datasets, DeepIM shows faster inference time compared to other methods because
it predicts end-to-end solutions directly. On the other hand, ToupleGDD, with the giant model, has to infer the
seed nodes step by step, resulting in longer inference times. MIM-Reasoner has a similar inference mechanism
to ToupleGDD, but it leverages batch inference to parallelize the solution inference process for each layer of
the multiplex network. This approach combines the states of each layer to create a batch, allowing for efficient
computation. As a result, the majority of the time is spent on the layer that requires the highest budget when
making inference using MIM-Reasoner.

C.1.3 Propagation Performance.

ISF is a greedy-based algorithm with an approximation ratio of (1 - 1/e) under the GDS property, making it
the most consistent algorithm among the five methods in terms of algorithm quality when tested on small-scale
synthetic graphs. However, applying ISF to large real-world multiplex networks is computationally challenging
due to the need for multiple propagation simulations. Meanwhile, KSN is a parallel algorithm that finds solutions
for each layer independently, making it the fastest algorithm. However, it does not consider the activation of
nodes in other layers through overlapping nodes, resulting in a smaller approximation ratio as the number
of overlapping nodes increases. This limitation makes its solution worse compared to other methods in both
synthetic and real multiplex networks.

DeepIM utilizes deep graph representation learning and optimization in continuous space to discover important
seed sets in large complex graphs with high accuracy and efficiency. However, DeepIM may suffer from instability
and convergence issues when dealing with more complex networks, leading to longer training times or poorer
performance. In large multiplex networks such as Twitter-Foursquare or Pope Election, training DeepIM can
take a very long time for the feature loss to converge. If the feature loss has not converged and only the
reconstruction loss has converged, stopping the training process would result in a very poor solution. On
the other hand, ToupleGDD is a well-designed solution that utilizes Deep Reinforcement Learning (DRL) for
optimization problems. It has demonstrated effectiveness in experiments with both synthetic and real-world
datasets. However, one limitation of ToupleGDD is its performance in large search spaces, where it can suffer
from sample efficiency problems. This means that it may not consistently provide good results due to the
challenges of exploring and finding optimal solutions in such an expansive large multiplex graph with limited
training time steps.

Our proposed approach, MIM-Reasoner, decomposes the multiplex network into separate layers, effectively re-
ducing the search space and observation space, even in large real-world multiplex networks such as Twitter-
FourSquare or Pope-Election. This layer-wise approach allows the policy to focus on and explore the unique
characteristics of each layer more efficiently, leading to improved learning and optimization within the multiplex
network. Additionally, MIM-Reasoner employs Probabilistic Graphical Models (PGMs) to analyze how nodes
are influenced by different layers within each layer. This utilization of PGMs enables MIM-Reasoner to find
effective solutions for the MIM problem while mitigating the impact of overlapping nodes, addressing a limi-
tation of methods like KSN. Consequently, MIM-Reasoner consistently provides good results in both synthetic
and real multiplex networks. The scalability and generalizability of MIM-Reasoner make it applicable to various
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Table 3: Hyperparameters for Reinforcement Learning framework and Graph Attention Network

Hyperparameter Value
Learning rate for Actor Model 0.0003
Learning rate for Critic Model 0.001
Learning rate for GAT Model 0.01
Optimizer Adam (Kingma & Ba, 2015)
Total epoch per update 8

Update time step 600
Minibatch size 256

Discount factor v 1

Layers for GAT Model GATConv
Layers for Actor-Critic Model Fully Connected Layer
Activation function for GAT Model Elu
Activation function for Actor-Critic Model Tanh

Target network smoothing coefficient 1024

Entropy coefficient 0.01

Lambda 0.95

PPO Epsilon 0.2

Gradient Norm 0.5

multiplex network scenarios. Its ability to handle large real-world multiplex networks while still achieving good

performance demonstrates its strength in solving MIM problems.

C.2 Hyperparameters and MIM-Reasoner Implementations

C.2.1 Hyperparameters For policy training, we utilize Proximal Policy Optimization (PPO) as it offers
stability and ease of implementation. The hyperparameters for the Graph Attention Network (GAT) and Policy
model are depicted in Table 2. Note that the hyperparameters of PPO are based on the original paper.



