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Abstract

A (d1, d2)-biregular bipartite graph G = (L ∪R,E) is called left-(m, δ) unique-neighbor ex-
pander iff each subset S of the left vertices with |S| ≤ m has at least δd1|S| unique-neighbors,
where unique-neighbors mean vertices with exactly one neighbor in S. We can also define
right/two-sided expanders similarly. In this paper, we give the following three strongly ex-
plicit constructions of unique-neighbor expanders with better unique-neighbor expansion for
polynomial-sized sets, while sufficient expansion for linear-sized sets is also preserved:

• Two-sided (n1/3−ε, 1− ε) lossless expanders for arbitrary ε > 0 and aspect ratio.
• Left-(Ω(n), 1− ε) lossless expanders with right-(n1/3−ε, δ) expansion for some δ > 0.
• Two-sided-(Ω(n), δ) unique-neighbor expanders with two-sided-(nΩ(1), 1/2− ε) expansion.

The second construction exhibits the first explicit family of one-sided lossless expanders with
unique-neighbor expansion for polynomial-sized sets from the other side and constant aspect
ratio. The third construction gives two-sided unique-neighbor expanders with additional (1/2−
ε) unique-neighbor expansion for two-sided polynomial-sized sets, which approaches the 1/2
requirement in Lin and Hsieh (arXiv:2203.03581).

Our techniques involve tripartite product recently introduced by Hsieh et al (STOC 2024),
combined with a generalized existence argument of biregular graph with optimal two-sided
unique-neighbor expansion for almost all degrees. We also use a new reduction from large
girth/bicycle-freeness to vertex expansion, which might be of independent interest.

1 Introduction

A one-sided unique-neighbor expander is a bipartite graph such that any small subset S of its
left vertices have many unique-neighbors, where unique-neighbors mean right vertices that are in-
cident to exactly one vertex in S. Furthermore, if we can guarantee (1 − ε) fraction of edges from
S entering unique-neighbors for arbitrarily small constant ε > 0, we call it a lossless expander. Ex-
plicit constructions of one-sided unique-neighbor expanders have many applications in some areas
of theoretical computer science, such as error-correcting codes [SS96, DSW06], compressed sens-
ing [XH07, JXHC09], proof complexity [BW01, ABRW04] and pseudorandomness [GUV09, TZ01].
Motivated by the above applications, people did a long line of work to explicitly construct one-
sided unique-neighbor (lossless) expanders [AC02, CRVW02, Gol24, AD23, KRS23, CRT23]. These
constructions can guarantee one-sided lossless expansion for any O(n)-size vertex sets.

A recent work [LH22] found a reduction that explicit constructions of two-sided lossless ex-
panders with specific algebraic property yield quantum LDPC codes with linear-time decoder. This
motivates people to focus more on constructions of two-sided unique-neighbor expanders, which
means the graph should have good expansion for all small sets from both sides. Unfortunately,
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all classical constructions of one-sided unique-neighbor expanders don’t exhibit expansion from the
other side. Some constructions using the so-called ‘Routed Product’ technique will even destroy the
expansion of even constant-sized sets from the other side.

Unlike unique-neighbor expanders, we know a lot of explicit constructions of spectral expanders
[LPS88,Mor94,MOP22,OW20] whose adjacency matrices have bounded second-largest eigenvalues.
Although it was pointed out that mere spectral expanders don’t exhibit unique-neighbor expansion,
many previous constructions [Gol24, AD23, KRS23] use them as a ‘base graph’. In very recent
work, [HMMP24] generalizes this idea and gets explicit construction of two-sided unique-neighbor
expanders. However, their construction only guarantees a small constant fraction of edges entering
unique-neighbors, while [LH22] requires this fraction to be larger than 1/2. This motivates us to
construct two-sided expanders with ‘better than just unique-neighbor’ or even lossless expansion.

In this paper, we make progress on this topic. We give strongly explicit constructions of ex-
panders with better two-sided expansion for polynomial-sized sets. To the best of our knowledge,
these are the first set of constructions that give better two-sided expansion for polynomial-sized
sets, while simultaneously preserving unique-neighbor/lossless expansion for linear-sized sets. Our
results are precisely described below.

1.1 Our Results

For any graph G and its vertex set S ⊆ V (G), let UNG(S) denote the set of unique-neighbors
of S in G defined as UNG(S) := {v : e(v, S) = 1, v ∈ V (G)\S}. Here, e(v, S) denotes the number of
edges between S and vertex v.

For an infinite family of graphs (Gn)n, if there is an algorithm A(1n) that outputs Gn in poly(n)
time, we call it an explicit construction of Gn. Moreover, if there is an algorithm B(1n, v, i) that
outputs the i-th edge incident to v ∈ V (Gn) in polylog(n) time, we call it a strongly explicit
construction of Gn.

Definition 1.1. For any (d1, d2)-biregular bipartite graph G = (L ∪ R,E), β := d1
d2

= |R|
|L| is called

its aspect ratio. For any 0 < δ < 1 and m, we define:
1. If for any S ⊆ L with |S| ≤ m, we have |UNG(S)| ≥ δd1|S|, we call G a left-(m, δ) unique-

neighbor expander.
2. If for any S ⊆ R with |S| ≤ m, we have |UNG(S)| ≥ δd2|S|, we call G a right-(m, δ)

unique-neighbor expander.

When δ = 1− ε for arbitrary small constant ε, we call it a lossless expander.

Unbalanced Two-sided Lossless Expander for Polynomial-sized Sets We observe that
large girth implies lossless expansion (See also [HMMP24, Kah95]). For the best known explicit
construction of biregular large girth graph with girth about 4

3 log n ([LPS88]), it implies (n1/3−ε, 1−ε)
lossless expansion. However, many of similar constructions are not known to be biregular and
unbalanced (i.e. with aspect ratio β ̸= 1) at the same time. In our first result, we get a strongly
explicit construction for biregular bipartite two-sided lossless expanders matching the above bound
with arbitrary bidegrees and aspect ratios by considering an adaption of [LU95]:

Theorem 1.2 (Theorem 4.8, Informal). For all ε, β > 0, there are infinitely many bidegrees d1, d2
where d1

d2
= β, such that we have strongly explicit construction of an infinite family of two-sided

(d1, d2)-biregular (Ω(n1/3−ε), 1− ε) unique-neighbor (lossless) expanders.
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Lossless Expanders with Polynomial-sized Expansion on Another Side There is also a
long line of research working on constructing one-sided lossless expanders for linear-sized sets (e.g.
[CRVW02,Gol24]). However, to the best of our knowledge, if we require lossless expansion for Ω(n)-
size sets from one side, all known constructions give little guarantee of expansion from the other
side. Some constructions using routed product ([Gol24,AD23,KRS23]) will inevitably destroy the
expansion of even constant-sized sets from the other side. Even if we allow the aspect ratio β > 1,
the best-known expansion from the other side ([OW20] or generalized [HMMP24]) only guarantees
expansion for exp(O(

√
log n)) ≤ no(1)-sized sets, which is far from satisfying. In this work, we

give the first strongly explicit construction of left-lossless expanders for linear-sized sets that also
guarantees right-unique-neighbor expansion for polynomial-sized sets.

Theorem 1.3 (Theorem 5.7, Informal). For any ε > 0, there exists δ(ε) > 0, β(ε) > 1 such that
for infinitely many d1, d2 where d1

d2
= β, there is strongly explicit construction of an infinite family

of (d1, d2)-biregular graphs G such that:

(1) G is a left-(Ω(n), 1− ε) lossless expander.
(2) G is a right-(n1/3−ε, δ) unique-neighbor expander.
(3) G is a right-(no(1), 1− ε) lossless expander.

Remark 1.4. Fix ε, the aspect ratio β can be seen as a constant for arbitrarily large bidegree
d1, d2. However, a weakness of this result is that we require β > 1, which is not satisfying in some
applications.

Two-sided Unique-neighbor Expanders with Better Expansion for Polynomial-sized
Sets Motivated by potential constructions of good quantum LDPC codes with linear time decoder
via two-sided expanders ([LH22]), [HMMP24] gives a construction of two-sided-(Ω(n), δ) unique-
neighbor expanders. However, the parameter δ in their construction must be some small enough
constant δ < 0.005, which doesn’t yield satisfying quantum LDPC codes via [LH22]’s reduction. In
fact, the interested case in [LH22] requires δ > 1/2. This motivates us to care about unique-neighbor
expansion with parameter δ = 1/2. In our third result, we give a strongly explicit construction
of two-sided (Ω(n), δ)-unique-neighbor expanders that also guarantees (nΩ(1), 1/2 − ε) two-sided
unique-neighbor expansion for arbitrarily small ε > 0.

Theorem 1.5 (Theorem 6.10 Informal). For any ε, β > 0, there exists δ(β) > 0 such that for
infinitely many d1, d2 where d1

d2
= β, there is strongly explicit construction of an infinite family of

(d1, d2)-biregular graphs G such that:

(1) G is a two-sided-(Ω(n), δ) unique-neighbor expander.
(2) G is a two-sided-(nΩ(1), 1/2− ε) unique-neighbor expander.

New Reduction from Large Girth to Expansion In the above construction, one key lemma
we use is a reduction from large girth or bicycle-freeness to vertex expansion. This is also observed
by some previous work [HMMP24, MM21]. While previous proof uses spectral techniques, our
proof builds on combinatorial arguments via subsampling. Furthermore, Our reduction gives better
bounds than previous work in two facets: (1). The size bound has an additional Ω(g) factor, where
g denotes the girth of the graph. (2). Our reduction applies to a wider range of parameters, which
is crucial in the proof of Theorem 6.10. See Remark 1.8 for more details. Moreover, our reduction
is strictly stronger than the similar reduction appeared in [MM21]. That’s because [MM21] requires
the large-girth graph to be a (near) Ramanujan graph, while our new reduction only cares about
large-girth itself modulo any spectral requirement.
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Theorem 1.6 (Theorem 3.5 Informal). For any ε, g, d > 0, it holds that: For any bipartite undi-
rected graph G = (L ∪ R,E) that has girth g and average left-degree d, if |L| ≤ O(g(εd)g/4), then
there is |R| ≥ (1− ε)d|L|.

Remark 1.7. We can not simply use classical irregular Moore bound [AHL02] to get Theorem 3.5
since it only yields about O((4 + 4ε)g/4) size bound, far smaller than ours in most of interesting
cases. Even the more refined bipartite irregular Moore bound [Hoo01] is not applicable since it
requires a minimum degree of at least 2, which isn’t true in most vertex expansion cases. If one
resorts to the ‘pruning’ trick to remove vertices with degree 1, [Hoo01] will lose advantage over
[AHL02] since we can’t guarantee left/right average degree to be non-decreasing separately after
pruning. Therefore, it’s necessary to build this reduction from scratch.

We list some related previous results in Table 1 for comparison.

Table 1: Comparison with previous constructions. This table only includes constructions that
guarantee at least Ω(|S|) unique-neighbors. There are some other constructions that only guarantee
the existence of unique-neighbors. All these explicit constructions work for infinitely many constant
bidegrees (d1, d2).

citation linear-sized expansion sublinear-sized expansion aspect ratio
[LPS88,Mor94] – two-sided (n1/3−ε, 1− ε) 1

Theorem 4.8 – two-sided (n1/3−ε, 1− ε) any β > 0

[Gol24,CRVW02,CRT23] left-(Ω(n), 1− ε) – any β > 0

[OW20] left-(Ω(n), 1− ε) two-sided (exp(Ω(
√
log n)), 1− ε) β(ε) > 1

Theorem 5.7 left-(Ω(n), 1− ε)
two-sided (n1/3−ε, δ(ε))

β(ε) > 1two-sided (exp(Ω(
√
log n)), 1− ε)

[HMMP24] two-sided (Ω(n), δ(β, ε)) two-sided (exp(Ω(
√
log n)), 1− ε) any β > 0

Theorem 6.10 two-sided (Ω(n), δ(β)) two-sided (nΩ(1), 1/2− ε) any β > 0

1.2 A Related Work

After this paper has been submitted, an independent work [CGRZ24] was published online
working on the same topic. [CGRZ24] is based on multiplicity codes and generalized Hermite
interpolation, which is different from our techniques. Their main results are also incomparable with
ours. Concretely, their graph degrees are Θ(polylogn) rather than constant in our paper. Their
aspect ratios are also non-constant. The merit of their work is that they get two-sided lossless
expansion, but other parameter settings are incomparable with Theorems 4.8 and 5.7.

1.3 Technical Overview

In Section 1.3.1, we sketch proof of our new reduction from large girth or bicycle-freeness to
vertex expansion using subsampling technique. With this reduction, we describe our constructions
Theorems 4.8, 5.7 and 6.10 in Section 1.3.2. Finally, in Section 1.3.3 we briefly introduce some
technical tools used in these constructions and how we generalize them from previous work.

1.3.1 Vertex Expansion from Large Girth or Bicycle-freeness

Our first technical tool is to give a new vertex expansion theorem from large girth or bicycle-
freeness. Here we give a proof overview of expansion from large girth, and expansion from bicycle-
freeness follows from similar arguments. Now, suppose a bipartite graph has girth g. First, similar
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to [Hoo01], we observe that we can’t have two different g/2-simple paths sharing the same starting
and ending points, since otherwise, they will form a cycle with length at most g, which contradicts
the girth requirement. From a simple pigeonhole principle, we can bound the number of such paths
by O(n2). On the other hand, consider a graph G with an arbitrary spanning tree T , every non-tree
edge e in G yields a cycle larger than g, and deleting e will delete Ω(g) simple g/2-paths at the
same time. Therefore, by iteratively deleting non-tree edges, we can lower bound the number of
simple g/2-paths by Ω(g(m − n)), where m is the number of edges. Now, consider any left vertex
set S with size n and its neighbor set T = NG(S). Suppose T doesn’t expand well and only has size
|T | ≤ (1− ε)dn, where d is the average degree of S. We can sample a random subset T ′ ⊆ T where
each t ∈ T is selected with independent p probability. Consider the lower and upper bound of the
expected number of simple g/2-paths in random induced subgraph H = G[S ∪ T ′], we can get an
inequality Ω(g)E[|E(H)| − |V (H)|] ≤ n2pg/2, where pg/4 is the probability for each simple g/2-path
in G to be contained in H. By choosing p wisely, we can get a lower bound on n. This implies if n
is not large enough, we must have at least (1− ε)dn vertex expansion.

Remark 1.8. Our theorem has an additional Ω(g) factor in the bound, which is asymptotically
better than the bound in [HMMP24] in some scenarios. Please also note that here we cannot directly
use the classical bipartite irregular Moore bound ([Hoo01]) since its proof implicitly requires the
minimum degree in G[S ∪ T ] is at least 2, which doesn’t hold in our case. Our theorems also
extend the parameter range to all d ≥ 2, which is useful in this work since Theorem 6.10 uses
(2, d)-biregular graphs as base graphs. A similar argument in [HMMP24] only holds for d ≥ 3, and
its proof technique uses some involved spectral method, which is different from our subsampling
method here.

1.3.2 Constructions

Large Girth Biregular Graph with Arbitrary Bidegrees and Aspect Ratios In this
paragraph we sketch the construction of Theorem 4.8. From above, we know every graph with
a large girth yields good two-sided lossless expansion. The classical construction [LPS88] gives
construction with girth 4

3 log n, but it is balanced while the ideal construction should fit arbitrary
large bidegrees and arbitrary aspect ratio β > 0. To amend this, we introduce the graph family
D(k, q) defined from [LU95]. By observing its construction we can easily adapt it to almost arbitrary
bidegrees by restricting it to only a subset of its edge index. However, it only yields log n girth.
To make it match the large girth of [LPS88], we use the analysis in [LUW96] to extract one of its
connected components. Focusing only on this single component, we reduce the number of vertices
while preserving the girth, and therefore boost the girth to 4

3 log n. However, restricted within a
single component, it becomes less clear whether the construction is still strongly explicit. We use
the polynomial inverse technique to show that even restricted within a single connected component,
this construction is still strongly explicit.

Tripartite Product The explicit construction in Theorems 5.7 and 6.10 both use the Tripartite
Product framework introduced in [HMMP24]. It is formally defined in Definition 5.6. We first set up
three sets of vertices L∪M∪R as left/middle/right sets. Then, we prepare two base bipartite graphs
G1 = (L ∪ M,E1) and G2 = (M ∪ R,E2) and embed them onto the vertices. Suppose G1 is D1-
right-regular and G2 is D2-left-regular, we then prepare a small ‘gadget graph’ G0 = (L0 ∪R0, E0)
where |L0| = D1, |R0| = D2. The tripartite product is defined as graph G = (L∪R,E) whose edges
are obtained by placing a copy of G0 on each middle vertex and ‘merge’ edges from G0, G1 and G2.
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Remark 1.9. The advantage of the Tripartite Product is that G0 is usually a constant-size graph,
so we can use exhaustive search to make G0 as good as random graphs. In our applications here,
base graphs G1, G2 will be large graphs with good spectral expansion, and G0 will be the graph
with expansion ‘as good as random biregular graphs’. This is the crux to transform purely weak
spectral expansion of base graphs to strong unique-neighbor expansion or even lossless expansion.
We will give a more concrete description below.

Lossless Expanders with Polynomial-sized Unique-neighbor Right Expansion In this
paragraph we give a proof overview of Theorem 5.7. We use [LPS88] to construct (D,D)-biregular
Ramanujan graph G1 = (L ∪ M,E1) with 4

3 log n girth, and use [OW20] to construct (D, εD)-
biregular near-Ramanujan graph G2 = (M ∪ R,E2) with Ω(

√
log n) bicycle-freeness. In terms of

gadget graph G0, we need a (d, d)-biregular constant-sized graph with optimal two-sided expansion.
However, to make use of spectral expansion of G2, we need d = Ω(D) such that d > Ω(

√
εD2). This

motivates us to generalize the existence argument of optimal biregular expander to wider parameter
settings (See Section 7). Our construction will be the tripartite product of G1, G2, G0 described
above. To show lossless expansion for any fixed O(n)-sized left vertex set S. We first consider the
set U of all neighbors of S in G1. Let h = C be a large enough constant, we split U into heavy
neighbors Uh and light neighbors Ul. Heavy neighbors are those incident to at least h vertices in
S and light neighbors are all other neighbors. The first filter is to control the number of edges
between S and Uh in G1. It’s not hard to use the subgraph density lemma and derive that at
most about O(1/C) percentage of edges enter Uh. For most of the edges entering Ul, each of them
expands about d unique neighbors in the corresponding G0 copy. On the other hand, each vertex
in Ul has at least about d > Ω(

√
εD2) unique neighbors expanding to the right side. By using the

subgraph density argument for spectral expander G2, we derive that most of unique-neighbors in
Ul-copies of G0 are also unique neighbors in the whole graph G. Combined with the above, we
know most of edges from S in G1 expand about d unique-neighbors in G0 copies. Furthermore,
most of these unique-neighbors continue to be unique-neighbors on the right side. These two claims
guarantee lossless expansion. The unique-neighbor expansion from right to left follows from a similar
argument. However, this time we don’t have d > Ω(D) and cannot make use of the subgraph density
argument of spectral expander G1. Alternatively, we use the large girth of G1 to guarantee that
most of unique-neighbors of G0 copies continue to be unique-neighbors in the left part.

Remark 1.10. In the current framework, if one chooses the parameters that yield linear-sized
lossless expansion from one side, then it is impossible to get even linear-sized unique-neighbor
expansion from the other side if sticking to the same proof strategy. This relates to parameter
trade-offs when using subgraph density arguments and the existence of optimal gadget graphs
simultaneously. See more details in Section 5.

Two-sided Unique-neighbor Expander with Polynomial-sized (1/2 − ε) Expansion We
use the same tripartite product framework as in Theorem 5.7. However, this time we use edge-vertex
incidence graphs of [LPS88] as the two base graphs. edge-vertex incidence graph of G is formally
defined in Definition 6.1. We show that edge-vertex incidence graph of a (near)-Ramanujan graph
is still a (near)-Ramanujan graph. Another advantage is that it preserves the property of large girth
or bicycle-freeness, which is used to derive expansion. We use a similar proof as above to show that
from each side, O(n)-sized vertex set has a constant fraction of edges entering unique-neighbors.
To show two-sided (1/2− ε) unique-neighbor expansion, we use the large girth condition and apply
the reduction from girth to expansion for polynomial-sized sets. Note that we only get (1/2 − ε)
unique-neighbor expansion, not lossless expansion. That’s because the edge-vertex incidence graph
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of a d-regular graph is a (2, d)-biregular graph and lossless expansion from large girth only holds
when the left-degree is large enough.

Remark 1.11. We can get arbitrary aspect ratios in Theorem 6.10 since edge-vertex incidence
graphs can be arbitrarily unbalanced. However, the [LPS88] construction used in Theorem 5.7 has
to be regular, which prevents us from using it directly as base graphs in Theorem 6.10.

Remark 1.12. Edge-vertex incidence graph has (2, d) bidegree, which means we only have an
average degree 2 from one side. Therefore, our ‘girth to expansion’ reduction Theorem 3.5 that
works for ‘all degrees at least 2’ is necessary here. The reduction in [HMMP24] built from spectral
analysis only works for degrees at least 3.

1.3.3 Auxilary Tools

Existence of Biregular Graph of Optimal Two-sided Expansion [HMMP24] adapts the
proof in [FK15] from regular graphs to biregular graph settings and shows the existence of biregular
graphs with optimal two-sided expansion. However, they only give the existence statement when
degree d = Θ(

√
n). In our proof Theorem 5.7, we need the case for d = Ω(n). Motivated by this,

we generalize their results to all ω(log n) ≤ d ≤ O(n). See Theorems 5.4 and 6.9 for more details.

Subgraph Density Bound from Small Second Largest Eigenvalue We basically use the
same subgraph density bound as in [HMMP24]. However, we slightly relax the parameter ranges in
the statement in order to match its application in Theorem 6.10. Moreover, there is a flaw (will be
explained in Appendix A) in the original proof of [HMMP24] and we have to do a slightly different
analysis to fix it. Therefore, we reprove it in Appendix A for soundness and completeness.

1.4 Paper Organization

In Section 2 we introduce necessary notations, definitions, and some folklore results. In Section 3
we give a new reduction from large girth/bicycle-freeness to unique-neighbor (lossless) expansion.
In Section 4 we generalize [LU95,LUW96] and give the strongly explicit construction presented in
Theorem 4.8. In Sections 5 and 6 we give formal proofs of Theorems 5.7 and 6.10 respectively.
Finally, we show the existence of biregular graphs with optimal two-sided expansion in Section 7,
which will be used in our proofs.

2 Preliminaries

2.1 Graph Notations

For a graph G, we use G = (V,E) to denote its vertex set V and edge set E ⊆ V × V , or
equivalently V (G) and E(G). When G is bipartite, we sometimes use G = (L∪R,E) where L and
R distinguish its disjoint left-vertex set and right-vertex set respectively. In this case E ⊆ L × R.
A graph is d-regular iff all its vertices have degree d. A bipartite graph G = (V ∪ R,E) is (c, d)-
biregular iff all its left-vertices have degree c and all its right-vertices have degree d. A basic equality
in this case is c|L| = d|R|. For any vertex v ∈ V (G), we use degG(v) to denote its degree in G. Fix
any n1, n2 ∈ Z∗, 0 < p < 1, Gn1,n2,p is the Erdős–Rényi bipartite graph distribution that samples
a bipartite graph G = (L ∪ R,E) ∼ Gn1,n2,p, where |L| = n1, |R| = n2, and each potential edge
(x, y) ∈ L×R is contained in E with independent p probability.
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For an undirected graph G = (V,E), its girth g(G) is the length of its shortest cycle. For any
two of its vertices u, v ∈ V × V , dG(u, v) denotes the distance between u and v in G. For any
vertex set S ⊆ V and u ∈ V , dG(u, S) = mins∈S{dG(u, s)} denotes the distance from u to the
nearest vertex in S. we use G[S] to denote the induced subgraph of G on set S. NG(S) = {v : v ∈
V (G), ∃s ∈ S, (v, s) ∈ E(G)} denote the set of S-neighbors. Similarly, for any positive integer r > 0,
N r

G(S) = {v : v ∈ V (G), dG(v, S) ≤ r} denotes the set of vertices with distance at most r from S.
For any v ∈ NG(S), if v /∈ S and v has degree 1 in G[S ∪{v}], we call v a unique-neighbor of S. We
use UNG(S) to denote the set of unique-neighbors of S in G. We will sometimes omit the subscript
G when it is clear from context.

We next define the notion "r-bicycle-free" named from [MOP22]:

Definition 2.1 (Bicycle-freeness). For any undirected graph G and r > 0, G is called r-bicycle-free
iff for any vertex v ∈ V (G), let Sr

v = N r
G(v) denote all vertices with at most r distance from v, the

induced subgraph G[Sr
v ] contains at most 1 cycle.

For an undirected G, consider its adjacency matrix AG and n = |V (G)| eigenvalues of AG

(Counting multiplicities): λ1 ≥ λ2 ≥ · · · ≥ λn, its second largest eigenvalue (absolute value)
λ2 = λ2(G) = max(|λ2|, . . . , |λn|) will be of particular interest for (bi)regular graphs in this paper.

Definition 2.2. A d-regular graph G is a Ramanujan graph iff λ2(G) ≤ 2
√
d− 1. A (c, d)-biregular

graph G is a Ramanujan graph iff λ2(G) ≤
√
c− 1 +

√
d− 1.

2.2 Number Theory

Proposition 2.3 (Dirchlet’s Theorem). For any two positive coprime integers a, d, there are in-
finitely many primes of form a+ nd where n ∈ Z+

Proposition 2.4 (Prime Number Theorem on Arithmetic Progression [Sop10]). For any coprime
positive integers a, d, there exists a constant C such that if we use pn to denote the n-th prime of
form a+md,m ∈ N, then limn→+∞

pn
Cn lnn = 1

3 Expansion from Girth and Bicycle-freeness

In this section, we aim to show Theorems 3.5 and 3.6, that in any bipartite graph with large
girth or bicycle-freeness, any small enough left (right) vertex set with average-degree d should
have good vertex-expansion to the other side. Our theorems strengthen the similar arguments of
[Kah95,HMMP24] in two facets. First, they yield an additional g factor and give an asymptotically
better bound. (where g denotes the girth/bicycle-freeness). Second, our theorems hold for all d ≥ 2,
but the reduction in [HMMP24] only works for d ≥ 3. This is useful in our proof of Theorem 6.10,
where we use the edge-vertex incidence graph whose left vertices have degree 2.

Our proofs are from analyzing random induced subgraphs.

Lemma 3.1. Fix any g and k ≤ ⌊g4⌋, Let G = (L ∪ R,E) be a bipartite graph with n = |L| + |R|
vertices, |E| = m ≥ n edges, and girth at least g + 1. then, there is an edge e ∈ E and k different
simple paths containing e that starts from some vertex in L, ends at some vertex in L, and has
length 2k.

Proof. Since m ≥ n, G has some simple cycle C with length at least g + 1. Consider any edge
e = (u, v) on the cycle where u ∈ L, v ∈ R and define the direction from u to v as clockwise on C.
We can find at least k vertices u0 = u, u1, . . . , uk−1 ∈ L on the cycle that can be reached from u by
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at most 2k clockwise cycle-edges. For each ui, the counter-clockwise cycle-path from ui with length
2k gives a 2k simple path containing e, and all these paths are distinct. These give us k simple
paths with length 2k containing e as desired.

We then give a similar argument for bicycle-free bipartite graphs.

Lemma 3.2. Fix any g and k ≤ ⌊ g2⌋, Let G = (L ∪ R,E) be a g-bicycle-free bipartite graph with
n = |L|+ |R| vertices and |E| = m ≥ n+1 edges. then, there is an edge e ∈ E and k different simple
paths containing e that starts from some vertex in L, ends at some vertex in L, and has length 2k.

Proof. Let C denote the number of components in G, and the maximal spanning forest of G contains
n − C edges. Therefore, fix any maximal spanning forest F , there are at least m − (n − C) ≥
C + 1 edges not in the forest. By pigeonhole principle, there exists two of them e1, e2 in the
same component. Each of them defines a cycle in the component, we call them C1, C2, and let
S = V (C1)∪V (C2) denote the set of related vertices. Let T denote the minimal connected subgraph
of F that contains S. Since F is a forest and vertices in S are from the same component of F , T is
a well-defined tree. Let U = V (T ), we know G[U ] has at least two cycles C1 and C2. Suppose T
has a diameter at most 2g, then there exists a vertex v ∈ U such that all vertices in U have distance
at most g from v. It implies U ⊆ Ng

G(v) and by above, G is not g-bicycle-free, which violates the
precondition. Therefore, T has a diameter of at least 2g + 1 and there is a simple path P of length
at least 2g+1 in G. By a similar argument as in Lemma 3.1, we can find an edge e and k different
simple paths containing e that starts from and ends at L of length 2k on P

With Lemmas 3.1 and 3.2, we can build a counting lemma to lower bound the number of long
simple paths.

Lemma 3.3 (Counting Lemma). Fix any g and k ≤ ⌊ g4⌋, Let G = (L ∪ R,E) be a bipartite graph
with n = |L|+|R| vertices, |E| = m edges, and girth at least g+1. then, there are at least k(m−n+1)
simple paths that starts from some vertex in L, ends at some vertex in L, and has length at most
2k.

Proof. By Lemma 3.1, the statement is true when m = n. Now fix any C ≥ 0 and let’s suppose for
any m ≤ n + C the statement is true, we will show the statement is also true for m = n + C + 1
and finish the proof by induction.

Suppose m = n + C + 1, then by Lemma 3.1 there is an edge e and k simple paths p1, . . . , pk
containing e satisfying the conditions. Let P = {p1, . . . , pk} and delete e from G, we will get graph
G′ = (L∪R,E′ = E − {e}) where |E′| = m− 1 = n+C. By inductive assumption, G′ has at least
k(C + 1) such paths and none of them is in P since all paths in P contain e. Therefore, G has at
least k(C + 1) + |P | = k(C + 2) such paths, we are done.

By a similar induction, we can use Lemma 3.2 to get a similar counting lemma for g-bicycle-free
graphs as follows:

Lemma 3.4 (Counting Lemma from Bicycle-freeness). Fix any g and k ≤ ⌊g2⌋, Let G = (L∪R,E)
be a g-bicycle-free bipartite graph with n = |L|+ |R| vertices and |E| = m edges. then, there are at
least k(m − n) simple paths that starts from some vertex in L, ends at some vertex in L, and has
length at most 2k.

With the help of Lemmas 3.3 and 3.4, we are ready to derive reductions from large girth/bicycle-
freeness to expansion:
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Theorem 3.5. Fix any ε ∈ [0, 1], 1 < d′ < εd, there exists a constant δ = δ(ε, d, d′) > 0 such that
the following holds: For any g > 1, let G = (L∪R,E) be a bipartite graph whose left average degree
is d with girth at least g + 1, we have:

For any S ⊆ L such that |S| ≤ δgd′⌊g/4⌋, there is |N(S)| ≥ (1− ε)d|S|

Proof. Let k = ⌊g/4⌋. Suppose by contradiction there is S ⊆ L with |S| ≤ δgd′⌊g/4⌋ and |N(S)| ≤
(1−ε)d|S|, where δ to be determined, let T = N(S) denote the set of S-neighbors and GS = G[S∪T ]
be the related induced subgraph. Define p = 1

d′ ≤ 1, we will consider a random induced subgraph
of GS sampled as follows: Let T ′ ⊆ T denote a random subset of vertices in T such that we
independently choose each v ∈ T into T ′ with p probability, and H = GS [S∪T ′] is the corresponding
random induced subgraph of GS . Let PGS

and PH denote the set of length-2k simple paths whose
starting and ending vertices are both in L in GS and H respectively, we can get the following bound
by using linearity of expectation on each such path in GS :

EH [|PH |] ≤
∑

P∈PGS

EH [P ⊆ H] ≤ |PGS
|pk (1)

On the other side, from Lemma 3.3 we know |PH | ≥ k(|E(H)− V (H)|). Thus we have:

EH [|PH |] ≥ k(
∑

e∈E(GS)

EH [e ∈ E(H)]− |S| −
∑
t∈T

EH [t ∈ V (H)]) (2)

≥ k(|S|dp− |S| − (1− ε)d|S|p) (3)
≥ k|S|(εdp− 1) (4)

Combine Equation (1) and Equation (4), we can get |PGS
| ≥ p−kk|S|(εdp− 1). For any unordered

pair (u, v) ∈ S2, if there are two distinct length-2k simple paths P1, P2 ∈ PGS
and both of them

start from u and end at v, then P1∪P2 has to contain a simple cycle of length at most 4k ≤ g, which
violates the girth condition. Therefore, all paths in PGS

have distinct starting/ending vertex pairs.
There are only at most |S|2

2 such pairs. Therefore, by pigeonhole principle, we get |PGS
| ≤ |S|2

2 .
Combine with above lower bound, we get p−kk|S|(εdp− 1) ≤ |PGS

| ≤ |S|2
2 .

By above, we get |S| ≥ 2(εdp−1)kp−k >
( εd
d′ −1)

5 gd′⌊g/4⌋. Let δ = δ(ε, d, d′) = ( εdd′ −1)/5 > 0, this
bound violates the precondition |S| ≤ δgd′⌊g/4⌋. Therefore we must have |N(S)| > (1− ε)d|S|.

By a very similar argument as above combined with Lemma 3.4, we can get a similar expansion
from g-bicycle-freeness.

Theorem 3.6. Fix any ε ∈ [0, 1], 1 < d′ < εd, there exists a constant δ = δ(ε, d, d′) > 0 such that
the following holds: For any g > 1, let G = (L ∪R,E) be a g-bicycle-free bipartite graph whose left
average degree is d, we have:

For any S ⊆ L such that |S| ≤ δgd′⌊g/2⌋, there is |N(S)| ≥ (1− ε)d|S|

Proof. Let k = ⌊g/2⌋, and all other notations the same as proof of Theorem 3.5. We use basically the
same arguments and replace Lemma 3.3 with Lemma 3.4. The only difference is the upper bound
of |PGS

|. For any unordered pair (u, v) ∈ S2, if there are three distinct length-2k simple paths
P1, P2, P3 ∈ PGS

and all of them start from u and ends at v, then U = V (P1)∪V (P2)∪V (P3) must
be contained in Ng

GS
(u) and thus G[Ng

GS
(u)] contains at least two simple cycles by case analysis,

which violates g-bicycle-freeness. Therefore we get |PGS
| ≤ |S|2. All other parts are similar to the

proof above.
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4 Strongly Explicit Construction of Two-sided Lossless Expander

In this section, we will give a strongly explicit construction of two-sided lossless expanders with
arbitrary aspect ratio β > 0 and arbitrary large bidegree for vertex set with size up to n1/3−ε, which
matches the expansion derived from the explicit graph family with the largest known girth 4

3 log n
First, we need the biregular bipartite graph D(k, q) defined in [LU95] which has a large girth

and good structure.
The incidence structure (P,L, I) is a triple where P and L are two disjoint sets (A set of points

and a set of lines, respectively), and I is a symmetric binary relation on P × L called incidence
relation. Let B = B(P,L, I) be a bipartite graph such that V (B) = P ∪ L where P (L) is its left
(right) part, and E(B) is defined as E(B) = {(p, l) ∈ I, p ∈ P, l ∈ L}. By this definition, B is a
simple bipartite graph, and we call B the incidence graph for the incidence structure (P,L, I).

Let q be a prime power and k ≥ 3, we define the incidence structure M(k, q) = (P,L, I) as
follows:

P = {(p1, p1,1, p1,2, p2,1, p2,2, p′2,2, p2,3, p3,2, p3,3, p′3,3, . . . , p′i,i, pi,i+1, pi+1,i, pi+1,i+1, . . . ) ∈ Zk
q} (5)

L = {(l1, l1,1, l1,2, l2,1, l2,2, l′2,2, l2,3, l3,2, l3,3, l′3,3, . . . , l′i,i, li,i+1, li+1,i, li+1,i+1, . . . ) ∈ Zk
q} (6)

Equations (5) and (6) mean truncated vectors up to the k-th dimension. We assume p−1,0 = l0,−1 =
p1,0 = l0,1 = 0, p0,0 = l0,0 = −1, p′0,0 = l′0,0 = 1, p0,1 = p1, l1,0 = l1, l

′
1,1 = l1,1, p

′
1,1 = p1,1, and define

incidence relation L as follows: For any p ∈ P and l ∈ L, (p, l) ∈ I if and only if the following four
equalities hold for each i = 1, 2, . . . . Here, if for an equality, any of its variables is not defined in
the k-truncated P,L defined above, we just ignore it.

li,i − pi,i = l1pi−1,i (7)
l′i,i − p′i,i = p1li,i−1 (8)

li,i+1 − pi,i+1 = p1li,i (9)
li+1,i − pi+1,i = l1p

′
i,i (10)

Remark 4.1. Here we briefly explain why (P,L, I) can be seen as incidence relation between some
points and lines. Here, our points are in fact points in k-dimensional linear space Fk

q . for any
p = (p0, . . . , pk−1), we can interpret it as the coordinates of a point within the k-dimensional space.
Then, given any l = (l0, . . . , lk−1) ∈ L and p0, we think l0, . . . , lk−1 as constants. By observing
Equations (7) to (10), we can do induction on i ∈ [k − 1] to show that for any p = (p0, . . . , pk−1),
if l and p satisfy all these equations, pi, i > 0 must be in the form pi = aip0 + bi, where ai, bi only
depend on i and l. Therefore, by fixing l, we actually fix these ai, bi coefficients, and all ‘points’
p incident to l are exactly those k-dimensional points in a specific one-dimensional affine subspace
defined by l. This means, l is a ‘line’ that defines a one-dimensional subspace.

Definition 4.2 ([LU95]). For any prime power q and k > 3, we define graph D(k, q) to be the
bipartite graph B(M(k, q)) defined above.

Fix any q, k satisfying conditions above and incidence structure M(k, q) = (P,L, I). We consider
D(k, q) = (L ∪ R,E) as bipartite graph, we know |L| = |R| = |P | = |L| = qk. Furthermore, by
observing Equations (7) to (10), we can find that for any p ∈ P and t ∈ Zq there is exactly one
l ∈ L such that (p, l) ∈ I and l1 = t. That’s because when we want to find solutions l ∈ L for the
above equalities, after fixing p and any l1, all other indices of l can be iteratively calculated. There
must be exactly one such solution l.
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Therefore, for any p ∈ P there are exactly q solutions l(0), . . . , l(q−1) ∈ L such that (p, l(i)) ∈ I

for all 0 ≤ i < q, where l
(i)
1 = i so these solutions are pairwise distinct. This implies D(k, q) is

q-left regular bipartite graph. A similar analysis also holds for L and the right part. It follows that
D(k, q) is actually a (q, q)-biregular bipartite graph.

This construction is very useful for its large girth:

Theorem 4.3 ([LU95]). For any prime power q and k > 3, D(k, q) has girth at least k + 4.

We can further reduce the number of vertices while preserving the girth unchanged by identifying
a single connected component of D(k, q). We have the following result for the structure of connected
components of D(k, q).

To characterize connected components of D(k, q), we need the following definition for certificate.
For any prime power q, odd k ≥ 6 and corresponding incidence structure M(k, q) = (P,L, I), given
any u = (u1, u1,1, u1,2, u2,1, u2,2, u

′
2,2, u2,3, u3,2, u3,3, u

′
3,3, . . . , u

′
i,i, ui,i+1, ui+1,i, ui+1,i+1, . . . ) ∈ P ∪ L

and any r ≤ ⌊k+2
4 ⌋, we define r-certificate ar(u) of u as follows:

∀2 ≤ t ≤ r, bt(u) =
t∑

i=0

(ui,iu
′
r−i,r−i − ui,i+1ur−i,r−i−1) (11)

ar(u) = (b2(u), . . . , br(u)) (12)

Here we use p0,−1 = l0,−1 = p1,0 = l0,1 = 0, p0,0 = l0,0 = −1, p′0,0 = l′0,0 = 1, p0,1 = p1.l1,0 = l1, l
′
1,1 =

l1,1, p
′
1,1 = p1,1.

It’s easy to show that given the above constraints on odd k ≥ 6 and r ≤ ⌊k+2
4 ⌋, all related

variables in Equation (11) are defined and thus the r-certificate ar(u) is well defined for any u ∈ P∪L.
Then, we can give a characterization of connected components in D(k, q).

Theorem 4.4 ([LUW96]). Given prime power q and odd k ≥ 6, let r = ⌊k+2
4 ⌋. Consider M(k, q) =

(P,L, I) and D(k, q) = (P ∪ L, I), then for any two vertices u, v ∈ (P ∪ L) in the same connected
component of D(k, q), we have ar(u) = ar(v).

From above, we can use a single connected component of D(k, q) instead of the whole while
preserving the girth unchanged.

Definition 4.5. Given prime power q and odd k ≥ 6, let r = ⌊k+2
4 ⌋. Consider D(k, q) = (P ∪L, I)

defined above, let S = {u : ar(u) = 0r−1, u ∈ P ∪ L} denote the set of vertices with all-zero r-
certificate vector. We define the graph CD(k, q) = D(k, q)[S] as the induced subgraph of D(k, q)
on S.

From the definition above it’s obvious that 0k ∈ S so CD(k, q) is non-empty. Moreover, by
Theorem 4.4 we know CD(k, q) consists some complete connected component in D(k, q), which
means CD(k, q) is a (q, q)-biregular graph.

The remaining problem is that this graph now is still balanced. To make it unbalanced with
arbitrary ratio, we need to consider its specific induced subgraph as follows:

Definition 4.6. Given prime power q and odd k ≥ 6, consider CD(k, q) = (P [S] ∪ L[S], I[S])
defined above. Let A,B ⊆ Z∗

q be two non-empty subsets, and U = {p : p1 ∈ A, p ∈ P [S]}, V =
{l : l1 ∈ B, l ∈ L[S]} be the sets of left/right vertices whose first indices are within A and B
respectively, we define CD(k, q, A,B) = CD(k, q)[U ∪V ] as the induced subgraph of CD(k, q) over
left/right vertices with specified first index sets A,B.
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From the previous observation, we know for each p ∈ U and b ∈ B, there is exactly one vertex
l ∈ V such that (p, l) ∈ E(CD(k, q)). Therefore, CD(k, q, A,B) = (U∪V,E) is a (|B|, |A|)-biregular
graph with girth at least k + 4. Thus, we can get arbitrary unbalance factor β = |A|

|B| by choosing
A,B with appropriate sizes. Next, to get a strongly explicit construction guarantee, we need to
characterize vertices in CD(k, q, A,B). We will use the same notations as in Definition 4.5 for
brevity.

For any u = (u1, u1,1, u1,2, u2,1, u2,2, u
′
2,2, u2,3, u3,2, u3,3, u

′
3,3, . . . , u

′
i,i, ui,i+1, ui+1,i, ui+1,i+1, . . . ) ∈

P ∪ L, we can define four corresponding polynomials Au, Bu, Cu, Du ∈ Zq[x]/(x
r+1) modulo xr+1

as follows:

Au(x) =
r∑

i=0

ui,ix
i, Bu(x) =

r∑
i=0

u′i,ix
i, Cu(x) =

r∑
i=0

ui,i+1x
i, Du(x) =

r∑
i=0

ui,i−1x
i (13)

For simplicity, we use ai, bi, ci, di to denote the i-th coefficient of Au(x), Bu(x), Cu(x), Du(x). From
the above definitions, we can derive the conditions when u ∈ U ∪ V :

1. If u ∈ P , then u ∈ U iff:

d0 = d1 = 0; a0 = −1, b0 = 1, c0 ∈ A, a1 = b1 (14)

Au(x)Bu(x)− Cu(x)Du(x) ≡ t1 + t2x mod xr+1, t1, t2 ∈ Zq (15)

2. If u ∈ L, then u ∈ V iff:

d0 = c0 = 0; a0 = −1, b0 = 1, d1 ∈ B, a1 = b1

Au(x)Bu(x)− Cu(x)Du(x) ≡ t1 + t2x mod xr+1, t1, t2 ∈ Zq

Theorem 4.7. Let CD(k, q, A,B) = (U ∪ V,E) be the (|B|, |A|)-biregular graph defined above. We
can construct it strongly explicitly, and |U | = |A|qk+1−r, |V | = |B|qk+1−r.

Proof. We first prove |U | = |A|qk+1−r, and then |V | = |B|qk+1−r follows from a similar argument:
It’s not hard to count that there are exactly |A|q3r−1 solutions for Au(x), Bu(x), Cu(x) that

satisfying Equation (14). Fix any of them, if there exists some Du(x) with d0 = d1 = 0 and
Equation (15) holds, then there must be t1 = −1 and t2 = 0 in Equation (15). Then, note that c0 ∈ A
and A ⊆ Z∗

q , so Cu(x) must be invertible in Zq[x]/(x
r+1) and thus has an inverse C−1

u (x). Therefore,
we can directly solve Equation (15) and get the desired solution Du(x) as Du(x) ≡ (Au(x)Bu(x) +
1)C−1

u (x) mod xr+1. Note that Au(x)Bu(x) + 1 ≡ 0 mod x2, this solution must satisfy d0 = d1 =
0. Therefore, for each of |A|q3r−1 solutions Au(x), Bu(x), Cu(x) of Equation (14) there is exactly
one Du(x) that satisfies Equation (14) and Equation (15). Fix these four polynomials, there are
k − 4r + 2 remaining free indices in u ∈ Zk

q unrelated to the definition of these polynomials, which
means there are qk−4r+2 ways to assign them. These assignments map to distinct u ∈ U , and
conversely each u ∈ U defines such a unique assignment. Therefore, by bijection counting we get
|U | = |A|q3r−1 × qk−4r+2 = |A|qk+1−r.

We can easily define an arbitrary lexicographical order on solutions Au(x), Bu(x), Cu(x) of Equa-
tion (14) and assignments to free variables. Let n = |U |, we can use the order to define a function
fU : [n] → Zk

q such that fU (i) gives the vector encoding ũi ∈ Zk
q of the vertex ui with the i-th

smallest vector in U . By basic polynomial calculation described above, we can evaluate fU and f−1
U

within poly(r) = polylog(|U |) time. A similar argument also holds for the right-side and we define
the corresponding functions fV , f

−1
V .

13



Therefore, given i ≤ n and j ≤ |B|, in order to compute the j-th neighbor of ui ∈ U , we first
compute its vector encoding ũi = fU (i), set l1 = bj(Here bj is the j-th element of B), and use
Equations (7) to (10) to get ṽ ∈ Zk

q , which is the vector encoding of its j-th neighbor. Finally,
compute f−1

V (ṽ) and we can get the index of j-th neighbor of ui in V . The total time complexity is
polylog(|U |+ |V |)

Now we are ready to construct two-sided lossless expanders with arbitrary unbalanced ratios.

Theorem 4.8. Let 0 ≤ β0 < β1 ≤ 1, ε1, ε2 ∈ (0, 1]. There are infinitely many pairs of (d1, d2), d1 ≤
d2 and δ = δ(d1, d2, ε1, ε2) where β = d1

d2
∈ [β0, β1], such that there is a strongly explicit construction

of an infinite family of (d1, d2)-biregular graphs (Gn = (Ln ∪Rn, En))n where:
1. For all S ⊆ Ln with |S| ≤ δ|Ln|1/3−ε2 , N(S) ≥ (1− ε1)d1|S|.
2. For all S ⊆ Rn with |S| ≤ δ|Rn|1/3−ε2 , N(S) ≥ (1− ε1)d2|S|.

Proof. There are infinitely many prime powers q such that we can choose β0(q−1) ≤ d1 ≤ β1(q−1).
Let d2 = q − 1, these pairs (d1, d2) satisfy the specified unbalance condition.

Let A = [1, d1], B = [1, d2], by Theorem 4.7, we have a strongly explicit construction of
CD(k, q, A,B) for all sufficiently large odd k ≥ 6. Let Gm = CD(2m + 101, q, A,B) be the graph
we consider. We can suppose q, d1, d2 are some sufficiently large enough constants.

We first prove the case when S ⊆ Lm. Let k = 2m + 101, r = ⌊k+4
4 ⌋, n = |V (Gm)| ≤ qk+3−r

by Theorem 4.7. Because Gm has girth at least k + 4 by Theorem 4.3, from Theorem 3.5 we know
that when |S| ≤ δ′(ε1(d1 − 2))k/4, N(S) ≥ (1 − ε1)d1|S|, where δ′ = δ′(ε1, d1) (We can assume
ε1(d1 − 2) > 1 by using large enough d1). By n ≤ qk+3−r ≤ q3k/4+4, we can get k ≥ 4

3(logq n− 4).
Therefore, we can rewrite the bound as follows:

δ′(ε1(d1 − 2))k/4

≥δ′(n/q4)1/3(logq(ε1(d1−2)))

≥δ′(n/q4)1/3(logq ε1+logq 0.1β0+1)

Let a = logq ε1 + logq 0.1β0. By setting q large enough we can make a ≥ −ε2. Let δ = δ′/q4/3(1+a),
the above bound is larger than δn1/3−ε2 , and we are done. The lossless expansion from right to left
follows from a similar argument.

5 Lossless Expander with Additional Expansion from the Other
Side

In this section, we aim to give a strongly explicit construction of lossless expanders that not only
yields lossless expansion from left to right for linear-sized sets but also guarantees all n1/3−ε-sized
sets from the right side have a constant fraction of neighbors to be unique neighbors.

We use the tripartite product introduced in [HMMP24] as the framework (will be formally
defined later). This product needs two large base graphs and a constant-size gadget graph. We first
prepare the two base graphs we will need:

Theorem 5.1 ([LPS88]). We have a strongly explicit construction algorithm A that: Let p, q be two
primes where p ≡ q ≡ 1 mod 4 where q is not a quadratic residue modulo p, A(p, q) construct a
(p+ 1, p+ 1)-biregular graph graph G = (L ∪R,E) where |L| = |R| = q(q2 − 1)/2 such that

(1) λ2(G) ≤ 2
√
p

(2) girth of G is at least 4 logp q.
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We can use Theorem 5.1 to derive the first base Ramanujan graph we need with large girth.

Theorem 5.2. For any prime p ≡ 1 mod 4, we have a strongly explicit construction of an infinite
family of (p+1, p+1)-biregular graphs (Gn)n≥1 such that λ2(Gn) ≤ 2

√
p, and Gn has girth at least

4
3 logp |V (Gn)|.

Proof. By Proposition 2.3 there are infinitely many odd primes q ≡ p+ (3p+ 1)g mod 4p where g
is the primitive root of Z∗

p. By Chinese remainder theorem we know such q satisfies q ≡ 1 mod 4
and q ≡ g mod p, and therefore q is not a square residue modulo p. Using Theorem 5.1, we get the
desired construction.

Another base graph we use is from [OW20].

Theorem 5.3 (A special case of main theorem in [OW20]). For every c, d ≥ 3 and γ > 0, there is
a constant δ > 0 and a strongly explicit construction of an infinite family of (c, d)-biregular graphs
(Gn)n≥1 such that λ2(Gn) ≤ (

√
c− 1 +

√
d− 1)(1 + γ), and Gn is (ε

√
log |V (Gn)|)-bicycle-free.

Then, in order to construct the desired gadget graph by exhaustive search, we will need the
existence of (d1, d2)-biregular graphs with optimal two-sided expansion in the settings d1 = Θ(n).

Theorem 5.4 (Theorem 7.6 Restated). For any δ, C > 0, there exists a constant ε > 0 such that:
Let n1 = n ≤ n2 ≤ poly(n), ω(log n1) ≤ d1 ≤ εn2, ω(log n2) ≤ d2 ≤ εn1 and p = d1

n2
= d2

n1
. For all

sufficiently large n, there exists (d1, d2)-biregular graph with n1 and n2 left/right vertices such that:

(1) For all t ≤ Cn1
d2

, ∀S ⊆ R(H), s.t. |S| = t, |UNH(S)|
|S| ≥ (1− δ)d2 exp(−pt)

(2) For all t ≤ Cn2
d1

, ∀S ⊆ L(H), s.t. |S| = t, |UNH(S)|
|S| ≥ (1− δ)d1 exp(−pt)

The proof of Theorem 5.4 is postponed to Section 7.
The last tool we will use is the following theorem that uses the second largest eigenvalue to bound

induced subgraph density in (c, d)-biregular graph. This is generalized from the similar result in
[HMMP24]. We fix a flaw in the proof of [HMMP24], and also generalize the parameters a bit from
min{c, d} ≥ 3 to min{c, d} ≥ 2, which will be useful in Section 6.

Theorem 5.5. Let 2 ≤ c ≤ d be integers that cd > 6 and 0 < ε < 0.01. For any (c, d)-biregular
graph G = (L ∪ R,E) and its vertex set S ⊆ L ∪ R that |S| ≤ d−1/ε|L ∪ R|, let LS = S ∩ L,RS =
S ∩R,m = |E(G[S])| and dL = m/|LS |, dR = m/|LR| denote the left/right average degree in G[S],
we have:

(dL − 1)(dR − 1) ≤ λ2 − (
√
c− 1−

√
d− 1)2

where λ = max(λ2(G),
√
c− 1 +

√
d− 1)(1 + 5ε)

We defer the proof of Theorem 5.5 to Appendix A.
Then, we give a formal definition of Tripartite Product, and prove Theorem 5.7.

Definition 5.6 (Tripartite Product). Given a d1-right-regular bipartite graph G1 = (L ∪M,E1),
a d2-left-regular bipartite graph G2 = (M ∪R,E2) and a bipartite graph G0 = (L′ ∪R′, E0) where
|L′| = d1 and |R′| = d2, their tripartite product is defined as a bipartite multigraph G = (L∪R,E)
where:

E = {{(nG1(w, i), nG2(w, j)) : ∀w ∈ M, ∀(i, j) ∈ E0}}.

Here nGt(w, k) means the k-th neighbor of w in graph Gt.
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Theorem 5.7. For any ε > 0, there exists δ, C > 0 such that: For infinitely many d1, d2 where
d1 ≤ Cd2, there exists δ′ and a strongly explicit construction of an infinite family of (d1, d2)-biregular
graphs (Gn = (Ln ∪Rn, En))n≥1 such that:

(1) For any S ⊆ Ln where |S| ≤ δ′|Ln|, we have |N(S)| ≥ (1− ε)d1|S|.
(2) For any S ⊆ Rn where |S| ≤ |Rn|1/3−ε, |UNG(S)| ≥ δd2|S|.
(3) For any S ⊆ Rn where |S| ≤ exp(δ′

√
log |Rn|), we have |N(S)| ≥ (1− ε)d2|S|

Proof. By Proposition 2.3, there are infinitely many odd primes p ≡ 1 mod 4. For any sufficiently
large such p. By Theorem 5.2, we can construct an infinite family of graph G1 = (L ∪M,E1) such
that:

(1) G1 is a (p+ 1, p+ 1)-biregular graph.
(2) Girth of G1 is at least 4

3 logp |L|
(3) G1 is a Ramanujan graph, where λ2(G1) ≤ 2

√
p.

Let C2 = C2(ε) be some large enough constant to be determined later, and define D = p+ 1, D′ =
D/C for some large enough C = C(ε, C2) to be determined later. By Theorem 5.3, we can construct
an infinite family of (D,D′)-biregular graph G2 = (M ∪R,E2) that:

(1) G2 is a near-Ramanujan graph, where λ2(G2) ≤ (
√
D − 1 +

√
D′ − 1)(1 + 1/(C2D)).

(2) There exists ε′ = ε′(ε, C,C2, D) such that G2 is (ε′
√

log |R|)-bicycle-free.

Then we need to construct the gadget graph G0 = (L′∪R′, E0). Setting δS = 1/C2, CS = 31C2
2 , dS =

C2

√
(D − 1)(D′ − 1) be parameters in Theorem 5.4 and invoke it, we can construct a bipartite graph

G0 = (L′ ∪R′, E0) by exhaustive search such that:

(1) |L′| = |R′| = D, G0 is a (d, d)-biregualr graph for some large enough C := C(ε, C2) where
d = dS .

(2) For all S ⊆ L(H) (or R(H)) where |S| ≤ 31C2
2D
d , we have |UNG0

(S)|
|S| ≥ (1−1/C2)d exp(−|S|d/D).

Our final graph should be tripartite product (Definition 5.6) G = (L∪R,E) of G1, G2 and G0. We
know G is a (d1 = Dd, d2 = D′d)-biregular graph with d1 ≤ Cd2. Now we are ready to prove the
three expansion properties:

Left-to-right Lossless Expansion for Linear-sized Sets Setting εS = 10−5/(C2D) be the
parameter in Theorem 5.5 and invoke it, it follows that there exists δ1 > 0 such that:

1. For any SL ⊆ L and SR ⊆ M with |S| ≤ δ1D
3|L∪M |, where S = SL ∪SR, let dL, dR denote

the left/right average degree of G1[S], we have:

(dL − 1)(dR − 1) ≤ 21(D − 1) (16)

2. For any SL ⊆ M and SR ⊆ R with |S| ≤ δ1D
3|M ∪R|, where S = SL ∪SR, let dL, dR denote

the left/right average degree of G2[S], we have:

(dL − 1)(dR − 1) ≤ 25
√

(D′ − 1)(D − 1) (17)

Now fix any S ⊆ L where |S| ≤ δ1|L|, we want to guarantee its unique-neighbor expansion.
From the definition of G0, we know d = C2

√
(D − 1)(D′ − 1). Define h := 42C2 + 1, and we let

U = NG1(S) denote the set of neighbors of S in G1 and Uh ⊆ U denote the set of neighbors with
degree at least h in G1,S := G1[S ∪ U ]. Let dh denote the average degree of S in G1[S ∪ Uh], by
Equation (16), we know:

dh ≤ 1 +
D

2C2
(18)
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It follows that D
C2d

≥
√
C

C2
2

≥ 42C2 + 1 = h by setting C := C(ε, C2) large enough. Therefore, By

setting C large enough, it follows that h ≤ D
C2d

.
For any u ∈ Ul = U\Uh, let Su be the set of u’s neighbors in G1,S and thus |Su| ≤ h is its degree

in G1,S . Consider the G0 copy Gu
0 placed on u as gadget graph, we define Tu ⊆ R as the set of

unique-neighbors of Su in Gu
0 . By property of G0, we can lower bound |Tu| as:

|Tu| ≥ (1− 1/C2)|Su|d exp(−|Su|d/D) ≥ (1− 1/C2)|Su|d exp(−1/C2) (19)

Let T := (
⋃

u∈Ul
Tu) denote these vertices. It follows that for any v ∈ T , if v has degree 1 in

G′ := G2[U , T ], then v must be a unique-neighbor of S in G. Let d′L, d
′
R be the left/right average

degree of graph G′, we first lower bound d′L: First, by Equation (18), we can get:

|U| = |Ul|+ |Uh| ≤ |Ul|+ |S|dh/h ≤ |Ul|+
|Ul|dh

(D − dh)
≤ (1 + 1/C2)|Ul| (20)

By Equation (20) we can lower bound d′L as:

d′L ≥ |Ul|d
|U|

≥ d

(1 + 1/C2)
(21)

By Equation (17) on G′ and Equation (21), we can finally upper bound the right average degree
d′R as:

d′R ≤ 1 +
25
√
(D − 1)(D′ − 1)

d′L − 1
≤ 1 + 30/C2 (22)

It follows from Equations (18), (19) and (22) that:

|NG(S)| ≥ |T | ≥
∑

u∈Ul
|Tu|

d′R
≥

(1− 1/C2) exp(−1/C2)d
∑

u∈Ul
|Su|

1 + 30/C2

≥ (1− 1/C2) exp(−1/C2)d|S|(D − dh)

1 + 30/C2

≥ (1− 1/C2)
2 exp(−1/C2)

1 + 30/C2
Dd|S|

By setting C2 = C2(ε) large enough, by the above lower bound we can get:

N(S) ≥ (1− ε)Dd|S| = (1− ε)d1|S|

Right-to-left Unique-neighbor Expansion for Polynomial-size Sets Let S ⊆ R, |S| ≤
|R|1/3−ε be any subset of right vertices with polynomial-bounded size. We want to show its unique-
neighbor expansion. Define U ⊆ M as the set of neighbors of S in G2. Let h = 30C2

√
C + 1, we

use the similar definitions as in the previous paragraph that Uh is the set of all vertices with an
average degree at least h in G2,S = G2[U ∪ S]. Define Ul = U\Uh, and dh as the average degree of
S in G2[Uh ∪ S]. By Equation (17), we have:

dh ≤ 1 +
25
√

(D − 1)(D′ − 1)

h− 1
≤ 1 +

5D

6C2C
≤ 6D

7C2C
≤ 6D′

7C2
(23)

For any u ∈ Ul, let Su be the set of u’s neighbors in G2,S and thus |Su| ≤ h is its degree
in G2,S . Consider the G0 copy Gu

0 placed on u as gadget graph, we define Tu ⊆ L as the set of
unique-neighbors of Su in Gu

0 . By property of G0, we can lower bound |Tu| as:

|Tu| ≥ (1− 1/C2)|Su|d exp(−|Su|d/D) ≥ (1− 1/C2)|Su|d exp(−|Su|C2/
√
C) (24)
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Consider δ3 = δ3(ε, C2, C) = min1≤t≤h{(1−1/C2)t exp(−tC2/
√
C)} as a constant depending on

C,C2. By Equation (24), we get that:

|Tu| ≥ (1− 1/C2)|Su|d exp(−|Su|C2/
√
C) ≥ δ3d (25)

Let T := (
⋃

u∈Ul
Tu) denote these vertices. It follows that for any v ∈ T , if v has degree 1 in

G′ := G1[T ∪ U ], then v must be a unique-neighbor of S in G. Our goal is to establish a lower
bound on the number of such vertices v. Similarly to the previous argument, we first need an upper
bound on |U|. The following is from Equation (23):

|U| = |Ul|+ |Uh| ≤ |Ul|+ |S|dh/h ≤ |Ul|+
|Ul|dh

(D′ − dh)
≤ (1 + 1/C2)|Ul| (26)

The lower bound of right average degree d′R of G′ follows from Equation (26):

d′R ≥ |Ul|δ3d
|U|

≥ δ3d

1 + 1/C2
(27)

When d = C2D√
C

is large enough, we can guarantee d′R/4C2 ≥ δ3d
4C2+4 > 1. Setting εS =

1/(2C2), d
′
S = d′R/(4C2) as parameters in the statement of Theorem 3.5 and invoke it, we know

that: Let δS := δS(C2) be some constant and g ≥ 4
3 logD−1 |M | is the girth of G1, we can guar-

antee: If we have |U| ≤ δS(d
′
R/(4C2))

g/4−1 (We call this Condition A), then there are at least
(1 − εS)d

′
R|U| neighbors in G′, which implies G′ has at least (1 − 1/C2)d

′
R|U| unique-neighbors of

|U|. By the previous argument, it automatically implies |UNG(S)| ≥ (1− 1/C2)d
′
R|U|.

By some calculation, we can upper bound |U| as:

|U| ≤ |S|D′ ≤ D′|R|1/3−ε ≤ (C|M |)1/3−ε/2 (|M | large enough and |R| = C|M |)

≤ δS(
|M |1/3

D − 1
)1−ε (|M | large enough)

≤ δS(
|M |1/3

D − 1
)
(logD−1 D+logD−1(

δ3
4C(1+1/C2)

)) (D large enough)

= δS(
|M |1/3

D − 1
)
(logD−1(

δ3C2D
C(1+1/C2)

)−logD−1(4C2))

= δS(
|M |1/3

D − 1
)
(logD−1(

δ3d
1+1/C2

)−logD−1(4C2))

≤ δS(
|M |1/3

D − 1
)
logD−1(

d′R
4C2

) (Equation (27))

= δS(
d′R
4C2

)
1
3
logD−1(|M |)−1

≤ δS(d
′
R/(4C2))

g/4−1
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Therefore, we know Condition A holds, and from the previous discussion, we know that:

|UNG(S)| ≥ (1− 1/C2)d
′
R|U| ≥ (1− 1/C2)

∑
u∈Ul

|Tu|

≥ (1− 1/C2)
2
∑
u∈Ul

|Su|d exp(−|Su|C2/
√
C) (Equation (24))

≥ (1− 1/C2)
2 exp(−31C2

2 )d
∑
u∈Ul

|Su| (|Su| ≤ h)

≥ (1− 1/C2)
2 exp(−31C2

2 )d(D
′ − dh)|S|

≥ (1− 1/C2)
3 exp(−31C2

2 )d2|S| (Equation (23))

Setting δ = δ(C2, C) = (1 − 1/C2)
3 exp(−31C), from above we can guarantee |UNG(S)| ≥ δd2|S|,

which proves the desired statement.

Right-to-left Lossless Expansion for Subpolynomial-size Sets Let δ4 := ε′/10. For any
S ⊆ R that |S| ≤ exp(δ4

√
log |R|), our goal is to prove its lossless expansion.

Setting dS = D′, εS = 1/(2C2) and d′S = D′/(4C2) as parameters in the statement of Theo-
rem 3.6 and invoke it, we can guarantee that for some δS , if |S| ≤ δS(

D′

4C2
)g/2−1, then |NG2(S)| ≥

(1 − 1/(2C2))D
′|S|, where g ≥ ε

√
log |R| is the bicycle-freeness of G2. We can verify that |S|

satisfies this condition:

|S| ≤ exp(δ4
√
log |R|) ≤ δS(

D′

4C2
)
(1.1δ4

√
log |R|)/(log( D′

4C2
)) ≤ δS(

D′

4C2
)0.11ε

′
√

log |R| ≤ δS(
D′

4C2
)g/2−1

Therefore, |S| has at least (1 − 1/(2C2))D
′|S| neighbors in G2, which implies it has at least

|UNG2(S)| ≥ (1 − 1/C2)D
′|S| unique-neighbors. Let U = UNG2(S), for each u ∈ U , consider

the gadget graph Gu
0 placed on u. Since u is a unique-neighbor of S in G2, there are at least

d vertices in L that are also neighbors of S in G. Let Tu denote the set of these vertices and
T :=

⋃
u∈U Tu ⊆ NG(S) be a subset of NG(S), from the above discussion we know that for each

u ∈ U , it has degree at least d in G′ := G1[T ∪ U ]. Let d′R ≥ d denote the real right average degree
of G′.

Setting εS = 1/C2, d
′
S = d′R/(2C2) as parameters in statement of Theorem 3.5 and invoke it, we

know that: Let δS := δS(C2) be some constant and g ≥ 4
3 logD−1 |M | be the girth of G1, If we have

|U| ≤ δS(d
′
R/(2C2))

g/4−1 (We call this Condition B), then there are at least (1 − 1/C2)d
′
R|U| ≥

(1− 1/C2)d|U| neighbors of U in G′. This also implies |T | ≥ (1− 1/C2)
2dD′|S| = (1− 1/C2)

2d2|S|.
Since T ⊆ NG(S), we can finish the proof just by setting C2 large enough such that (1−1/C2)

2 ≥ 1−ε
given Condition B.

Condition B can be easily verified as:

|U| ≤ D′ exp(δ4
√

log |R|) ≤ δS(
d′R
2C2

)1.1δ4
√

log(D−1) logD−1(|M |)

≤ δS(
d′R
2C2

)0.0001 logD−1 |M | ≤ δS(d
′
R/(2C2))

g/4−1.

The above holds since d′R
2C2

≥ D
2
√
C
> e by large enough D, and |M | is also large enough.
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6 Two-sided Unique-neighbor Expanders with Better Expansion for
Polynomial-sized Sets

In this section, we give strongly explicit construction of two-sided unique-neighbor expanders
for Θ(n)-sized sets. At the same time, we guarantee that for a small polynomial p, all vertex sets
with size at most p(n) have almost ‘half of’ neighbors to be unique neighbors. We use the same
tripartite product framework. However, this time we use two edge-vertex incidence graphs as base
graphs.

Definition 6.1. Given any d regular graph G = (V,E), its edge-vertex incidence graph G′ =
(E ∪ V,E′) is defined as the (2, d)-biregular bipartite graph where the left vertex set is E, the right
vertex set is V , and for each left vertex e = (u, v) ∈ E, it has exactly two neighbors u, v ∈ V in G′

We need the arguments below to derive the spectral bound of edge-vertex incidence graph.

Definition 6.2 (Irreducible Matrix). For any square matrix M ∈ Rn×n, let GM = ([n], E) be the
directed graph where for any i, j ∈ [n], (i, j) ∈ E iff Mij ̸= 0. If GM is a strongly connected graph,
we call M an irreducible matrix.

Fact 6.3. For any undirected graph G, if G is connected, then its adjacency matrix AG is an
irreducible matrix.

Theorem 6.4 (Perron-Frobenius Theorem [Min74]). For any irreducible non-negative symmetric
square matrix M ∈ Rn×n whose spectral radius is r = ρ(M), λ = r is its largest eigenvalue with
algebraic multiplicity 1.

Proposition 6.5 ([Ste14]). Any d-regular graph G has spectral radius ρ(AG) = d, where AG is its
adjacency matrix.

Now we are ready to state a correspondence between eigenvalues of regular graph G and its
edge-vertex incidence graph G′:

Lemma 6.6. For any d-regular graph G = (V,E) and its real eigenvalue λ ̸= −d, its corresponding
edge-vertex incidence graph G′ = (E ∪ V,E′) has two eigenvalues λ′ = ±

√
λ+ d.

Conversely, for any non-zero eigenvalue λ′ ̸= 0 of G′, G has eigenvalue λ = λ′2 − d.

Proof. For any eigenvalue λ ̸= −d, let λ′ = ±
√
λ+ d ̸= 0 and x ∈ Cn denote its corresponding

eigenvector where AGx = λx, we can build a vector x′ ∈ Cn+m such that (n,m denotes the number
of vertices and edges in G respectively):

∀u ∈ E ∪ V, x′u =

{
xu, u ∈ V
xa+xb

λ′ , u = (a, b) ∈ E

Now we want to verify that AG′x′ = λ′x′ and thus λ′ is an eigenvalue of G′:
For any u = (a, b) ∈ E, we have:

(AG′x′)u = x′a + x′b = xa + xb = λ′x′u

For any u ∈ V , we have:

(AG′x′)u =
∑

e=(u,v)∈E

x′e =
1

λ′

∑
e=(u,v)∈E

(x′u + x′v) =
d

λ′x
′
u +

(AGx)u
λ′ =

d+ λ

λ′ x′u = λ′x′u

This whole argument is reversible, so both directions hold.
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Theorem 6.7. For any connected d-regular graph G with the second largest eigenvalue λ2(G), its
corresponding edge-vertex incidence graph G′ has the second largest eigenvalue λ2(G

′) =
√
λ2(G) + d

Proof. First, by Proposition 6.5 we know G has two eigenvalues d and λ2 = λ2(G) ≤ d, and by
Lemma 6.6 we know G′ has two eigenvalues

√
2d and λ′

2 =
√
λ2 + d, therefore, λ2(G

′) ≥ λ′
2.

It suffices to prove λ2(G
′) ≤ λ′

2 to complete the proof. Suppose by contradiction that G′ has
two eigenvalues λ′

a ≥ λ′
b > λ′

2. Since G and G′ is connected, we know from Fact 6.3 that AG′ is
irreducible and therefore by Theorem 6.4 we can assume λ′

a = ρ(AG′) > λ′
b > λ′

2 ≥ 0. Then, by
Lemma 6.6 again G has three eigenvalues λa = λ′2

a − d, λb = λ′2
b − d and λ2 = λ′2

2 − d = λ2(G),
where λa > λb > λ2(G), which contradicts the definition of λ2(G). Therefore, it follows that
λ2(G

′) ≤ λ′
2

Proposition 6.8 ([DSV03]). When q > p8, the construction in Theorem 5.1 yields a connected
graph.

Next, we need the biregular graph with optimal two-sided expansion as gadget graph. The
difference from that in Section 5 is here we need the degree to be Θ(

√
n):

Theorem 6.9 (Theorem 7.5, Restated). Let C > 0, n1 = n ≤ n2 ≤ poly(n), ω(log n1) ≤ d1 ≤
o(n2), ω(log n2) ≤ d2 ≤ o(n1) and p = d1

n2
= d2

n1
. For all sufficiently large n, there exists (d1, d2)-

biregular graph with n1 and n2 left/right vertices such that:

(1) For all t ≤ Cn1
d2

, ∀S ⊆ R(H), s.t. |S| = t, |UNH(S)|
|S| ≥ (1− o(1))d2 exp(−pt)

(2) For all t ≤ Cn2
d1

, ∀S ⊆ L(H), s.t. |S| = t, |UNH(S)|
|S| ≥ (1− o(1))d1 exp(−pt)

Now we are ready to prove the main theorem in this section Theorem 6.10.

Theorem 6.10. For any ε > 0, 0 ≤ β0 < β1 ≤ 1, there exists δ = δ(β0, β1) and infinitely many
pairs (d1, d2) where d1

d2
∈ [β0, β1] such that: there exists δ′ and a strongly explicit construction of an

infinite family of (d1, d2)-biregular graphs (Gn = (Ln ∪Rn, En))n such that:

(1) For any S ⊆ Ln where |S| ≤ δ′|Ln|, we have |UNGn(S)| ≥ δd1|S|.
(2) For any S ⊆ Rn where |S| ≤ δ′|Rn|, we have |UNGn(S)| ≥ δd2|S|.
(3) For any S ⊆ Ln where |S| ≤ |Ln|δ

′ , we have |UNGn(S)| ≥ (12 − ε)d1|S|.
(4) For any S ⊆ Rn where |S| ≤ |Rn|δ

′ , we have |UNGn(S)| ≥ (12 − ε)d2|S|.

Proof. Let β = β0+β1

2 , and pn ≡ 1 mod 4 be the n-th prime of form 4k + 1. From Proposition 2.4,
we know limn→+∞

pβn
pn

= limn→+∞ β(1 + lnβ
lnn) = β. Therefore, for all sufficiently large n, we know

pβn+1
pn+1 ∈ [β0, β1]. Let pa = pn, pb = pβn, D1 = pa + 1, D2 = pb + 1, and ga, gb be the primitive roots
of Z∗

pa ,Z
∗
pb

respectively. We can also define p′a as inverse of pa in Z∗
pb

(and similar definition for p′b).
Let M = papb + pap

′
a(3pb + 1)gb + pbp

′
b(3pa + 1)ga and N = 4papb. It follows that N and M are

coprime. Therefore, from Proposition 2.3, there are infinitely many primes q of form kN+M,k ∈ N.
By Chinese Remainder Theorem, it holds that q ≡ 1 mod 4, q ≡ ga mod pa and q ≡ gb mod pb,
which implies q is a quadratic residue modulo neither pa nor pb. By Theorem 5.1, we can construct
an infinite family of graphs Ga = (L ∪R,E′

a), Gb = (L′ ∪R′, E′
b) such that:

(1) Ga is a (D1, D1)-biregular graph such that |L| = |R| = q(q2−1)
2 .

(2) Girth of Ga is at least 4
3 logpa |L|.

(3) Ga is a Ramanujan graph, where λ2(Ga) ≤ 2
√
pa.
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The above three properties also hold similarly for Gb. We also have |L| = |L′| = |R| = |R′|.
Next, let Ha = ((L = E′

a) ∪ (M = L′ + R′), Ea) and Hb = ((M = L′ + R′) ∪ (R = E′
b), Eb)

denote the edge-vertex incidence graphs of Ga and Gb respectively. We have the following facts:

(1) Ha is a (2, D1)-biregular graph, and Hb is (D2, 2)-biregular. |M | = q(q2 − 1).
(2) Both Ha and Hb have girth at least 8

3 logpa |L
′| − 1

(3) By Proposition 6.8 and Theorem 6.7, Ha and Hb have the second largest eigenvalues upper
bounded by λ2(Ha) ≤

√
2(D1 − 1)1/2 +D1, λ2(Hb) ≤

√
2(D2 − 1)1/2 +D2

Let C0 = 10000, C = C2
0/β0, d1 = C0

√
D2 − 1, d2 = d1D1

D2
, it follows that d1 ≥ C0

√
D2 − 1 and

d2 ≥ C0

√
D1 − 1. Then we need to construct the gadget graph G0 = (L0∪R0, E0) by Theorem 6.9,

our graph has the following properties:

(1) |L0| = D1, |R0| = D2, G0 is a (d1, d2)-biregular graph.

(2) For all S ⊆ L(H) where |S| ≤ CD2
d1

, we have UNG0
(S)

|S| ≥ (1 − oD1(1))d1 exp(−|S|d1/D2). A
similar property also holds for right vertex sets.

Our final graph should be tripartite product (Definition 5.6) G = (L∪R,E) of Ha, Hb and G0. We
know G is a (2d1, 2d2)-biregular graph, which satisfies the unbalanced condition since d1

d2
= D2

D1
∈

[β0, β1]. Now we are ready to prove the expansion properties:

Two-sided Unique-neighbor Expansion for Linear-size Sets Setting εS = 10−5/(C0D1) be
the parameter in Theorem 5.5 and invoke it, it follows that there exists δ1 > 0 such that:

1. For any SL ⊆ L and SR ⊆ M with |S| ≤ δ1D
3
1|L∪M |, where S = SL ∪SR, let dL, dR denote

the left/right average degrees of Ha[S], we have:

(dL − 1)(dR − 1) ≤ 25
√

D1 − 1 (28)

2. For any SL ⊆ M and SR ⊆ R with |S| ≤ δ1D
3
1|M ∪R|, where S = SL ∪SR, let dL, dR denote

the left/right average degrees of Hb[S], we have:

(dL − 1)(dR − 1) ≤ 25
√

D2 − 1 (29)

Without loss of generality, we just prove unique-neighbor expansion from left to right for linear-
sized sets. Now fix any S ⊆ L where |S| ≤ δ1|L|, we want to guarantee its unique-neighbor
expansion. Define h = C0

√
D1 − 1. We let U = NHa(S) denote the set of neighbors of S in Ha and

Uh ⊆ U denote the set of neighbors with degree at least h in H1,S := Ha[S ∪ U ]. Let dh denote the
average degree of S in Ha[S ∪ Uh]. by Equation (28), we know:

dh ≤ 1 +
25

C0
(30)

We know D2
d1

≥
√
βD1

C0
, it follows that hd1

D2
≤ C2

0/β ≤ C.
For any u ∈ Ul = U\Uh, let Su be the set of u’s neighbors in H1,S and thus |Su| ≤ h be its

degree in H1,S . Consider the G0 copy Gu
0 placed on u as gadget graph, we define Tu ⊆ R as the set

of unique-neighbors of Su in Gu
0 . By property of G0, we can lower bound |Tu| as:

|Tu| ≥ (1− oD1(1))|Su|d1 exp(−|Su|d1/D2) (31)

Consider δ3 = δ3(β,C0) = min1≤t≤h{(1− oD1(1))t exp(−td1/D2)}. in fact, it follows that

δ3 = (1− oD1(1))min(exp(−d1/D2), h exp(−hd1/D2))

≥ (1− oD1(1))min(exp(−oD(1)), C0

√
D1 − 1 exp(−C))

≥ (1− oD1(1))
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By Equation (31), we get that:

|Tu| ≥ (1− oD1(1))|Su|d1 exp(−|Su|d1/D2) ≥ δ3d1 ≥ (1− oD(1))d1 (32)

Let T = (
⋃

u∈Ul
Tu) denote these vertices. It follows that for any v ∈ T , if v has degree 1 in

H ′ = Hb[U ∪T ], then v must be a unique-neighbor of S in G. Our goal is to establish a lower bound
on the number of such vertices v. Similarly to the previous argument, we first need an upper bound
on |U|. The following is from Equation (30):

|U| = |Ul|+ |Uh| ≤ |Ul|+ |S|dh/h ≤ |Ul|+
|Ul|dh

(2− dh)
≤ (1 +

1 + 25/C0

1− 25/C0
)|Ul| ≤ 3|Ul| (33)

The lower bound for left average degree d′L of H ′ follows from Equation (33):

d′L ≥ |Ul|δ3d1
|U|

≥ (1− oD(1))d1
3

≥ d1/4 + 1 (34)

By Equation (29) on H ′ and Equation (34), we can finally upper bound the right average degree
d′R as:

d′R ≤ 1 +
25
√
D2 − 1

d′L − 1
≤ 1 + 100/C0 (35)

It follows from Equations (30), (31) and (35) that:

|UNG(S)| ≥ (2− d′R)|T | ≥
(2− d′R)

∑
u∈Ul

|Tu|
d′R

≥
(1− 100/C0)(1− oD(1)) exp(−C)d1

∑
u∈Ul

|Su|
1 + 100/C0

≥ 0.98 exp(−C)d1|S|(2− dh)

≥ 0.48 exp(−C)(2d1)|S|

By setting δ = 0.48 exp(−C), the above lower bound tells us the desired unique-neighbor expansion:

|UNG(S)| ≥ δ2d1|S|

Two-sided (1/2 − ε) Unique-neighbor Expansion of Polynomial-sized Sets Without loss
of generality, we just prove (1/2 − ε) unique-neighbor expansion from left to right. Let δ4 > 0
denote some small enough constant to be determined. For any S ⊆ |L| that |S| ≤ |L|δ4 , our goal is
to prove |UNG(S)| ≥ (1/2− ε)2d1|S|.

Setting dS = 2, εS = (1/2 + ε/200) and d′S = (1 + ε/200) < 2εS as parameters in the statement
of Theorem 3.5 and invoke it, we can guarantee that for some δS , if |S| ≤ δS(d

′
S)

g/4−1, then
|NHa(S)| ≥ (1 − ε/100)|S|, where g ≥ 8

3 logD1
|L| − 4 is the girth of Ha. We can verify that |S|

satisfies this condition by setting δ4 = δ4(ε,D1) small enough:

|S| ≤ |L|δ4 ≤ δS(d
′
S)

1.1δ4 logd′
S
|L| ≤ δS(d

′
S)

1.1δ4 logd′
S
(D1) logD1

|L| ≤ δS(d
′
S)

g/4−1

Therefore, |S| has at least (1− ε/100)|S| neighbors in Ha,
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Let h := 200/ε. We let U = NHa(S) denote the set of neighbors of S in Ha and Uh ⊆ U denote
the set of neighbors with degree at least h in H1,S := Ha[S ∪ U ]. Let dh denote the average degree
of S in Ha[S ∪ Uh], we can bound it as follows

dh|S|/h+ (2− dh)|S| ≥ |U| ≥ (1− ε/100)|S| (36)

⇒dh ≤ 1 + ε/100

1− 1/h
≤ 1 + ε/50 (37)

For any u ∈ Ul = U\Uh, let Su be the set of u’s neighbors in H1,S and |Su| ≤ h is its degree
in H1,S . Consider the G0 copy Gu

0 placed on u as gadget graph, we define Tu ⊆ R as the set of
unique-neighbors of Su in Gu

0 . By property of G0, we can lower bound |Tu| as:

|Tu| ≥ (1− oD1(1))|Su|d1 exp(−|Su|d1/D2) ≥ (1− oD1(1)) exp(−oD1(1))|Su|d1 (38)
≥ (1− oD1(1))|Su|d1 (39)

Let T := (
⋃

u∈Ul
Tu) denote these vertices. It follows that for any v ∈ T , if v has degree 1 in

H ′ := Hb[U , T ], then v must be a unique-neighbor of S in G. Let d′L be the left average degree of
graph H ′, we first lower bound d′L: By Equation (37), we can get:

|U| = |Ul|+ |Uh| ≤ |Ul|+ |S|dh/h ≤ |Ul|+
|Ul|dh

(2− dh)
≤ (2 + ε/10)|Ul| (40)

By Equation (40), we can lower bound d′L as:

d′L ≥ |Ul|d1
|U|

≥ d1
(2 + ε/10)

(41)

Setting εS = ε/30, dS = d′L, d
′
S = εdS/15 > 1 as parameters in the statement of Theorem 3.5

and invoke it, we know that: Let δS be some constant and g ≥ 8
3 logD1

|L| − 4 be the girth of
Hb (and also H ′), if we have |U| ≤ δS(d

′
S)

g/4−1 (We call this Condition A), then there are at least
(1−εS)d

′
L|U| neighbors of U in H ′, which implies there are at least (1−ε/15)d′L|U| unique-neighbors

of S in G. it follows from Equations (37) and (39) that:

|UNG(S)| ≥ (1− ε/15)d′L|U| ≥ (1− ε/15)
∑
uUl

|Tu|

≥ (1− ε/15)(1− oD1(1))d1
∑
u∈Ul

|Su| ≥ (1− ε/10)d1(2− dh)|S|

≥ (1− ε/10)2d1|S| ≥ (1/2− ε)2d1|S|

Therefore, we can finish the proof given Condition A.
Condition A can be easily verified as:

|U| ≤ 2|S| ≤ δS |L|1.1δ4 ≤ δS(d
′
S)

1.1δ4 logd′
S
(D1) logD1

|L| ≤ δS(d
′
S)

g/4−1

The above holds by setting δ4 = δ4(ε,D1) small enough, and d′S ≥ εd1
50 ≥ Ωε(

√
D1) ≥ 2 for large

enough D1 by Equation (41).
Let δ′ = δ′(β0, β1, ε,D1) := min(δ1, δ4), we complete the whole proof.
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7 Random Biregular Graphs

In this section, we prove Theorems 5.4 and 6.9. The method is generalized from [HMMP24,FK15]
to biregular graphs and all bidegrees ω(log n) ≤ d ≤ O(n).

Theorem 7.1 (Chernoff Bound). Suppose X1, . . . , Xn are i.i.d random variables sampled from
{0, 1}. Let X =

∑n
i=1Xi and µ := E[X], then for any δ > 0, we have:

Pr[X ≤ (1− δ)µ] ≤ exp(−δ2µ/2)

First, we recall the definition of Erdős–Rényi graph sampler:

Definition 7.2. For any p ∈ [0, 1], n1, n2 > 0, Gn1,n2,p denote the distribution of random bipartite
graph G = (L ∪ R,E), where |L| = n1, |R| = n2, and for each (u, v) ∈ L × R, the edge (u, v) is
contained in E(G) with probability p independently.

Theorem 7.3 (Graph Distribution Embedding [HMMP24]). There exists a constant C such that:
Fix any n1, n2, d1, d2 ∈ N such that m = n1d1 = n2d2. Then for p = (1−C(d1d2m + logm

min{d1,d2})
1/3) m

n1n2
,

there is a joint distribution D = (G,H) such that:
1. The marginal distribution of G is Gn1,n2,p, the marginal distribution of H is a uniformly

random (d1, d2)-biregular bipartite graph H = (L ∪R,E) where |L| = n1, |R| = n2.
2. PrG,H∼D[E(G) ⊆ E(H)] ≥ 1− o(1).

Lemma 7.4. Let H ∼ Gn1,n2,p, where n = min{n1, n2} then with probability 1−O( 1n), for all t ≥ 1,
we have:

1. ∀S ⊆ R(H), s.t. |S| = t, |UNH(S)|
|S| ≥ p(1− p)t−1n1 −

√
4p(1− p)t−1n1 log n2

2. ∀S ⊆ L(H), s.t. |S| = t, |UNH(S)|
|S| ≥ p(1− p)t−1n2 −

√
4p(1− p)t−1n2 log n1

Proof. Without loss of generality, we just give the proof for S ⊂ R(H), |S| = t.

|UNH(S)| =
∑

v∈L(H)

1[v ∈ UNH(S)]

For each of v ∈ L(H), the number of edges ev between v and S can be seen as the sum of t i.i.d
Bernoulli random variables with probability p. Let Xv be the indicator function of event ev = 1, we
know Xv is a Bernoulli random variable of probability q = tp(1−p)t−1 and |UNH(S)| =

∑
v∈L(H)Xv.

These {Xv}v∈L(H) are i.i.d random variables, and E[
∑

v∈L(H)Xv] = qn1. By Chernoff Bound, we
have, for all s ≥ 0:

Pr[|UNH(S)| ≤ (1− s
√
qn1

)qn1] ≤ exp(−s2/2)

Insert s = 2
√
t log n2 to above we know that with probability at least 1− n−2t

2 , we have

|UNH(S)| ≥ tp(1− p)t−1n1 − t
√
4p(1− p)t−1n1 log n2

By union bound over all t, the failure probability is at most
∑+∞

t=1 n
t
2n

−2t
2 ≤ O( 1n).

Theorem 7.5. Let C > 0, n1 = n ≤ n2 ≤ poly(n), ω(log n1) ≤ d1 ≤ o(n2), ω(log n2) ≤ d2 ≤ o(n1)
and p = d1

n2
= d2

n1
. For all sufficiently large n, there exists (d1, d2)-biregular graph with n1 and n2

left/right vertices such that:
1. For all t ≤ Cn1

d2
, ∀S ⊆ R(H), s.t. |S| = t, |UNH(S)|

|S| ≥ (1− o(1))d2 exp(−pt)

2. For all t ≤ Cn2
d1

, ∀S ⊆ L(H), s.t. |S| = t, |UNH(S)|
|S| ≥ (1− o(1))d1 exp(−pt)
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Proof. By Theorem 7.3, there exists a distribution D of (G,H), whose marginal distribution on G is
Gn1,n2,p′ and H = (L∪R,E) is always some (d1, d2) biregular bipartite graph with |L| = n1, |R| = n2.
Moreover, with probability 1− o(1), we have G ⊆ H. Here p′ = (1− o(1))p.

Fix some function ω((log n/p′n2)
1/2) ≤ f(n) ≤ o(1). For every vertex v ∈ L(G), by Chernoff

Bound Theorem 7.1 with at least 1− exp(−f(n)2p′n2/2) ≥ 1−n−ω(1) probability we have NG(v) ≥
(1− f(n))p′n2 ≥ (1− o(1))d1. Similarly, for every vertex v ∈ R(G) we have NG(v) ≥ (1− o(1))d2.
By union bound over all v ∈ L(G) ∪ R(G) and Lemma 7.4, with probability at least 1 − o(1), we
have G ⊆ H, and for all vertices v ∈ L(H), NH(v) ≤ NG(v) + o(d1) (Similarly for v ∈ R(H)). At
the same time, G has the property in the statement of Lemma 7.4.

Conditioned on all above, without loss of generality, we just prove the H sampled in this case has
the desired expansion for all size-bounded left vertex-set: Fix any t ≤ Cn1

d2
and any set S ⊆ L(H)

with |S| = t, we know UNH(S)
|S| ≥ UNG(S)

|S| −o(d1) ≥ p′(1−p′)t−1n2−
√
4p′(1− p′)t−1n2 log n1−o(d1).

It follows that

p′(1− p′)t−1n2 −
√
4p′(1− p′)t−1n2 log n1 − o(d1) (42)

≥(1− o(1))d1(1− p′)t−1 −
√
4(1− o(1))d1(1− p′)t−1 log n1 − o(d1) (43)

Since log n1 ≤ o(d1) and d1(1− p′)t−1 ≥ d1 exp(−p′t/(1− p′)) ≥ Ω(d1) ≥ ω(log n1). The above can
be further bounded by:

Equation (43) ≥ (1− o(1))d1(1− p′)t−1 − o(d1)

≥ (1− o(1))d1 exp(−pt)1+o(1) − o(d1)

≥ (1− o(1))d1 exp(−pt) exp(−C)o(1) − o(d1)

≥ (1− o(1))d1 exp(−pt)

Therefore, the above is at least (1− o(1))d1 exp(−pt).

Next, we generalize the above argument to d1 = Ω(n), which is crucial in the proof of Theo-
rem 5.7.

Theorem 7.6. For any δ, C > 0, there exists a constant ε > 0 such that: Let n1 = n ≤ n2 ≤
poly(n), ω(log n1) ≤ d1 ≤ εn2, ω(log n2) ≤ d2 ≤ εn1, and p = d1

n2
= d2

n1
. For all sufficiently large n,

there exists (d1, d2)-biregular graph with n1 and n2 left/right vertices such that:
1. For all t ≤ Cn1

d2
, ∀S ⊆ R(H), s.t. |S| = t, |UNH(S)|

|S| ≥ (1− δ)d2 exp(−pt)

2. For all t ≤ Cn2
d1

, ∀S ⊆ L(H), s.t. |S| = t, |UNH(S)|
|S| ≥ (1− δ)d1 exp(−pt)

Proof. Let C2 = C2(δ, C), ε = ε(δ, C,C2) > 0 be some large/small enough constants to be deter-
mined later. By Theorem 7.3, there exists a distribution D of (G,H), whose marginal distribution
on G is Gn1,n2,p′ , and H = (L ∪ R,E) is always some (d1, d2) biregular bipartite graph with |L| =
n1, |R| = n2. Moreover, with probability 1−o(1), we have G ⊆ H. Here p′ ≥ (1−C1ε

1/3)p and C1 is
some universal constant. By setting ε = ε(δ, C,C2) small enough, we can make p′ ≥ (1− δ/(2C2))p.

Fix some function ω((log n/p′n2)
1/2) ≤ f(n) ≤ o(1). For every vertex v ∈ L(G). By Chernoff

Bound Theorem 7.1, with at least 1−exp(−f(n)2p′n2/2) ≥ 1−n−ω(1) probability we have NG(v) ≥
(1− f(n))p′n2 ≥ (1− δ/C2)d1. Similarly, for every vertex v ∈ R(G) we have NG(v) ≥ (1− δ/C2)d2.
By union bound over all v ∈ L(G) ∪ R(G) and Lemma 7.4, with probability at least 1 − o(1), we
have G ⊆ H, and for all vertices v ∈ L(H), NH(v) ≤ NG(v) + δd1/C2 (Similarly for v ∈ R(H)). At
the same time, G has the property in the statement of Lemma 7.4.
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Conditioned on all above, without loss of generality, we just prove the H sampled in this case has
the desired expansion for all size-bounded left vertex-set: Fix any t ≤ Cn1

d2
and any set S ⊆ L(H)

with |S| = t, we know UNH(S)
|S| ≥ UNG(S)

|S| − δd1/C2 ≥ p′(1 − p′)t−1n2 −
√

4p′(1− p′)t−1n2 log n1 −
δd1/C2.

p′(1− p′)t−1n2 −
√

4p′(1− p′)t−1n2 log n1 − δd1/C2 (44)

≥(1− δ/(2C2))d1(1− p′)t−1 −
√
4(1− δ/(2C2))d1(1− p′)t−1 log n1 − δd1/C2 (45)

Since d1(1− p′)t−1 ≥ d1 exp(−p′t/(1− p′)) ≥ Ω(d1) ≥ ω(log n1), the above can be further bounded
by:

Equation (45) ≥ (1− o(1))(1− δ/(2C2))d1(1− p′)t−1 − δd1/C2

≥ (1− δ/C2)d1 exp(−p′t/(1− p′))− δd1/C2

≥ (1− δ/C2)d1 exp(−pt)(1/(1−p)) − δd1/C2

≥ (1− δ/C2)d1 exp(−pt) exp(−C)2p − δd1/C2

≥ (1− δ/1000)d1 exp(−pt) exp(−C)2ε − δ exp(−C)d1/1000 (C2 large enough)

≥ (1− δ/1000)2d1 exp(−pt)− δ exp(−C)d1/1000 (ε small enough)

≥ ((1− δ/1000)2 − δ/1000)d1 exp(−pt) ( exp(−pt) ≥ exp(−C))
≥ (1− δ)d1 exp(−pt)

Therefore, the above is at least (1− δ)d1 exp(−pt).
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Concretely, we think the original statement of Lemma 5.7 in [HMMP24] is actually not enough to
derive the 4-th equation on Page21 in [HMMP24]. We fix this by slightly strengthening Lemma 5.7
in [HMMP24] to Lemma A.4 in our paper (You can compare their statements), and complete the
proof. 2. We slightly modify the bidegree requirement of Theorem 5.5 to 2 ≤ c ≤ d and cd > 6,
which is necessary for the proof of Theorem 6.10.

In this section, for any function f : A → R, we define its norm by ∥f∥22 =
∑

x∈A f(x)2

Definition A.1 (Biregular Tree Extension). Fix c, d ≥ 2 and even ℓ > 1. Given a bipartite graph
G = (L ∪R,E), where each left vertex has degree less c and each right vertex has degree less than
d. The (c, d)-biregular tree extension T of G is defined as follows: For each left vertex u ∈ L, attach
a tree Tu rooted at u. Tu should have ℓ layers from counting from 0. The 0-th layer only contains u
and has c− degG(u) children. Each of other vertices in odd layers has d children, and each of other
vertices in even layers has c children except for leaves. The similar rule also applies to each right
vertex in R.

For any function f : V (G) → R defined on V (G) = L ∪ R and its biregular tree extension T ,
given a parameter t ∈ R, we can define ft : V (T ) → R as extension of f on T as:

ft(x) = f(r)tdepth(x), ∀r ∈ V (G), x ∈ Tr (46)

Next we define Bethe-Hessian matrix of G, which provide a bridge between positive definiteness and
subgraph denstity:

Definition A.2. For an undirected graph G = (V,E), and a parameter t, the Bethe-Hessian matrix
is defined as HG(t) = (DG − I)t2 −AGt+ I, where DG is the diagonal degree matrix of G and AG

is its adjacency matrix.

For small enough vertex set S ⊆ V (G), we would like to prove positive definiteness of HG[S](t).
We reduce it to HT (t) by the following lemma:

Lemma A.3. Let G = (L ∪R,E) be a bipartite graph and T be a (c, d)-biregular tree extension of
it. For any t ∈ R and function f : V (G) → R, its extension ft : V (T ) → R satisfies:

(HT (t) · ft)(x) =

{
(HG(t) · f)(x) x ∈ V (G)

0 v /∈ V (G)

Proof. When x ∈ V (G), we have degG(x) neighbors in the original graph and degT (x) − degG(x)
children with value f(x)t, it follows that:

(HT (t) · ft)(x) = ((degT (x)− 1)t2 + 1)f(x)− (degT (x)− degG(x))t
2f(x)− t(AG · f)(x)

= ((degG(x)− 1)t2 − 1)f(x)− t(AG · f)(x)
= (HG(t) · f)(x)

On the other hand, when x /∈ V (G), let x ∈ Tr, d = depth(x), we know x has one parent neighbor
on the tree with value f(r)td−1, and degT (x)−1 children on the tree with value f(r)td+1. It follows
that:

(HT (t) · ft)(x) = ((degT (x)− 1)t2 + 1)tdf(r)− tdf(r)− (degT (x)− 1)td+2f(r) = 0

30



Next, we will define a "patched" version of degree matrix for biregular tree extension T to make
it "real biregular". We can observe that all vertices in a (c, d)-biregular tree extension T have
degrees c or d except for leaves. Therefore, we can manually "correct" these leave degrees that
matches a infinite (c, d)-biregular tree. Fomally, D′

T is modified from DT that for each left vertex
r ∈ L, all leaves x on tree Tr have "corrected degree" D′

T (x, x) = c, and for each right vertex r ∈ R,
all leaves x on tree Tr have "corrected degree" D′

T (x, x) = d. Note that all leaves are on even layers
so this correction makes sense.

To facilitate future analysis, we need to bound ⟨f ℓ
t , (D

′
T − I)f ℓ

t ⟩ compared to ⟨ft, (D′
T − I)ft⟩

in the following lemma. Here f ℓ
t denote ft restricted to leaves of T , where values on leaves remain

unchanged but all other vertices have values 0.

Lemma A.4. Let G = (L ∪ R,E) be a bipartite graph where left(right) vertices have degree at
most c(d), and T is its even depth-ℓ (c, d)-biregular tree extension. For any f : V (G) → R and its
extension ft : V (T ) → R Let f ℓ

t denote ft restricted to leaves of T . Suppose t2
√

(c− 1)(d− 1) ≤ 1−δ
for some δ ∈ (0, 1). Then:

⟨f ℓ
t , (D

′
T − I)f ℓ

t ⟩
⟨ft, (D′

T − I)ft⟩
≤ 2δ

eδℓ − 1

Proof. For each v ∈ V (G), it suffices to show the desired inequality on the single tree Tr. Without
loss of generality, we can assume v ∈ L.

For any even k ≤ ℓ, let fk
t [r] denote the function restricted on vertices in the k-th layer of Tr.

It’s not hard to show that the number nk of vertices in k-th layer of Tr can be counted by:

nk =
degTr

(r)

(c− 1)
((c− 1)(d− 1))k/2

It follows that:

⟨fk
t [r], (D

′
T − I)fk

t [r]⟩ = degTr
(r)f(r)2t2k((c− 1)(d− 1))k/2 = degTr

(r)f(r)2(1− δ′)k

Here we define δ ≤ δ′ = 1− t2
√
(c− 1)(d− 1). It follows that:

⟨f ℓ
t [r], (D

′
T − I)f ℓ

t [r]⟩
⟨ft[r], (D′

T − I)ft[r]⟩
=

(1− δ′)ℓ∑ℓ/2
k=0(1− δ′)2k

=
(1− δ′)ℓ(1− (1− δ′)2)

1− (1− δ′)ℓ+2
≤ 2δ′

eδ′ℓ − 1

The last inequality comes from 1− x ≤ e−x. By averaging argument over each r ∈ V (G), we get:

⟨f ℓ
t , (D

′
T − I)f ℓ

t ⟩
⟨ft, (D′

T − I)ft⟩
≤ 2δ′

eδ′ℓ − 1

Since the function g(x) = 2x
exℓ−1

is non-increasing and δ ≤ δ′, we know the above inequality still
holds when we replace δ′ by δ.

Next, we will introduce the concept of folding a tree extension into a biregular graph.

Definition A.5. Let G = (L ∪ R,E) be a (c, d)-biregular bipartite graph, and S ⊆ V (G) be a
vertex set of G. Let T be a depth-ℓ (c, d)-biregular tree extension of G[S], we define a mapping
σ : V (T ) → V (G) iteratively as follows:

For each v ∈ V (G) we give an order [1, degG(v)] to edges incident to it. 1. For any v ∈ S, define
σ(v) = v.
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2. We define σ(v) for other vertices according to the depth order from above to bottom. For each
v ∈ V (T )\S, let u be its parent, and v is u’s i-th child. By induction we’ve defined σ(u) = u′, then
we define σ(v) = vi, where (u′, vi) is the i-th untouched edge incident to u′ in the order defined. Here
untouched edges mean the set of edges (u′, v′) such that 1. Not in E(G[S]) if u ∈ S 2. v′ ̸= σ(w) if
u /∈ S and w is u’s parent.

It’s intuitive that this mapping preserves the "structure" of T on G, that no two incident edges
of T are mapped to the same edge in G. We then define a corresponding folded function with the
help of σ.

Definition A.6. Fix a mapping σ : V (T ) → V (G). Given any function f : V (T ) → R, and any
v ∈ V (G), we define function fv : V (T ) → R as:

fv(x) =

{
f(x) σ(x) = v

0 σ(x) ̸= v

The folded function f̃ : V (G) → R is defined as: f̃(v) = ∥fv∥2, ∀v ∈ V (G).

Observation A.7. Since the folded function preserves degrees, we know that ⟨f,D′
T f⟩ = ⟨f̃ , DGf̃⟩.

Moreover, ∥f∥2 = ∥f̃∥2
Lemma A.8. Use the same notations as above, and let AT and AG denote the adjacency matrices
of T and G respectively. We have:

⟨f,AT f⟩ ≤ ⟨f̃ , AGf̃⟩

Proof. It simply follows from the calculation:

⟨f,AT f⟩ =
∑

(u,v)∈E(T )

f(u)f(v) =
∑

(u,v)∈E(G)

∑
(x)=u,σ(y)=v
v(x,y)∈E(T )

f(x)f(y)

≤
∑

(u,v)∈E(G)

∥fu∥2∥fv∥2 = ⟨f̃ , AGf̃⟩

The inequality follows from Cauchy-Schwartz inequality and the property of σ that it doesn’t map
incident edges in E(T ) to the same edge in E(G).

Now we are ready to show positive definiteness of HG[S](t) for specific parameter ranges, which
will lead to our subgraph density bound:

Theorem A.9. Let ε ∈ (0, 0.1) and 2 ≤ c ≤ d be integers where cd > 6. Let G = (L ∪ R,E) be a
(c, d)-biregular graph and S ⊆ L ∪R such that |S| ≤ d−1/ε|L ∪R|. Then, for any t ≥ 0 such that:

1

t
≥

√
λ2 − (

√
c− 1−

√
d− 1)2 (47)

where λ = max(λ2(G),
√
c− 1 +

√
d− 1)(1 + 5ε)

we have that HG[S](t) is positive definite.

Proof. From Equation (47), we can derive a bound on t2 which is useful for applying Lemma A.3:

1

t2
≥ (

√
c− 1 +

√
d− 1)2(1 + 2ε)− (

√
c− 1−

√
d− 1)2 (48)

≥ 4(1 + ε)
√

(c− 1)(d− 1) (49)

⇒ t2
√

(c− 1)(d− 1) ≤ 1− ε (50)
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In order to show positive definiteness, we would like to prove for any function f : S → R, there is
⟨f,HG[S](t)f⟩ > 0. Let ℓ = ⌊ 1

2ε⌋ be an closest even integer and T be the depth-ℓ (c, d)-biregular
tree extension on G[S], we can define extension function ft, folded function f̃ and other notations
as previous definitions. From Lemma A.3, it’s easy to see that:

⟨f,HG[S](t)f⟩ = ⟨ft, HT (t)ft⟩ = ⟨ft, ((DT − I)t2 − tAT + I)ft⟩ (51)

Bound ⟨ft, (DT − I)t2ft⟩ : As previous defined, we can introduce D′
T to correct degrees of leaves

in T and finally subtract the extra contribution. Therefore, it follows from Lemma A.4 and Equa-
tion (47) that:

⟨ft, (DT − I)t2ft⟩ = ⟨ft, (D′
T − I)t2ft⟩ − ⟨f ℓ

t , (D
′
T − I)t2f ℓ

t ⟩ ≥ ⟨ft, (D′
T − I)t2ft⟩(1− 4ε) (52)

The last inequality comes from 2ε
eεℓ−1

≤ 4ε.

Bound other terms : Given Equation (52) and combine with Observation A.7 and Lemma A.8,
we can bound the whole term by:

⟨f,HG[S](t)f⟩ ≥ ⟨f̃ , (DG − I)t2f̃⟩(1− 4ε)− t⟨f̃ , AGf̃⟩+ ∥f̃∥22 (53)

≥ (1− 4ε)⟨f̃ , ((DG − I)t2 + I)f̃⟩ − t⟨f̃ , AGf̃⟩ (54)

Let MG(t) = (DG − I)t2 + I, γc = t2(c− 1) + 1 and γd = t2(d− 1) + 1. Since G is (c, d)-biregular
graph, we can permuting columns and rows and write MG(t) in blocked form:

MG(t) =

(
γcI 0
0 γdI

)
It follows that:

(1− 4ε)MG(t)− tAG = M
1/2
G (t)((1− 4ε)I − tM

−1/2
G (t)AGM

−1/2
G (t))M

1/2
G (t)

M
1/2
G (t)((1− 4ε)I − t

√
γcγd

AG)M
1/2
G (t)

Then, let g = M
1/2
G (t)f̃ , it suffices to bound the following:

⟨f,HG[S](t)f⟩ ≥ ⟨g, ((1− 4ε)I − t
√
γcγd

AGg⟩ = (1− 4ε)∥g∥22 −
t

√
γcγd

⟨g,AGg⟩ (55)

Since G is (c, d)-biregular, we know AG has the largest eigenvalue
√
cd with multiplicity one, and

the corresponding eigenvector is 1√
2|E(G)|

D
1/2
G 1. Therefore, we can upper bound the second term

by:

⟨g,AGg⟩ ≤
√
cd

2|E(G)|
⟨g,D1/2

G 1⟩2 + λ2∥g∥22 (56)

Here λ2 = max(λ2(G),
√
c− 1+

√
d− 1). Then, since g has the same support as f̃ and f̃ is non-zero

only on vertices in the range of σ, we can bound the first term above by bounding the size of range
of σ. Since all vertices in the range of σ must within distance ℓ from some vertex in S, we can bound
it by: |σ(V (G))| ≤ |S|

∑ℓ
i=0 d

i ≤ |S|dℓ+1 ≤ |E(G)|d−1/(3ε). Then, we can bound Equation (56) by:
√
cd

2|E(G)|
⟨g,D1/2

G 1⟩2 + λ2∥g∥22 ≤ (
d2

2|E(G)|
|E(G)|d−1/(3ε) + λ2)∥g∥22 ≤ λ2(1 + ε)∥g∥22 (57)
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The above bound is from |S| ≤ d−1/ε|V (G)|, d−1/(4ε) ≤ ε and Cauchy-Schwartz inequality. Note
that d ≥ 3 and ε < 0.01.

Therefore, from Equation (55) and above arguments, it follows that:

⟨f,HG[S](t)f⟩ ≥ (1− 4ε)− tλ2(1 + ε)
√
γcγd

We would like to show that RHS of above is larger than 0. Since 1+ε
1−4ε ≤ 1 + 5ε, it suffices to show

t2λ2
2(1 + 5ε) < γcγd. It suffices to show:

1

t4
− 1

t2
(λ2 − (c− 1)− (d− 1)) + (c− 1)(d− 1) > 0 (58)

Since 1
t2

≥ λ2−(c−1)−(d−1), it’s not hard to see that LHS of Equation (58) increases as increasing
of 1

t2
. Therefore, in order to verify Equation (58), it suffices to plug 1

t2
= λ2 − (c− 1)− (d− 1) into

Equation (58) and verify it. Since 1
t4

> 0, 1
t2
(λ2− (c− 1)− (d− 1)) = 1 ≤ (c− 1)(d− 1), the desired

inequality Equation (58) is true, and we are done.

Finally, we just need to use the reduction theorem from positive defiteness to subgraph density
bound.

Theorem A.10 ([HMMP24] Lemma 6.2). Let G = (L ∪ R,E) be a bipartite graph where d1, d2
denote left/right average degree of G respectively. Then, for any t ∈ (−1, 1)\{0}, if HG(t) is positive
definite, then (d1 − 1)(d2 − 1) ≤ 1

t2
.

Combine Theorem A.10 and Theorem A.9, we prove the subgraph density bound:

Corollary A.11 (Theorem 5.5, Restated). Let 2 ≤ c ≤ d be integers that cd > 6 and 0 < ε < 0.01.
For any (c, d)-biregular graph G = (L ∪R,E) and its vertex set S ⊆ L ∪R that |S| ≤ d−1/ε|L ∪R|,
let LS = S ∩ L,RS = S ∩ R,m = |E(G[S])| and dL = m/|LS |, dR = m/|LR| denote the left/right
average degree in G[S], we have:

(dL − 1)(dR − 1) ≤ λ2 − (
√
c− 1−

√
d− 1)2

where λ := max(λ2(G),
√
c− 1 +

√
d− 1)(1 + 5ε)
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