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A horse… …with drips...

… in the forest …in the forest

…silvery… …golden… …clouds… …moon…

…fallen leaves…

…red background …blue background

…fallen leaves… …made of woods… …made of bricks…

…rainbow color… …black and white…

…on the grass… …on the bricks…

Figure 1: Demonstration of fine-grained style controllability of FineStyle. Nine image pairs are
generated by personalized text-to-image models, each of which is fine-tuned on a respective, single
style reference image displayed at the corner of the left image of each pair. Fine-grained concepts are
written on top of the images for comparisons, showing the nuanced compositionality encompassing
color, foreground object, background, and textures. Full prompts are available in Appendix A.1. Visit
https://github.com/SHI-Labs/FineStyle for code and more examples.

Abstract

Few-shot fine-tuning of text-to-image (T2I) generation models enables people to
create unique images in their own style using natural languages without requiring
extensive prompt engineering. However, fine-tuning with only a handful, as little
as one, of image-text paired data prevents fine-grained control of style attributes at
generation. In this paper, we present FineStyle, a few-shot fine-tuning method that
allows enhanced controllability for style personalized text-to-image generation. To
overcome the lack of training data for fine-tuning, we propose a novel concept-
oriented data scaling that amplifies the number of image-text pair, each of which
focuses on different concepts (e.g., objects) in the style reference image. We also
identify the benefit of parameter-efficient adapter tuning of key and value kernels of
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cross-attention layers. Extensive experiments show the effectiveness of FineStyle
at following fine-grained text prompts and delivering visual quality faithful to the
specified style, measured by CLIP scores and human raters.

1 Introduction

Text-to-image (T2I) models [38, 4, 40] have become a powerhouse driving various modern image-
creation applications [11, 28, 8, 34] to generate unique artworks of diverse styles from natural
language prompts. However, it is often challenging to faithfully describe the visual look of a style
in pure text form. To better leverage the generation capability of these models, a series of works
[39, 41, 10, 27] extend the one-step text-to-image generation paradigm to few-shot fine-tuning with a
set of images followed by a personalized text-to-image generation. Following this two-step paradigm,
users can create novel images inheriting the visuals of reference images without extensive prompt
engineering [45]. Although these works and their successors [52, 48] have made the text-to-image
paradigms capable of conveniently generating with the guidance of reference images, they often
result in content leakage, where visual clues of unwanted contents from the reference image appear
in generated images. For example, as shown in Fig. 2, StyleDrop [41], state-of-the-art method for
one-shot style-tuning of text-to-image generation model, suffers from a content leakage of generating
spindle leaves in the background when asked to generate a sneaker.

reference StyleDrop FineStyle

Figure 2: StyleDrop [41] tends to leak contents of the style reference image into generated images,
such as the spindle leaves in the background of “a sneaker”, even though it is not included in the text
prompt. FineStyle learns by pinpointing desirable style attributes (e.g., flat cartoon vector art) and
mitigates the leakage of unwanted content (e.g., spindle leaves) at generation.

Why does the content leakage happen for few-shot or one-shot fine-tuning? When training text-to-
image generation models on a large amount of image-text paired data covering a wide variety of
visual concepts, it is easy to decompose individual concepts both in the text and visual spaces and
associate those concepts between these two spaces. On the other hand, it is challenging to correctly
associate visual concepts with the corresponding text phrases using only a few or one training images,
as the contents in the image are highly entangled. As such, [41] has proposed an iterative fine-tuning
strategy where later rounds of fine-tuning are done with a set of generated synthetic images curated
by automated or human feedback. This synthetic fine-tuning on many images is shown to be effective
at disentangling visual concepts of subject and style, leading to an improved image-text association
for personalized text-to-image generation. However, iterative training is prohibitive as it requires
more computing and human resources.

This paper aims to develop an efficient fine-tuning method for T2I models from a single reference
image. The primary insight is to fine-tune the models with additional objectives focusing on multiple
fine-grained concepts within a text-image pair rather than solely on the text-image pair itself. To this
end, we decompose a single style reference image and its text prompt into multiple concept-oriented
sub-image-text pairs, as in Fig. 3(b–d). Concretely, the sub-image-text pair describes an individual
fine-grained concept of a style reference image, such as a laptop, woman, or plant, instead of the
original text prompt describing an entire image. Users may identify as many concepts of interest as
they want from a main text prompt. Therefore, the more comprehensive the prompt is, the better the
concept grounding our method can provide. We leverage the disentanglement capability residing in
cross-attention layers in pretrained T2I models to obtain the spatial location of individual concepts.

In addition to the concept-oriented data scaling, we extend parameter-efficient fine-tuning to di-
rectly modify weights in the cross-attention layer instead of adding residuals to hidden features via
adapters [18, 41]. The intuition behind this strategy is as follows: first, fine-tuning is a task that adds
new cross-modal knowledge of a text-image pair to T2I models, while cross-attention layers are
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places where the kind of knowledge is stored; as such, adapters at weight matrices of cross-attention
layer has the potential to bring better expressivity than using adapters to transform hidden features
outside cross-attention layer.

We test our method on Muse [4] as the T2I backbone over a diverse set of style reference images. We
show that our method, FineStyle, is able to generate style-consistent images from text prompts while
mitigating the content leakage, as in Fig. 2. Furthermore, our fine-tuning method promotes concept
disentanglement, enabling novel applications like style editing. This empowers users to modify
granular style attributes of a reference image, as visualized in Fig. 7. Extensive evaluation measuring
the semantic and style fidelity using CLIP [35] and user studies show the enhanced performance of
our method compared to baselines.

2 Related Work

Text-to-image Synthesis. Compared to unconditional image synthesis [21, 17, 42], in which models
learn to create images randomly resembling their training data distribution, conditional image
synthesis [37, 31, 40, 50, 4, 46, 47, 12] introduces extra conditioning on text/image prompts to guide
the generative process. This explicit conditioning has made a series of downstream image-generative
tasks more controllable with natural language prompts such as text-guided inpainting [44] and image
editing [2, 22, 52].

Cross-attention mechanism in T2I has been used to implement the interaction between visual and
textual features, enabling text conditioning in image synthesis. [32] demonstrates that cross-attention
maps align the concepts in text prompts with their corresponding spatial positions on the generated
image. A few works [13, 5, 51] have confirmed that modifying attention weights affects the layout
and content in resulting synthesis.

T2I Personalization Synthesis extends the capability of pre-trained T2I models to generate images
of novel concepts outside their training set. Given a small collection of reference images about a
concept, it works by either optimizing the T2I model itself [39, 10, 22, 1] or injecting extracted image
features into the generative process [14, 30, 48]. Dreambooth [39] fine-tunes all parameters of a
T2I model and gains decent fidelity in synthesizing the target concept, but it comes at the cost of
training and storage efficiency. Adopting the idea of parameter-efficient fine-tuning (PEFT) from
NLP [18, 20, 26, 6], StyleDrop [41] learns a set of lightweight adapter layers appended to each
transformer block of a generative vision transformer [4] from a single style image to improve data
and training efficiency. On the other hand, StyleAligned [14] can generate a consistent image set of a
style by extending the self-attention at inference time to encompass features of a reference image.
As such, it achieves style personalization without optimization. However, they all implicitly deem a
style image and its text description indivisible and ignore the importance of aligning fine-grained
style and description in the context of more controllable personalization synthesis.

3 Preliminary

In this section, we review Muse [4], a masked generative transformer for text-to-image generation, and
StyleDrop [41], a few-shot style-tuning built on Muse for style-personalized text-to-image generation.

Muse [4] is a masked generative image transformer, or MaskGIT [3]. It contains a pre-trained text
encoder T, an image encoder E, a decoder D, and a generative transformer G. Muse uses T5-XXL
[36] for T and VQGAN [49, 7] for E and D. E encodes an image from pixel space to a sequence of
discrete visual tokens v ∈ E while T encodes a text prompt into textual token space T . Namely, we
are interested in obtaining G : E × T → L that takes in visual and textual tokens and outputs logits
∈ L. G is trained to reconstruct masked visual tokens with conditioning textual tokens from a large
text-image pair dataset D [40].

L = E(x,t)∼D,m∼M [CE(E(x), G(M(E(x),m), T(t)))] (1)

where (x, t) is an image-text pair and M is a uniformly distributed mask sampling strategy with a
mask ratio as a coefficient. CE is a weighted cross-entropy loss calculated by summing over losses at
masked visual tokens. Once G is trained, an image I is synthesized by iterative decoding [4, 3] visual
logits given a text prompt and an initial sequence of visual tokens. A sampling strategy S samples
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visual tokens from output logits. Finally, D maps visual tokens at the last step to the image of pixels.

I = D(vK), vk = S(G(vk−1, T(t)) + λ(G(vk−1, T(t))− G(vk−1, T(n)))) (2)

where k ∈ [1,K] is the sampling step, t is the text prompt and n is the null prompt. The term with λ
as a coefficient is classifier-free guidance [16].

With the cascade design from low to high resolution, Muse contains several sub-modules: a pair of
low-res and high-res VQGAN operating at 256×256 and 512×512 resolutions, respectively, a base
transformer for decoding low-res image tokens and a super-resolution transformer for translating
low-res image tokens to high-res image tokens. We refer readers to [4] for additional details on the
Muse model configurations.

StyleDrop [41] is a few-shot style personalized text-to-image generation model built on the Muse [3].
Given a dataset D = {(xi, ti)}Ni=1 of N image-text pairs and a generative model G, we are interested
in obtaining Ĝ : E ×T ×Θ → L that takes in an extra set of trainable parameters θ ∈ Θ (i.e., adapter
tuning [18]) to generate logits of visual tokens. Now the cross entropy loss over θ becomes:

Lθ = E(x,t)∼D,m∼M [CE(E(x), G(M(E(x),m), T(t), θ))] (3)

With Ĝ, users can generate novel images with style descriptor prompts that follow the style represented
by D. In practice, the number of image-text pairs in D could be very small, resulting in few-shot or
even one-shot fine-tuning.

4 Method

Similarly to the StyleDrop [41], we build the FineStyle on Muse [4] via fine-tuning. In this section,
we first discuss the challenges of fine-grained concept alignment in few-shot fine-tuning (Sec. 4.1).
Then, we introduce building blocks of the FineStyle, a concept-oriented data scaling (Sec. 4.2) and
parameter-efficient adapters (Sec. 4.3). Fig. 3 provides an overview of our method.

4.1 Challenges of Fine-grained Concept Alignment in Few-shot Fine-Tuning

Recent text-to-image models demonstrate a strong image generation capability from natural language
prompts [31, 40, 50, 4]. Although these models are trained to generate images from text prompts
that describe an image as a whole, fine-grained concept alignment capabilities emerge through
training on a large volume of image-text pairs. This enables models to compose multiple fine-grained
concepts to generate a cohesive image semantically. However, it remains a challenge to achieve such
a fine-grained concept alignment in few-shot fine-tuning, as the number of training examples are too
limited to learn associations between textual concept descriptions and their visual representations.

Such an issue has been identified in a previous work [41]. As a result of a poor concept disentan-
glement in few-shot fine-tuning, a content leakage happens at generation, i.e., some visual concepts
are unexpectedly generated in an image even though they are not included in the text prompt. See
Fig. 2 as an example, where generated images on the left by StyleDrop contain spindle leaves in the
background, though the model is asked to generate an image of a sneaker. To address this, iterative
training with either automated or human feedback [41] is proposed, where additional rounds of
fine-tuning are conducted on synthetic images generated by models from earlier iterations. While
this approach has proven effective, it suffers from expensive labor costs, extra annotation time,
dependency on the quality of synthetic images, and risk of performance deteriorating due to human
selection bias.

4.2 Concept-oriented Data Scaling for Masked Decoding

As opposed to an iterative training of [41], we seek for an efficient, single-stage data scaling approach
to enhance the concept alignment over target fine-tuning domains with limited data. This suggests us
to explore ways to leverage the concept composition within limited data.

One critical observation is that the style reference image often contains multiple concepts. Many
are spatially decomposable concepts (e.g., foreground subjects and background scenes and objects)
while sharing the consistent visual style. For example, as in Fig. 3, a style reference image (top-left)
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V

K

Dot Product

a woman working on a laptop on 
the desk in flat cartoon vector art 
inside a light blue circle on a white 
background. there are a pot of tall 
plant with spindle leaves and 
books on the wall.

Q

a woman working on a 
laptop on the desk …

laptop in flat cartoon 
vector art style.

woman in flat cartoon 
vector art style.

plant with spindle leaves in 
flat cartoon vector art style.

Adapter
(training 

only)

style reference

randomly masked tokens (a) concept-oriented masked 
tokens: laptop

(b) concept-oriented masked 
tokens: woman

(c) concept-oriented masked 
tokens: plant

Figure 3: An overview of FineStyle framework, including the concept-oriented data scaling work-
flow (arrows) and PEFT adapters (green box) applied to key and value kernels within transformer
blocks. The workflow starts from the top-left with a single image-text pair containing user-specified
concepts in colored texts. The image-text cross-attention map (top-right) is retrieved from the dot
product between the query and key matrices. From an attention map, we aggregate attention values
corresponding to the user-specified concepts (e.g., laptop, woman, or plant) to create extra training
pairs, as in (a), (b), and (c), each of which focuses on different subjects, derived from a single style
image.

contains multiple concepts, including a woman, a laptop, a plant, and a bookshelf. Furthermore,
the objective of fine-tuning is to learn these implicit alignments between these visual and textual
concepts, e.g., word “woman” to visual woman, word “laptop” to visual laptop on the desk, word “a
pot of tall plant with spindle leaves” to visual a pot of plant, “words “flat cartoon vector art” to visuals
of all concepts in the image. While we wish such a decomposition of an image and the text prompt
and an association between individual textual and visual concepts naturally occur, it is not designed
to do so. Taking these observations into consideration, we propose learning through concept-oriented
conditioning on dedicated captions to enhance concept alignment.

Concept Decomposition. To achieve this, we first decompose a text prompt into multiple concept-
oriented sub-text prompts. Similarly to [41], we construct a text prompt for a style reference image by
combining the subject and style phrases. Specifically, we build a comprehensive text prompt [25] to
describe multiple subjects, styles, and background attributes in the image. For example, as in Fig. 3,
we use “woman”, “laptop”, “a pot of plant with spindle leaves”, and “bookshelf” for foreground
subjects and “flat cartoon vector art”, “a light blue circle”, and “white background” for style and
background attributes. Then, we create a few sub-prompts by combining a prominent concept and
style phrases from the text prompt, e.g., “{concept phrase} in {style phrase} style”. As a result, in
addition to the original style reference image and the text pair (Fig. 3(a)), we get a couple more text
prompts such as “a laptop in flat cartoon vector art style” as in Fig. 3(b) or “a plant with spindle
leaves in flat cartoon vector art style” as in Fig. 3(d), each of which focuses on a different subject in a
style reference image. The process could be done manually or automated by using state-of-the-art
vision large language models (vLLMs), as shown in Appendix A.6.

Training with Concept-oriented Masking. One way to train a model with decomposed concepts
is to create a set of sub-images (and their corresponding sub-prompt pairs) by cropping around
the concept area. While this sounds straightforward, it will introduce extra cumbersome such as
mismatched image ratio. Instead of explicitly cropping an image with bounding boxes, we propose
concept-oriented masking, which replaces the traditional strategy of randomly and uniformly masking
visual tokens across the entire image with targeted masking of concept-specific areas. Note that
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the Muse model is trained to predict masked tokens, where the masked token is chosen uniformly
at random as in Fig. 3(a). We construct the concept-oriented mask from the segmentation map
that aggregates the cross-attention weights of the pretrained Muse model for the corresponding
concept, and tokens inside the concept-oriented mask serve as prediction targets. Details on deriving a
segmentation map from aggregated cross-attention weights are provided in Appendix A.5. Fig. 3(a–c)
shows the concept-oriented masks with corresponding sub-prompts. During the training, all four
examples have an equal chance of appearing in a batch.

4.3 Parameter-Efficient Adapter for Masked Generative Image Transformer

Parameter-efficient adapters [20, 33, 6, 9] have become the new norm for fine-tuning a large model.
Compared to fine-tuning the entire model, the adapters have the advantage of being small and easily
interchangeable. Most existing works have tested adding adapters at various places in T2I models,
such as token embeddings [10] and intermediate hidden features [41, 30]. We argue that adding
adapters to cross-attention layers is more beneficial for fine-grained style personalization. First,
fine-grained style controllability with text prompts depends on the precise alignment between visual
and textual features, and cross-attention layers are the places where this cross-modal interaction
happens. Second, in the T2I generative model, we define the hidden features as inputs and outputs
to self-attention, cross-attention or MLP layers in a generative transformer. They are usually of
shape in [batch, num_visual_token, feat_dim] and finally used to predict logits of visual tokens, thus
containing substantial neighborhood and spatial information. Overall, we limit our adapter to key and
value kernels corresponding to textual prompts at the cross-attention layer, leaving the query kernel
untouched.

Unlike the typical application of a dedicated LoRA layer to each transformer block of the image
decoder, our method employs a singular main LoRA layer but modifies it with distinct biases for each
transformer block. This adaptation reduces the number of trainable parameters and aims to mitigate
potential overfitting issues, a critical aspect in maintaining model generalizability.

Sampling with Adapter. With adapted transformer Ĝ, visual tokens vk is obtained as below:

vk = Ĝ(vk−1, T(t))+λ1(Ĝ(vk−1, T(t))− G(vk−1, T(t)))+λ2(Ĝ(vk−1, T(t))− Ĝ(vk−1, T(n))) (4)

Compared to Eq. 2, we have an extra term with λ1, which computes the logit residuals of prompt t
between adapted model and original model. Therefore, λ1 controls the strength of style, while the
term with λ2 is classifier-free guidance for adapted model.

5 Experiment

We adopt the evaluation set from [41] containing 24 styles encompassing fine-art oil painting, 3D
rendering, and sculpture. In Sec. 5.2, we report qualitative results of FineStyle and novel applications
brought by enhanced fine-grained concept alignment. In Sec. 5.3, we test the semantic and style
consistency of FineStyle-generated images using the CLIP score and human evaluation. In Sec. 5.4,
we conduct ablations on components of our method. Implementation details are in Appendix A.3.

5.1 Evaluation Setup

As the style example in Fig. 3, we define style descriptor (“flat cartoon vector art”) and unique fine-
grained style properties (e.g., “inside a light circle” and “white background”). During the evaluation,
we create simple prompts in the pattern of “{subject} in {style descriptor} style” for synthesis unless
otherwise specified.

5.2 Qualitative Results

Fig. 1 shows the robust fine-grained style controllability using our method by modifying those unique
style properties in training prompts. The prompts used for generation are composed of a subject, style
descriptor, and style properties. All the comparison pairs are generated using the same random seed
with only one property being different. It is clear from the result that FineStyle supports the control
over properties such as color, texture, background, and decoration of a subject.
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StyleDropFineStyleReference image-text

A cliff bay with boats on calm 
water in watercolor painting 
style. there are mountains and 
sky in the background.

A tree mountain and village in 
short line drawing style on a 
beige colored background.

A tall brown house made of 
woods in watercolor painting 
style. 

A standing woman in matte 
textured 3d rendering style on 
a gray background.

A green pine tree in cartoon 
sticker style with a white 
border on a white background.

Synthesis Subject:
A Japanese temple

Unwanted concepts: 
Mountains; waters

Synthesis Subject:
A girl 

Unwanted concepts: 
Starry night sky; tree 
shaped hair; villages; 
mountains

Synthesis Subject:
An office building

Unwanted concepts: 
tall brown house; 

Synthesis Subject:
A medieval knight

Unwanted concepts: 
Woman; brown jacket; 
yellow shirt; background 
not in gray

Synthesis Subject:
A Christmas tree

Unwanted concepts: 
Plain pine tree without 
decoration; background 
not in white

StyleAligned IP-Adapter DreamStyler

Figure 4: Qualitative comparison between FineStyle and various baselines. Unwanted concepts list
those appearing in training prompts but should not be in synthesis prompts.

Fig. 4 compares FineStyle with baselines [15, 1, 48, 41] in 5 styles. The same prompt is used for both
models to generate a set of 2 images in one inference pass. We can see that FineStyle consistently
outperforms baselines regarding fine-grained concept alignment. The first example shows the content
leakage problem: the bay and mountains entangle with “watercolor painting”, causing them to leak
into the generation of “a Japanese temple”. Furthermore, StyleAligned [15] almost replicates the
layout of the bay and cliffs from the reference image. In the second and third rows of results generated
by StyleDrop [41], the starry night sky and the tree-shaped hair keep appearing in the generations of
“a girl” and “modern office building” deteriorates to almost the same “house” in the reference image.

Close to flower

rose mushroom house rose mushroom housereference

StyleDrop FineStyle

Far from flower Close to flower Far from flower

Figure 5: Generated images of “melting golden 3d rendering” style from text prompts of subjects
whose semantic distance to the reference subject (“flower”) is gradually changed from close to far.
StyleDrop creates images that follow the text prompt when the subject is far from the reference
subject. In contrast, FineStyle creates images of subjects even when they are semantically close
(“rose” or “mushroom”) to the reference subject.

This phenomenon highly correlates to the semantic distance between the training example and the
generation prompt. To better understand this phenomenon, we use a series of concepts ranging
from semantic closeness to farness to construct comparison prompts. In Fig. 5, we test it using the
style “melting golden 3d rendering”. As the training image is a flower with triangle-shaped petals,
we choose the semantic axis to be a flower specie, a plant, and a building. From left to right, the
generations of StyleDrop are improving from flower-shaped objects to houses, even though some
triangles can still be seen in certain parts of the house. On the other hand, FineStyle performs better
all along the semantic axis with desirable overall style consistency. This suggests that enhancing
fine-grained concept alignment can effectively counter the phenomenon.
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5.2.1 Extensive Style Control

drips thin drips thick drips drips thin drips thick drips(a)

…eiffel tower… …yellow circle… …yellow oval…

reference StyleDrop FineStyle

…eiffel tower… …yellow circle… …yellow oval…(b)

Figure 6: Extensive Style Control. (a) modifies a fine-grained style by omitting it or adding decoration
to it. (b) controls multiple fine-grained styles at the same time.

Due to its fine-grained concept alignment, FineStyle allows extensive control over specific style
attributes, even with limited visual representation. In Fig. 6(a), we demonstrate style control over
melting drips. We adjust the state of the drips by omitting certain words or adding decorative elements.
Results within the red box differ from those in the green box, showing no substantial changes in drip
thickness or absence. Typically, without precise concept alignment, fine-tuned adapters tend to focus
on large-area concepts, as seen with the spindle leaves in Fig. 6(b).

Furthermore, Fig. 6(b) demonstrates the feasibility of controlling two style attributes at the same
time, suggesting the style adapter obtained from our fine-tuning algorithm is more compatible with
the compositionality learned by the base model rather than unquestioningly learning to reconstruct
every detail of training image at the same time.

5.2.2 Controllable Reference Image Variation

[reference replica] tree tree, mountain village tree tree, mountain villagereference

StyleDrop FineStyle

[reference replica]

Figure 7: An example reference image variation. The last image without “tree, mountain, village”
is synthesized with the prompt “a clear starry night sky close up in oil painting style on a blue
background”.

Given an image and a conditioning mechanism, generative models can generate image variations.
Usually, these variations happen only at the granular style property level with a relatively similar
image structure. We note that during one-shot fine-fintuning, the training image can be faithfully
reconstructed with more training steps. While this might result in style overfitting, it opens the
possibility of an interesting application of controllable image variation. As in Fig. 7, both StyleDrop
and FineStyle can reconstruct the training image with minimum fidelity loss. However, only FineStyle
can get a clean, starry night variation without the traces of trees, mountains, and black borders.

5.3 Quantitative Results

We synthesize images by combining a filtered version of Parti [50] prompts and 10 styles from the
evaluation set, details in Appendix A.2. There are 190 examples in Parti prompts. Each one describes
a composition of a subject. The subject comes with its superclass to reduce semantic ambiguity (e.g.
A cat, animals, in watercolor painting style.). We generate 4 images for each example, adding to 760
images for a style.
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CLIP score. We utilize CLIP [35] to calculate Text (text-image) and Style (image-image) scores.
The Text score is between a generated image and its text prompt, measuring how well the image
follows it. The Style score is between generated and style reference images, measuring style fidelity.
However, it is not the higher the score, the better since high scores might indicate content leakage or
mode collapsing.

Table 1: CLIP scores measuring image-text similarity (Text) and image-image similarity (Style).
We test FineStyle alongside two variants: (a) with data scaling and a feature adapter after transformer
layers, and (b) without data scaling, using an adapter at key and value kernels within transformer
layers. FineStyle demonstrates the best balance between text and style scores.

Method data scaling adapter Text score (↑) Style score (↑γ)

Muse - - 0.320 0.552
StyleDrop × feature 0.297 0.708

variant (a) ✓ feature 0.296 0.730
variant (b) × kv kernel 0.308 0.686
FineStyle ✓ kv kernel 0.314 0.661

FineStyle achieves higher Text scores than StyleDrop (0.314 v.s. 0.297) and reasonable Style
scores (0.661, higher than Muse’s 0.552 and lower than StyleDrop’s 0.708). Since the content leakage
problem results in prompt-image misalignment, the improved Text scores imply that FineStyle
alleviates the problem while still maintaining competitive style fidelity.

Human Evaluation. Given a reference image and a pair of synthesized images from two comparable
models, users are asked to select the one that 1) corresponds better to the style of the reference image
(Style); 2) better matches the prompt (Text); 3) makes more common sense. For example, given
a prompt of “a goat with drips in melting golden 3d rendering style on a solid white background”,
a generated image, as in Fig. 12, should show a goat with 4 legs as it aligns with the common
understanding, even though it is not specified in the prompt. We provide more details on the human
evaluation in the Appendix A.4.

Table 2: We report the scores of human evaluation over pairs of generated images from StyleDrop
and FineStyle. Images generated from FineStyle are much preferred by users regarding image-text
alignment and structure / common sense alignment.

StyleDrop tie FineStyle

Text (↑) 10.8% 21.9% 67.1%
Style (↑) 43.5% 27.5% 28.9%
Structure / Common Sense (↑) 23.6% 11.1% 65.2%

The results in Tab. 2 demonstrate that FineStyle is significantly preferred in Text and Structure/Com-
mon Sense. While StyleDrop wins in Style, there is still a large portion of ties, showing FineStyle
maintains comparable or better performance for more than half (56.4%) of the test cases. These
results are congruent with the CLIP score evaluations in Tab. 1, but additionally provide information
about common sense reasoning.

5.4 Ablation Study

5.4.1 Concept-oriented data scaling and KV adapter

We study the effectiveness of the main components in FineStyle by training model variants that
disable one of them. The full FineStyle uses concept-oriented data scaling (data scaling) and adapters
at key and value kernels (kv). In contrast, StyleDrop uses adapters at hidden features (feat) after a
transformer layer. We train two variants: (a) data scaling with feat adapter and (b) only kv adapter.
Comparing (a) with (b) in Tab. 1, we see that (a) has a lower Text score (0.296) but a problematically
γHigh style scores may suggest potential overfitting to the style image since they measure the similarity

between generated images and style images.
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high Style score (0.730). These scores align with our expectation that feat adapter tends to capture
visual and spatial information that may ignore dynamic style compositions, leading to a problematic
high Style score but worse controllability. Moreover, (b) gets a better Text score (0.308) without
data scaling, which indicates the kv adapter is a better design for disentangling fine-grained styles in
a few-shot setting.

5.4.2 Inference Hyperparameters

𝛌1= 0, 𝛌2 = 0 𝛌1= 5, 𝛌2 = 0 𝛌1= 10, 𝛌2 = 0 𝛌1= 10, 𝛌2 = 2.5 𝛌1= 10, 𝛌2 = 5 reference

Figure 8: Effects of style (λ1) and semantic (λ2) guidance scales. The text prompt at training is “a
cliff bay with boats on calm water...”, while the text prompt at generation does not include “with
boats on calm water”.

We present the inference formula in Eq. 4. It has two hyperparameters λ1 and λ2 controlling style
and semantics, respectively. In Fig. 8, we test their effects by changing them. As λ1 increases, the
synthesized image obtains more details from the reference. At λ1 = 10, boats appear on the water,
even though they are not in the prompt. This signifies that learned style unfavorably dominates the
sampling and causes content (e.g., boats) to leak. Then, we increase λ2, and the boats gradually
vanish, making the image following the prompt more accurate.

6 Conclusion

In this paper, we introduce FineStyle, a method for style personalization of text-to-image models
that requires only a single reference image. It comprises two key components: concept-oriented data
scaling and an adapter applied to key and value kernels. Central to our approach is the utilization
of the cross-attention mechanisms inherent in pre-trained text-to-image models. By leveraging this
existing cross-modal knowledge, FineStyle effectively tailors style elements with precision, allowing
for detailed customization in generated images.
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A Appendix

A.1 Style Images and Prompts

A person walking on the  road with 
{fallen leaves|fallen leaves} in 
beautifully lit mythical photograph. 
there are big trees by the road.

Sneakers in matte and worn out 
textured wooden sculpture {in the 
forest|in the forest}.

a tree house made of {woods|bricks} 
in watercolor painting style.

a dragon in glossy {silvery|golden} 
metal sculpture on a solid black 
background.

A robot in glossy textured 3d rendering 
style on a light red ground. there are 
{clouds|moon} in a light blue sky.

A panda in {rainbow color|black and 
white} watercolor painting style on a 
white background.

A horse {with drips|with drips} in 
melting golden 3d rendering style on a 
solid white background.

A vase drowning into the phone 
cartoon line drawing style on a 
{red|blue} background.

A sloth on the {grass|bricks} in 
watercolor painting style on a white 
background.

Figure 9: Full text prompts used for image generation in Fig. 1.
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A.2 Styles for Quantitative Evaluation

kid crayon drawing flat cartoon vector 
art

watercolor painting short line drawing matte textured 3d 
rendering

melting golden 3d 
rendering

oil painting style oil painting style matte and worn 
out textured 
wooden sculpture

glowing neon

Figure 10: Styles used for quantitative evaluation.

A.3 Implementation Details

We train FineStlye using Adam optimizer [23] on TPUv4 with a batch size of 8. See Tab. 3 for
detailed hyperparamters.

Table 3: Hyperparameters for optimizer, adapter architecture, and synthesis.
FineStyle StyleDrop

Learning rate 0.00003 0.00003
Batch size 8 8
# steps 2500 1000

d_prj 4 1
is_shared True False
# adapter parameters 0.32M 0.17M

# decoding step 64 64
temperature 4.5 4.5
λ1 5.0 5.0
λ2 5.0 0.0
λmuse 0.0 5.0

StyeDrop uses classifer-free guidance with Muse model instead of fine-tuned model as in Eq. (5).
For more details, please see [41].

vk = Ĝ(vk−1, T(t)) + λ1(Ĝ(vk−1, T(t))− G(vk−1, T(t))) + λmuse(G(vk−1, T(t))− G(vk−1, T(n)))
(5)
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A.4 Human Evaluation

Figure 11: The interface of human evaluation form.
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a ceiling fan, indoor scenes, in watercolor 
painting style. there is a mountain in the 
background.

a ceiling fan, indoor scenes, in rainbow 
colored flowing design on a solid black 
background.

a bookshelf on the grass in watercolor painting 
style on a white background.

a dolphin, animals, in well lit haunted photograph.

a box in oil painting style on a blue 
background.

a goat with drips in melting golden 3d 
rendering style on a solid white background.

Figure 12: Examples of human evaluation triplets. In a triplet, from left to right, they are the reference,
FineStyle synthesis, and StyleDrop synthesis.
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A.5 Derivation of Concept Attention Map

1

2import jax.numpy as jnp
3

4def aggregate_xattn_by_phrase(
5xattn_matrix: jnp.ndarray ,
6prompt_tokens: List[str],
7phrase_tokens: List[str],
8):
9""""
10aggregate xattn maps of a phrase in a prompt across all layers ,

heads of a generative transformer.
11Args:
12xattn_matrix: a tensor of cross -attention weights , num_layer x

batch x num_head x visual_token_len x text_token_len
13prompt_tokens: a list of tokenized prompt
14phrase_tokens: a list of tokenized phrase
15

16Return:
17a tensor , batch x visual_token_len
18"""
19matched = []
20for i in range(len(prompt_tokens)):
21if (
22prompt_tokens[i] == phrase_tokens [0]
23and prompt_tokens[i : i + len(phrase_tokens)] == phrase_tokens
24):
25matched.append ((i, i + len(phrase_tokens)))
26

27xattn_of_phrase = []
28for start , end in matched:
29xattn_of_phrase.append(xattn_matrix [..., start:end])
30return jnp.stack(xattn_of_phrase).mean(axis=[0, 1, 3, 5])
31

32# example prompt and phrase tokens
33prompt_tokens = ["a", "cat", "is", "running", "."]
34phrase_tokens = ["a", "cat"]

A.6 Automate Prompt Generation with vLLM

Output: “A woman sits at a desk working on her laptop, surrounded by 
houseplants and a small bookshelf. The image is in a flat, vector style 
with a blue and purple color scheme. The image is a digital illustration of 
a woman working from home.

* **Woman:** Woman in a flat vector graphics style with a blue and purple 
palette.
* **Laptop:** Laptop in a flat vector graphics style with a blue and purple 
palette.
* **Plants:** Plants in a flat vector graphics style with a blue and purple 
palette. ”

Input to LLM:  “Give a brief description of the contents image 
and the style of the image. List the main 3 objects or 
entities in the image. Take the style description and write 
it combined with each of the 3 entities listed, for example 
‘dog in a watercolor painting style’”

Figure 13: An example of using vLLM Gemini to automate the process of writing caption and
sub-prompts for a style image.
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We recognize the cumbersome nature of requiring users to manually identify specific concepts of
interest and craft a detailed caption for a reference image. To address this, we explore the potential
of utilizing state-of-the-art vision large language models (vLLMs) to automate this process. Fig. 13
shows that we successfully prompt Gemini [11] with a reference image to get a comprehensive
caption and 3 concept-oriented sub-prompts.

A.7 Limitations

The diversity of fine-grained styles extends far beyond the evaluation set used in this paper. While
our method successfully achieves fine-grained control over properties such as color, texture, and
foreground objects, it does not imply that it can manage every possible style composition defined by
a text prompt. The exploration of extending the scope of fine-grained style controllability will be
addressed in future work.

A.8 Broader Impact

As shown in Fig. 1, FineStyle enables people to create unique artworks in their own style assets
with more controllability. This can benefit both art designers and general users by enhancing their
work productivity and adding enjoyment to their lives [2, 24]. However it is necessary to be aware
of rare but negative potentials of image generation. These include generating sensitive content (e.g.,
Deepfake [19]) or generating images that violate copyright. Clear steps have been outlined to prevent
this [43]. Steps include carefully curating data for training such as not to include inappropriate
contents, and then thoroughly analyzing the delta between the model’s generated data and real data
and develop a detection framework [29].
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: See ablations in Sec. 5.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: See Appendix. A.7.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: The paper does not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: See Sec. 5 and Appendix. A.3.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: We will release the codes to public.
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• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: See Appendix. A.3.
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• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: Computation resources quota capped. We are running extra experiments and
will includes error bars in the public release version.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: See Appendix. A.3.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We carefully reviewed and follow the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: See Appendix. A.8.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: See Appendix. 6

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification:The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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