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Abstract. Contention resolution addresses the problem of coordinating access to a shared communica-
tion channel. Time is discretized into synchronized slots, and a packet can be sent in any slot. If no packet
is sent, then the slot is empty; if a single packet is sent, then it is successful; and when multiple packets
are sent at the same time, a collision occurs, resulting in the failure of the corresponding transmissions.
In each slot, every packet receives ternary channel feedback indicating whether the current slot is empty,
successful, or a collision.

Much of the prior work on contention resolution has focused on optimizing the makespan, which is the
number of slots required for all packets to succeed. However, in many modern systems, collisions are also
costly in terms of the time they incur, which existing contention-resolution algorithms do not address.

In this paper, we design and analyze a randomized algorithm, COLLISION-AVERSION BACKOFF
(CAB), that optimizes both the makespan and the collision cost. We consider the static case where an
unknown n > 2 packets are initially present in the system, and each collision has a known cost C,
where 1 < C < n” for a known constant < > 0. With error probability polynomially small in n, CAB
guarantees that all packets succeed with makespan and a total expected collision cost of O(nﬁ ). We
give a lower bound for the class of fair algorithms: where, in each slot, every packet executing the fair
algorithm sends with the same probability (and the probability may change from slot to slot). Our lower
bound is asymptotically tight up to a poly(log n)-factor for sufficiently large C.
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1 Introduction

Contention resolution addresses the fundamental challenge of coordinating access by devices to a shared resource, which
is typically modeled as a multiple access channel. Introduced with the development of ALOHA in the early 1970s [1],
the problem of contention resolution remains relevant in WiFi networks [16], cellular networks [32], and shared-memory
systems [8124].

Our problem is described as follows. There are n > 2 devices present at the start of the system, each with a packet
to send on the shared channel, and n is a priori unknown. For ease of presentation, we adopt a slight abuse of language
by referring to packets sending themselves (rather than referring to devices that send packets). Time proceeds in discrete,
synchronized slots, and each slot has size that can accommodate the transmission of a packet. For any fixed slot, the
channel provides ternary feedback, allowing each packet to learn whether O packets were sent, 1 packet was sent (a
success), or 2+ packets were sent (a collision). Sending on the channel is performed in a distributed fashion; that is, a
priori there is no central scheduler or coordinator. Traditionally, the contention-resolution problem focuses on minimizing
the number of slots until all n packets succeed, which is referred to as the makespan.

However, in many modern systems, collisions also have a significant impact on performance. In the standard cost
model, each collision can be viewed as a wasted slot that increases the makespan by 1, since no packet can succeed. Yet, in
many settings, a collision wastes more than a single slot, and we denote this cost by C This cost can vary widely across
different systems. In intermittently-connected mobile wireless networks [36], failed communication due to a collision
may result in the sender having to wait until the intended receiver is again within transmission range. For WiFi networks,
a collision may consume time proportional to the packet size [6]. In shared memory systems, concurrent access to the
same memory location can result in delay proportional to the number of contending processes [8]]. Thus, makespan gives
only part of the performance picture, since collisions may add to the time until all packets succeed.

We may also view C as an upper bound on the cost of a collision if there is some variance.
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In this work, we account for the cost of collisions, in addition to the makespan. As we discuss later (see Section E]),
existing contention-resolution algorithms do not perform well in this setting. For instance, randomized binary exponential
backoff (BEB) [30], arguably the most popular of all contention-resolution algorithms, incurs a collision cost of £2(n C),
where C is the cost of a single collision. New ideas are needed to achieve better performance in this model.

1.1 Model and Notation

Our work addresses the case where an n > 2 number of packets are active at the start of the system. There is no known
upper bound on n a priori, and packets do not have identifiers. A packet is active if it is executing a protocol; otherwise,
the packet has terminated. Each packet must be successfully sent in a distributed fashion (i.e., there is no scheduler or
central authority) on a multiple access channel, which we now describe.

Multiple Access Channel. Time is divided into disjoint slots, where each slot is sized to accommodate a single packet.
In any slot, a packet may send itself or it may listen. For any fixed slot, if no packet is sent, then the slot is empty; if
a single packet is sent, then it is successful; and if two or more packets are sent, then there it is a collision and none
of these packets is successful. A packet that transmits in a slot immediately learns of success or failure; if it succeeds,
the packet terminates immediately. Any packet that is listening to a slot, learns which of these three cases occurred; this
is the standard ternary feedback model. Likewise, for any slot, a packet that is sending can also determine the channel
feedback; either the packet succeeded (which it learns in the slot) or it failed (from which the packet infers a collision
occurred). Packets cannot send messages to each other, and no other feedback is provided by the channel.

Metrics. A well-known measure of performance in prior work is the makespan, which is the number of slots required
for all n packets to succeed. An equivalent metric in the static case is, throughput, which is defined as the time for n
successes divided by the makespan.

In our model, each collision incurs a known cost of C, where 1 < C < n", for a known constant x> OE] Given a
contention-resolution algorithm, the pertinent costs are: (i) the collision cost, which is the number of collisions multiplied
by C, and (ii) the makespan. Often we refer to “cost”, by which we mean the maximum of (i) and (ii), unless specified
otherwise.

Notation. Throughout this manuscript, 1g(+) refers to logarithm base 2, and In(-) refers to the natural logarithm. We
use log¥ () to denote (log(x))Y, and we use poly(x) to denote =¥ for some constant y > 1. The notation O denotes
the omission of a poly(logn) factor. We say an event occurs with high probability (w.h.p.) in n (or simply “with high
probability”) if it occurs with probability at least 1 — O(1/n°), for any tunable constant ¢ > 1.

For any random variable X, we say that w.h.p. the expected value E[X] < z if, when tallying the events in the
expected value calculation, the sum total probability of those events where X > x is O(1/n°) for any tunable constant
¢ > 1. In our analysis, the expected collision cost holds so long as the subroutine DIAGNOSIS (described later) gives
correct feedback to the packets, and this occurs with high probability.

1.2 Our Results

We design and analyze a new algorithm, COLLISION-AVERSION BACKOFF (CAB), that solves the static contention
resolution problem with high-probability bounds on makespan and the expected collision cost. The following theorems
provide our formal result.

Theorem 1. With high probability in n, COLLISION-AVERSION BACKOFF guarantees that all n packets succeed with a
makespan of O(n~\/C), and an expected collision cost of O(n\/C).

How does this compare with prior results? For starters, consider SAWTOOTH-BACKOFF (STB), which w.h.p. has
an asymptotically-optimal makespan of @(n), but incurs §2(n) collisions. The expected cost for CAB is superior to
STB when C is at least polylogarithmic in n. In Section [L.3| we elaborate on how our result fits with previous work on
contention resolution.

In a well-known lower bound in the standard cost model, Willard [35] defines and argues about fair algorithms. These
are algorithms where, in a fixed slot, every active packet sends with the same probability (and the probability may change
from slot to slot). Our lower bound applies to fair algorithms as follows.

* Note that knowing C and « implies only a lower (not upper) bound on 7.
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Theorem 2. Any fair algorithm that w.h.p. has a makespan of O(n\@ ) has w.h.p. an expected collision cost of f)(n\/a)
forC = 2(n?).

Since CAB is fair and guarantees w.h.p. a makespan of O(n\@), our upper bound is asymptotically tight up to a
poly(logn)-factor for sufficiently large C. A more general form of our lower bound is given in Section along with
additional discussion.

1.3 Why Care About Collision Costs?

Here, we discuss the potential value of our result and exploring beyond the standard cost model for contention resolution.

A Simple Answer. Prior contention-resolution algorithms that optimize for makespan suffer from many collisions. For
example, arguably the most famous backoff algorithm is BEB (despite its sub-optimal makespan [9]]), which has £2(n)
collisions. Similarly, STB has asymptotically-optimal makespan, but also suffers £2(n) collisions [6]. Thus, these algo-
rithms have cost é(n +nC). In contrast, the expected completion time for CAB is O(m@ ), which is superior whenever
C = poly(logn).

In the extreme, even a hypothetical algorithm that suffers (say, w.h.p.) a single collision would do poorly by compar-
ison if collisions are sufficiently costly. Specifically, such an algorithm pays C, which is asymptotically worse than the
expected completion time of CAB for C = &(n?).

Perhaps the above is reasonable motivation (we think it is), but why not also consider the cost of successesﬂ Below,
we argue that reducing collision cost remains important, and that adding a non-unit cost for successes does not seem
interesting from a theory perspective.

Connecting to the Standard Cost Model. Let us temporarily consider the implications of a cost model where a success
and a collision each have cost P > 1. In the standard cost model P = 1. In WiFi networks, both costs are also roughly
equal, where P > 1 [6].

In this context, reconsider STB’s performance. Since, n packets must succeed, a cost of at least nP is unavoidable,
and the additional ©(nP) cost from collisions becomes (asymptotically) unimportant. (Indeed, any algorithm must pay
at least n.P for successes; given this unavoidable cost, it does not seem interesting from a theory perspective to consider
a model where a success costs far more than a collision, since the cost from successes would dominate.) Likewise, CAB
must also pay at least nP, which is (asymptotically) no better than STB.

Does reducing collision costs matter here? Yes, and the value of our result is best viewed via throughput (recall
Section |L.1). STB has cn collisions, for some constant ¢ > 0, and (ignoring empty slots) its throughput is less than
nP/(nP+ (ecn)P) < 1/(1+c¢) < 1—1/c; that is, the throughput is bounded away from 1 by a constant amount. Doing
a similar calculation for CAB, there is nP cost for n packets to succeed, plus O(n\/ﬁ), which accounts for collisions
and empty slots. Thus, the expected throughput is E[nP/T] where T is the completion time. Since, E[1/T] > 1/E[T],
we have E[nP/T] > nP/(nP + O(nVP)) > 1 — O(1/VP).

Thus, for the standard cost model, with P = 1, our result is (unsurprisingly) not an improvement. However, as P
grows, our result provides better throughput in expectation, approaching 1. There are settings where we expect P to be
large, such as: wireless networks where P can be commensurate with packet size, routing in mobile networks where
communication failure increases latency [36], and shared memory systems where concurrent access to the same memory
location by multiple processes results in delay [8].

2 Related Work

There is a large body of work on the static case for contention resolution, where n packets arrive together and initiate the
contention resolution algorithm; this is often referred to as the static or batched-arrival setting. Bender et al. [9] analyze
the makespan for BEB, as well as other backoff algorithms; surprisingly, they show that BEB has sub-optimal makespan.

An optimal backoff algorithm is STB [26l28]]. Since we borrow from STB to create one of our subroutines (discussed
further in Section [3.1), so we describe it here. Informally, STB works by executing over a doubly-nested loop, where
the outer loop sets the current window size w to be double the one used in the preceding outer loop. Additionally, for

5 Empty slots do not seem to warrant such consideration since, by definition, nothing is happening in such slots, and so a per-cost of 1 makes sense.
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each such window, the inner loop executes over a run of lg w windows of decreasing size: w, w/2,w/4, ..., 1. For each
window, every packet chooses a slot uniformly at random (u.a.r.) to send in.

The static setting has drawn attention from other angles. Bender et al. [10] examines a model where packets have
different sizes under the binary feedback model. Anderton et al. [6] provide experimental results and argue that packet
size should be incorporated into the definition of makespan, since collisions tend to cost time proportional to packet size.

To the best of our knowledge, our work is the first to propose an algorithm for minimizing collision cost, and so
it makes sense to start with the static setting. However, we note the dynamic setting has been addressed (under the
standard cost model), where packet arrival times are governed by a stochastic process (see the survey by Chlebus [20]).
Another direction that the research community has pursued is the application of adversarial queueing theory (AQT) [17]]
to contention resolution; for examples, see [221211312]. Under the AQT setting, packet arrival times are dictated by an
adversary, but typically subject to constraints on the rate of packet injection and how closely in time (how bursty) these
arrivals may be scheduled. Even more challenging, there is a growing literature addressing the case where packet arrival
times are set by an unconstrained adversary; see [23114/25]. Recent work in this area addresses additional challenges
facing modern networks, such as energy efficiency [29115], malicious disruption of the shared channel [[12i7/31I1915!4]],
and the ability to have a limited number of concurrent transmission succeed [13].

3 Technical Overview for Upper Bound

Due to space constraints, our proofs for the upper bound are provided in Section [A]of our appendix. However, we do
reference some well-known inequalities based on the Taylor series that are omitted here, but can be found in Section[A;l.

Here, we present an overview of our analysis, with the aim of imparting some intuition the design choices behind
CAB, as well as highlighting the novelty of our approach. To this end, we first consider two natural—but ultimately
flawed—ideas for solving our problem.

Straw Man 1. An immediate question is: Why can we not use a prior contention-resolution algorithm to solve our
problem? For example, in the static setting, a well-known backoff algorithm, such BEB guarantees w.h.p. that all packets
succeed with makespan ©(nlogn) [9]. Under BEB, the packets execute over a sequence of disjoint windows, where
window 7 > 0 consists of 2¢ contiguous slots. Every active packet sends in a slot chosen u.a.r. from the current window.
Unfortunately, a constant fraction of slots in each window ¢ < 1g(n) + O(1) will be collisions. Each collision imposes a
cost of C leading to a collision cost of £2(nC). O

Despite yielding a poor result, this straw man provides three useful insights. First, we cannot have packets start with a
“small” window, since this leads to many collisions. Many backoff algorithms start with a small window, and will not
yield good performance for this same reason.

Second, we should seek to better (asymptotically) balance the costs of makespan and collisions. Under BEB, these
costs are highly unbalanced, being ©(nlogn) and £2(nC), respectively. We may trade off between makespan and colli-
sion cost; that is, we can make our windows larger, which increases our makespan, in order to dilute the probability of
collisions.

Third, a window of size Q(n\fc ) seems to align with these first two insights; that is, it appears to asymptotically
balance makspan and collision cost. To understand the latter claim, suppose that in each slot, every packet sends with
probability @(1/(n+/C)). We can argue (informally) that, for any fixed slot, the probability of any two packets collid-
ing is at least (5)O(1/ nVC)? = O(1/C). Thus, over n+/C slots in the window, the expected number of collisions is
O(nV/C/C) = O(n/+/C), and each collision has cost C, so the expected collision cost is O(n+/C). Of course, this in-
formal analysis falls short, since collisions may involve more than two packets, and we have not shown that all n packets
can succeed over this single window (they cannot). Yet, this insight offers us hope that we can outperform prior backoff
algorithms by achieving costs that are o(nC).

How should we find a window of @(n\@)? Since n is unknown a priori, we cannot simply instruct packets to start
with that window size. It is also clear from the above discussion that we cannot grow the window to this size using prior
backoff algorithms. This obstacle leads us to our second straw man.

Straw Man 2. Perhaps we can estimate 7 and then start directly with a window of size ©(n+/C). A well-known “folklore”
algorithm for estimating 7 is the following. In each slot i > 0, each packet sends with probability 1/2°; otherwise, the
packet listens. This algorithm, along with improvements to the quality of the estimation, is explored by Jurdzinski et al.
[29], but we sketch why it works here.

Intuitively, when ¢ is small, say a constant, then the probability of an empty slot is very small: (1 — 1/ 29(1>)" <
e~ ®™ by Fact Eka). However, once i = lg(n), then the probability of an empty slot is a constant: (1 — 1/28(™)" =
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1-=1/n)" > e®W by Fact C). In other words, once a packet witnesses an empty slot, it can infer that its sending
probability is @(1/n), and thus the reciprocal yields an estimate of n to within a constant factor.

At first glance, it may seem that we can estimate n, and then proceed to send packets in a window of size @(nﬁ ).
Unfortunately, for each slot 7 < lg(n), this algorithm (and others like it) will likely incur a collision, and thus the expected
collision cost is £2(C log n). To see why this is a problem, suppose that C = n*. This implies that the expected collision
cost is £2(C) = 2(n*), while the makespan is at best O(nv/C) = O(nvn%) = O(n®). That is, there is an n-factor
discrepancy between the expected collision cost and makespan, which grows worse for larger values of C; this approach
is not trading off well between these two metrics. O

Even though the above algorithm racks up a large collision cost, it highlights how channel feedback can provide
useful hints. If packets are less aggressive with their sending, we can reduce collisions while still receiving feedback that
lets us reach our desired window size of ©(nV/C).

3.1 Our Approach

Motivating Sample Size. Hoping to avoid the problems illustrated in our discussion above, all packets begin with an
initial current window size that can be “large”; the exact size we motivate momentarily. Recall that we aim for packets to
tune their sending probability to be ©(1/(n+/C)), so we are aiming for a window size of @(n+/C). However, this must
be achieved with low expected collision cost. To do this, the packets execute over a sample of s slots. For each slot in the
sample, every packet sends with probability 1 divided by the current window size, and monitors the channel feedback.

What does this channel feedback from the sample tell us? Suppose we have reached our desired window size of
@(n\fC ). Then, the window size may be large relative to n, and so we should expect empty slots to occur frequently,
while successes do occur, but less often; the probability of success is approximately (7{) (1/ (nV/C)) ~ 1 / v/C. To correctly
diagnose w.h.p. (using a Chernoff bound) that w = ©(n+/C), we rely on receiving ©(log n) successes. This dictates our
sample size to be s = O(+/C log(nVv/C)) = O(v/Clog(n)), since C < n*~.

The details behind this intuition are given in Section [ﬂ of our appendix, where we show that samples of size
O(+/Clog(n)) are sufficient to make correct decisions that tune the window size to be ©(n+/C). Furthermore, in Section
A.3 of our appendix, we show that the corresponding cost from this tuning is O(nﬁ ).

Motivating Initial Window Size. Suppose we are not at our desired window size. Then, the feedback from sampling
tells us what to do. If our current window size is too large (i.e., our sending probability is too low), then the number
of successes will be “small”, since most slots are empty, and we should decrease our window size. Else, if the current
window size is too small, (i.e., our sending probability is too high) then the number of successes is again “small”, since
most slots are collisions, and we should increase the window size. But wait, in the latter case, can we tolerate the cost of
the resulting collisions? In the worse case, the entire sample might consist of collisions, resulting in a potentially large
costof sC = O(C*?logn).

We remedy this problem by setting our initial window size to be C. Then, the probability of a collision in a fixed slot
is approximately (%) (1/C?) and so the expected cost is roughly 7' = (%) (1/C*) C = ©(n” /C). Reasonaing informally,
if C > n, then T' = O(n), and over the sample the expected cost is O(n\/E log(n)), as desired. Else, if C < n, then even
if our sample does consist entirely of collisions, the resulting cost is @(C+v/C logn) = O(nv/C log n). This reasoning is
formalized in Lemma|13]of our appendix.

In light of the above, we emphasize that CAB does not avoid all collisions; in fact, many collisions may occur when
the collision cost is “small” (i.e., C < n). However, as the collision cost grows “larger” (i.e., C > n), CAB expresses an
increasing aversion to collisions by having packets tune their respective sending probabilities such that we expect o(1)
collisions per sample. The cost analysis for sampling is given in Section[ﬁof our appendix.

Borrowing from Sawtooth Backoff. By using sampling, ultimately a window size of @(n+/C) is reached. At this point,
every active packet executes the analog of the final run of STB (recall Section [2). Specifically, each packet sends with
probability p = ©(1/(nV/C)), which we show is sufficient to have at least half of the active packets succeed (see Lemma
. Then, the window is halved, and the process repeats where the remaining packets send with probability p/2. This
halving process continues until all packets succeed. By the sum of a geometric series, the number of slots in this process
is O(n/C). Informally, the expected collision cost per slot is roughly (5)(/ (nv/C)?)C = O(1), and thus O(n~/C) over
all slots in the window. The analysis of cost is provided in Section[A.4]of our appendix.



6 U. Biswas, T. Chakraborty, and M. Young

n < 10m/C <10°m/C
200n/C  10°m/C

n

cIn(n)

1

RunDown
All Many Collisions decrease, but Double or Halve or Low probability of collisions and
collisions  collisions still lots of them. Many RunDown RunDown singletons.

singletons.

Low probability of collisions, still
obtain singletons

Fig. 1: Illustration of the ranges discussed in Section

3.2 Our Algorithm and Overview of Analysis

This section describes and gives intuition for CAB, whose pseudocode is given in Figure 2| As stated in our model
(Section, when a packet succeeds it terminates immediate; for ease of presentation, we omit this from our pseudocode.

From a high-level view, each packet keeps track of a current window size, w...; this size is critical, as it dictates the
per-slot sending probability of each packet, which is ©(1/w..). Each packet keeps track of its own notion of a current
window. However, in each slot, since every packet is either listening or sending (and, thus, learning whether the slot
contained a success or a collision), all packets receive the same channel feedback and adjust their respective current
window identically (stated formally in Lemma [8). Therefore, for ease of presentation, we refer only to a single current
window.

Defining Ranges. In order to describe how CAB works, we define the six size ranges that the current window (or just
“window” for short), w.., can belong to during an execution.

RoCK-BOTTOM: [1,n).

Low: [n, 10nV/C).

UNCERTAIN-LOW: [10n+/C, 200n+/C).
GooD: [200nv/C, 10311/C).
UNCERTAIN-HIGH: [10°n+/C, 10°n/C).
HIGH: [10°n4/C, 00).

These ranges are depicted in Figure |l| We note that the particular constants in these ranges are not special; they
are chosen for ease of analysis. To gain intuition, we now describe the events we expect to witness in the ROCK-
BorToM, Low, GooD, and HIGH ranges when CAB executes; we defer an in-depth discussion of UNCERTAIN-LOW
and UNCERTAIN-HIGH until the end of the next subsection.

The ROCK-BOTTOM range captures “tiny” window sizes, starting from 1 up to n — 1. In this range, the probability
of sending exceeds 1/n, and we expect that most slots will be collisions. The next range is LOW, and it includes window
sizes from n to just below 10n+/C. This range represents a moderate increase in window size, allowing for more successes
than ROCK-BOTTOM, although there can still be many collisions. As discussed in Section[3.1, in ROCK-BOTTOM and in
the bottom portion of LOW, we can afford to have an single sample consist entirely of collisions, since C = O(n) (see
Lemma|16)). However, lingering in these ranges would ultimately lead to sub-optimal expected collision cost.

The GOOD range spans from 200n+/C to just below 1031+/C. In this range, the window sizes are sufficiently large
that we expect o(1) collisions, along with handful of successes; notably, less successes than Low. This turns out to be
a “good” operating range for the algorithm, where the balance between collision costs and makespan is achieved, as
discussed in Section(i.e., our third insight after Straw Man 1).

The HIGH range covers window sizes from 10°7+/C and above. In this range, the window sizes are very large, leading
to a very low probability of collisions, which is good. However, there are also far-fewer successes compared to GOOD,
which means that lingering in this range would lead to a sub-optimal number of slots until all packets succeed.
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COLLISION-AVERSION BACKOFF

1

2
3
4
5
6

2

10
11
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25

26
27
28
29

30
31
32
33
34
35
36
37
38

Initial window size weyr < C

repeat

#successes, #collisions < 0
COLLECT-SAMPLE(C, Weur)
DIAGNOSIS(#successes, #collisions, we.)
until true;

Function COLLECT-SAMPLE(C, W,):
#successes < 0
#collision < 0
for slot i = 1 to dv/C In(w.,) do
Send with probability 1/w..; otherwise, listen
if slot is a success then
‘ #successes++
else if slot is a collision then
‘ #collisions++

Function DIAGNOSIS(#successes, #collisions, we,):
if #successes > %(EU‘“’) then
if #successes < % then
if #collisions > % then
\ Weur 4= 2Weyr
else
‘ Execute RUNDOWN (wey)
else
| W 20
else
if #collisions >
| W ¢ 2Wear
else
‘ Weur $— Weur /2

dV/C In(we)

Function RUNDOWN(w.,,):
WO 4~ W
while w,,, > 8v/Clg(wp) do
for each slot j = 1 to w,,, do
‘ Send packet with probability 2/we.
Weur ¢ Weur/2
for i =1 to cln(wp) do
for each slot j = 1 to wg do
‘ Send packet with probability 2/wg

Fig. 2: Pseudocode for COLLISION-AVERSION BACKOFF.
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2d 1
@ If #successes > # - - - m Check Further
dinw,,,
@ If #successes < 20:' - m - m Check Further
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: e EAEIE oo
! e I E R oo rorver
s 5 90 EEAEIET oo
® |f #collisions > % x
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@ Else

Fig. 3: The elimination of ranges as discussed in Section

The UNCERTAIN-LOW and UNCERTAIN-HIGH ranges span [10n\@, 200n\@) and [103n VC, 1O5n\@), respec-
tively. Why do we have these ranges? They capture values of w.,, where we cannot know w.h.p. exactly what will happen,
although we do prove that the algorithm is making “progress”. We will elaborate on this further after describing our
methods for sampling and interpreting channel feedback, which we address next.

Sampling and Diagnosing Feedback. CAB navigates these ranges by using two subroutines: COLLECT-SAMPLE and
DIAGNOSIS. As motivated earlier in Section a sample is a contiguous set of dv/C In(we,) slots that are used by each
packet to collected channel feedback. Specifically, under COLLECT-SAMPLE, in each slot of the sample, every packet
sends independently with probability 1/w.. and records the result if it is a success or a collision.

Based on the number of successes and the number of collisions, DIAGNOSIS attempts to determine the range to
which w,, belongs. We discuss these thresholds in order to give some intuition for how DIAGNOSIS is making this
determination. To simplify the presentation, we omit discussion of UNCERTAIN-LOW and UNCERTAIN-HIGH until the
end of this section. The process by which CAB homes in on the range to which w.,. belongs is depicted in Figure[3]

We begin with the first if-statement on Line|17] This line checks if the number of successes is at least a logarithmic
amount (in w.,); if so, this indicates that w., cannot be in the HIGH range, which would yield far fewer successes (see
Lemma. Therefore, if meet the conditional on Line it must be the case that w,,, belongs to ROCK-BOTTOM, LOW,
or GOOD.

Line|18|checks whether the number of successes falls below a “large” logarithmic amount; if not, then we are seeing
a “large” number of successes that indicates w., cannot be in ROCK-BOTTOM or in GOOD, and so must be in LOW
(see Lemma . Otherwise, the number of successes falls below this logarithmic amount, indicating that w, is in the
ROCK-BOTTOM or in GOOD ranges. To discern between these two cases, Line |19 checks if the number of collisions
exceeds %, which indicates w.,, € ROCK-BOTTOM (see Lemmas and (9). Otherwise, w,,, falls within the
GOoOD and the job of DIAGNOSIS is complete — at this point, RUNDOWN will be executed.

How can an algorithm with low expected collision cost make a decision based on whether @(\@ log(we.)) collisions
occur? Recall that in this case, we are deciding between w.,, € ROCK-BOTTOM and w.,, € GOOD. We will only witness
this number of collisions when w, is in the ROCK-BOTTOM range, where C < n and so we can tolerate this cost.
Otherwise, as described above, w.,, € GOOD and the expected number of collisions is only O(l / Ve ) (see the discussion
preceding Lemma|L1]in our appendix).

The remaining portion of DIAGNOSIS starts with the else-statement on Line This line is executed only if the
conditional on Line[17]is not met; that is, we have very few successes. This can occur only if w., € ROCK-BOTTOM or
Wor € HIGH. The former case is (again) diagnosed be checking whether there are many collisions (Line[26) and, if so, the
window is doubled; otherwise, we are in the latter case and the window is halved. Again, we only have many collisions if
Weyr 18 in the ROCK-BOTTOM or lower portion of the LOW ranges, where C < n and so we can tolerate this cost.
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What about the uncertain ranges? In UNCERTAIN-LOW, a sample will contain enough successes to satisfy Line |17}
However, it is unclear whether the number of successes will be “large” (if w., is in the lower portion of UNCERTAIN-
Low) or “moderate” (if we, is in the upper portion of UNCERTAIN-LOW). In the former case, we fail Line@ while in the
latter case, we satisfy Line [L8] Despite this uncertainty, observe that we are nonetheless guaranteed to either double the
window or execute RUNDOWN. Either of these outcomes count as progress, since either w.,, moves closer to GOOD by
doubling, or RUNDOWN is executed on a window of size Q(n\@ ) (in contrast, halving w.,, would be counterproductive).

The intuition behind UNCERTAIN-HIGH is similar. If w.,, € HIGH, then we can show that the number of successes
fails Line [ﬂ] (see Lemma M]) and that, ultimately, we halve w.,.. However, between GOOD and HIGH, this cannot be
shown w.h.p.; it may hold if w., is close to the lower end of HIGH, but not hold if w.,, is close to the upper end of GOOD.
So, instead, we argue that we either halve w., or execute RUNDOWN. Either of these actions counts as progress, since
either w.,, moves closer to GOOD, or RUNDOWN is executed on a window of size Q(n\fC ).

Ultimately, we are able to show the following key lemma (in Section|A.3 of our appendix):

Lemma [19} The executions of COLLECT-SAMPLE and DIAGNOSIS guarantee that w.h.p.: (i) RUNDOWN is executed
within O(v/C log?(n)) slots, and (ii) the total expected collision cost until that point is O(n+/C log?(n)).

All Remaining Active Packets Succeed. The final subroutine, RUNDOWN, is executed once we, = ©(nv/C), and
it allows all active packets to succeed. In each slot of w.., every packet sends with probability 2/w.,. Otherwise, the
current window size is halved and the remaining active packets repeat this process. This continues until the window size
reaches ©(v/C log(wo)) = ©(v/Clog(n)), where the asymptotic equality holds by recalling that C = poly(n). Once
this smallest window in the run is reached, O(logn) active packets remain. To finish these packets, CAB performs an
additional ©(In(n+v/C)) = O(In(n)) windows of size @(n+/C), where any remaining active packet sends in each slot
with probability ©(1/n+/C).
We prove the following lemmas (in Section [A.4|of our appendix):

Lemma When RUNDOWN is executed, w.h.p. all packets succeed within O(n~/C In(n)) slots.
Lemma W.h.p. the expected collision cost for executing RUNDOWN is O(n/C In(n)).

Finally, our upper bound in Theorem|[l]follows directly from Lemmas[19] [21] and[22]

4 Technical Overview for Lower Bound

In this section, we provide an overview of our argument, which focuses on placing a lower bound on the expected collision
cost. Here, we highlight the key lemmas in our argument, and our full proofs are provided in Section|B|of our appendix.

We consider only the set of slots, &, in the execution of any algorithm where at least two active packets remain, since
we cannot have a collision with a single active packet. While we do not always make this explicit, but going forward, any
slot ¢ is assumed to implicitly belong to S.

Let p;(t) denote the probability that packet ¢ sends in slot ¢. Note that, if a packet has terminated, its sending
probability can be viewed as 0. For any fixed slot ¢, the contention in slot t is Con(t) = Y ", pi(t); that is, the sum of
the sending probabilities in that slot.

When Contention is High. We start by showing that any algorithm that has even a single slot ¢ with Con(¢) > 2 must
have 2(C) expected collision cost, which is one portion of our lower bound. This is done by deriving an expression for
the probability of a collision in any fixed slot ¢ as a function of Con(t), which is useful when Con(t) is “high” (see
Lemmas[23] [24] and[23]in Section [B]of our appendix).

When Contention is Low. What about an algorithm where all slots of the execution have “low” contention (i.e., Con(t) <
2)? Our previous expression is hard to work with in this case. So, we derive a different expression for the probability of a
collision in a fixed slot ¢, which can be useful for small values of Con(t):

emma ix any slot t and let Con(t) < 2. The probability of a collision in t is at least (=) (Con(t)” — -pi(t)7).
L Fix any sl dl 2. The probability of a collision in t is at least (135 2 pi(t)?

However, this expression requires some additional work to be deployed in our argument, as we now describe.

For any fixed slot ¢ € S, let puu (t) be the maximum sending probability of any packet in slot ¢. Similarly, let p. (%)
< pumax(t) be the next-largest sending probability of any packet in slot ¢; note that pec(t) = Pma(t), if more than one
packet sends with probability P ().
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Define A(t) = puc(t)/pmn(t). Our analysis ignores any slot ¢ where Con(¢) = 0; that is, any slot where every
packet has a sending probability of 0. We give such slots to any algorithm for “free”; that is, we do not include them in
the cost of the execution. Thus, A(t) is always well-defined, since pmux(t) > 0.

Why do we need A(t)? It captures a sense of “balance”. For our purposes, the situation is most “unbalanced” when
exactly one packet has non-zero sending probability, while all other packets have zero sending probability; that is, when
the total value of Con(t) > 0 is due to a single packet. Clearly, in such slots, there can be no collision and, correspond-
ingly, A(t) = 0. In our argument, A(t) plays a key role in establishing the following:

Lemma For any fixed slot t, Con(t)> — >, pi(t)® > A(t) Con(t)? /2.

A natural extension of A(t) iS Amin, Which is the minimum A(¢) over all slots ¢ € S. As we show momentarily, our
lower bound is parameterized by Anin. The last component of our argument addresses the sum of the contention over all
slots in S:

Lemma 30} Any algorithm that guarantees w.h.p. that n packets succeed must w.h.p. have
Y oies Con(t) = N2(n).
‘We can now establish a lower bound for this low-contention case:

I:emmalﬂl Consider any algorithm A whose contention in any slot is at most 2 and guarantees w.h.p. a makespan of
O(n\@). W.h.p. the expected collision cost for A is Q(Aminn\@).

Proof. Let X be arandom variable that is |S| under the execution of \A. Note that, since w.h.p. the makespan is O(nV0C),
it must be the case that w.h.p. X = O(nvC).
By Lemmal|30} we have:

X
ZCon(t) > cn. (L
t=1

for some constant ¢ > 0. Let Y; = 1 if slot ¢ € S has a collision; otherwise, Y; = 0. By Lemmasand
Pr(Y; =1) > A(t) - Con(t)?/220
> Amin - Con(t)?/220
where the second line follows from the definition of Amin. The expected collision cost is:

X X
AminCon(t)? - C
PlY,=1)-C> _—
>_P¥i=1) C—thl 220

t=1

Amin . C X
= o Z con(t)?. 2)
t=1

By Jensen’s inequality for convex functions, we have:

S Con(®)” (zi‘_l cOn<t>>2

X X )

Finally, the expected cost is at least:

2
- i, Con(t)
Amin -C 2 Amin -C (Zt:l on .
2 E
220 t:ZI Con(t)” = 220 e by Equations|8|and [9]
Amin -C [ Zn? )

> — E
Z 920 ( X ) by Equation(7]
- Q (Amin n\/E>

where the second line follows by Equatign which was defined with regard to S, and so can be compared to Equation 8]
The last line follows since w.h.p. X = O(n\/C). 0
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Given our analysis of the high- and low-contention cases, we have the following lower bound:

TheoremE Consider any algorithm that w.h.p. guarantees O(n\@ ) makespan. Then, w.h.p., the expected collision cost
for Ais 2(min{C, Aminn\@}).

What algorithms does our lower bound say something interesting about? We can start with our statement in Theorem
For a well-known lower bound with the standard cost model, Willard [35] defines and argues about fair algorithms.
These are algorithms where, in a fixed slot, every active packet sends with the same probability (and the probability
may change from slot to slot). Fair algorithms have Amin = 1, and for a sufficiently large collision cost—specifically,
C = £2(n?*)—the lower bound becomes 2(n\/C). Given that CAB is fair and w.h.p. guarantees O (n+/C) makespan, we
thus have a lower bound that is asymptotically tight to a poly(log n)-factor with our upper bound.

Our lower bound also applies in a similar way to a generalized notion of fairness, where the sending probabilities of
any two packets are within some factor 6 > 0. For example, if 6 = ©(1), then Anin = ©(1). Indeed, we only need
such d-fairness between the two packets with the largest probabilities for our lower bound to apply, although our bound
weakens as 0 grows larger.

Another class of algorithms that our lower bound applies to is multiplicative weights update algorithms, where in
each slot every packet updates its sending probability by a multiplicative factor based on channel feedback in the slot.
Many of these algorithms are fair (such as [18I111341331317!13]]), but not all are (such as [[11]). Our lower bound applies
in a non-trivial way to all such algorithms; that is, Anin > 0 given the update rules.

5 Conclusion and Future Work

We considered a model for the problem contention resolution where each collision has cost C. Our algorithm, COLLISION-
AVERSION BACKOFF, addresses the static case and guarantees w.h.p. that all packets succeed with makespan and ex-
pected collision cost that is O(nv/C).

There are several directions for future work that are potentially interesting. First, we would like to extend this cost
model to the dynamic setting (where packets may arrive over time) and design solutions. Many algorithms for the dynamic
case break the packet arrivals into (mostly) disjoint batches; however, this requires periodic broadcasting that can cause
collisions.

Second, for the lower bound, we believe (with some more work) that we can remove the poly(logn) factor. How-
ever, we would like to derive a more general lower bound. A significant challenge appears to be addressing algorithms that
set up slots where exactly one packet has non-zero sending probability, while all others have zero sending probability. For
example, an elected leader might “schedule” each packet their own exclusive slot in which to send (with probability 1).
Since there can be no collisions after such a schedule is implemented, it seems a lower bound argument must demonstrate
that establishing a schedule is costly.

Third, what if collisions are not fully dictated by the actions of packets? Some wireless settings are inherently “noisy”,
due to weather conditions, co-located networks, or faulty devices. Is there a sensible model for such settings and, if so,
can we reduce the cost from collisions?

Acknowledgements. We are grateful to the anonymous reviewers for their feedback on our manuscript. This work is
supported by NSF award CCF-2144410.
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Appendix

A Analysis for Our Upper Bound

In this part of the appendix, we provide our full proofs for our upper bound, which culminate in Theorem [I] We begin
in Section [A.1] by addressing mathematical tools that are useful for our analysis. In Section [A.2, we argue that w.h.p.
DIAGNOSIS correctly determines the current range and takes the correct action. We follow up in Section[A.3 with a cost
analysis for the executions of COLLECT-SAMPLE. In Section|A.4] we analyze RUNDOWN, showing that w.h.p. all packets
succeed, along with a bound on the expected cost. Finally, in Section|A.5, we put all of these pieces together in order to
establish the correctness and bounds on the expected cost for COLLISION-AVERSION BACKOFF

For ease of presentation, our analysis assumes pessimistically that no packets succeed until they start executing
RUNDOWN. However, our results hold if we allow packets to succeed (and then terminate) earlier in the execution
COLLECT-SAMPLE, but this number is negligible (being O(1/n)).

A.1 Preliminaries

Throughout, we assume that n is sufficiently large. We make use of the following well-known facts.
Fact 1: The following inequalities hold.
(a) Foranyzr,1 —x <e™ %,
(b) Forany0 <z <1, 1—2> e~ @/ (1=2)
(c) Forany0 <z <1/2,1—2>e 2,

Note that Fact|[L{c) follows directly from Fact [1[b); however, the former is sometimes easier to employ, and we state it
explicitly to avoid any confusion. We also make use of the following standard Chernoff bounds, stated below.

Theorem 3. ([27]) Let X =Y. X;, where X; are Bernoulli indicator random variables with probability p. The follow-
ing holds:

Pr(X > (149)E[X]) <exp (—%) forany 6 >0
2+0
and
Pr(X <(1-96)E[X]) <exp (—%) forany0 <6< 1.0

Throughout, we use with high probability to mean with probability 1 — O(1/n"*'), where n" is an upper bound on
C (recall Section[L.T).

In our first lemma below, we prove an upper bound on the probability of a collision in any slot as a function of the
number of active packets. This result is a useful tool in our later arguments.

Lemma 1. Consider any slot t, where there exist m active packets, each sending with the same probability p, where
2m2p?
(1—mp)*

p < 1/m. The probability of a collision in slot t is at most
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Proof. Fix atime slot . Let p; denote the probability that packet ¢ sends in slot ¢ and number of packets at the beginning
is m. The probability of collision in slot ¢ is at most:

1 — Pr(success in slot t) — Pr(empty slot in slot )

=1- (T)pl(l —p)"Y - (?)po(l -p)"

<1—mp(l—p)™ —(1—-p"

=1-(1-p"(mp+1)

<1—e 15 (mp+1) by Fact|i{b)
mp

Sl—(l—ﬁ) (mp+1)

mp
1—mp

2,2
(o051 )

mp_l—mp _1—mp

<1—-(1- )(mp+1) formp < 1

1—

m2p? mp
= —mp+ —
1—mp 1—mp

m2p? — mp + m2p? + mp
1—mp

B m2p? — mp + m2p? + mp
1—mp

2m2p2
(1 —mp)

which proves the claim. O

A.2 Correctness Analysis for DTAGNOSIS

In order to argue correctness for DIAGNOSIS, we give a case analysis for each of the ROCK-BoTTOM, LOW, GOOD,
and HIGH ranges. In each case, we provide the necessary bounds on successes and collision per sample, which allows
us to demonstrate that DIAGNOSIS correctly diagnoses the current range and performs the correct action. We start with
Lemmas|2] and[5] which establish lower and upper bounds on the number of successes in the ranges of Low, GOOD,
and HIGH.

Lemma 2. For any window size w., = xnv/'C where x > 0 is a constant, the expected number of successes in a sample
of size dv/C In(w,,) at most %efl/(%ﬁ).

Proof. Let X; be an independent random variable where X; = 1 when i-th slot in w contains a success, and X; = 0

otherwise.
n 1 ! "
Pr(X;=1)= b
1 _(n—1)/(znv0)
< L. by Fact|[1a)
zV/C ’
< L 2/@nv0 Gren s o
zv/C
_ Le_l/@“@)

Ve
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Let X = Zzglnw“") X, then the expected number of success:

d\/@ln(wcur)
EX]<E| Y X
k=1

dvC In(weur)
= Z E[X}] by linearity of expectation

k=1

_dVCIn(Wer) —1/(20v/0)
= - "¢
2V C
_ dIn(wa) —1/(20ve)
X

which proves the claim. O

Lemma 3. For any window size w., = xnv/'C where x > 0 is a constant, the expected number of successes in a sample

is at least Wefl/@ﬁ).

Proof. Let X; be an independent random variable where X; = 1 when i-th slot in w contains a success, and X; = 0

otherwise.
ror==() (i) ()

1 am-1)/(env0)
> ——c¢ by Fact|1{c)
zV/C L
> 1 o1/ (@V0)

zv/C

Let X} be an independent random variable where X = 1 when k-th slot in the sample contains a success, and X, = 0
otherwise. The expected number of successes in the sample is:

d\/@ln(wcm)
EX|>E| Y X
k=1

dv/Cln (weur)
Z E[X] Dby linearity of expectation
k=1

- dv/C In(Wew) o1/ (@)

/e

_ dIn(Wa) —1/@ve)
x

which proves the claim. a

Lemma4. Ifw., > anv/C, where a > 1 is a constant, then with probability at least 1 — 1/ nd/ the number of successes
in a sample is at most (2d/a) In(w..,), where d' is an arbitrarily large constant depending on sufficiently large d.

Proof. Letx = ain Lemma which implies that the expected number of successes in the sample is at most:

An(war) —1/@ave) o An(wa)
a - Qa

Let X; = 1 if the i-th slot of the sample contains a success; otherwise, let X; = 0. Let X = Zf:\/lé In(weur) X, and note
by the above that E[X] < w. By Theorem with § = 1 below, we have:



Softening the Impact of Collisions in Contention Resolution 17

_ (D2%d In(wear)

Pr (X >+ 5)%) <e F2)a
a

_ d In(weur)

=e 3a

IN
3
w
8

SINCE Weyr > M
=n
where d’ can be an arbitrarily large constant, so long as d is sufficiently large. O
Our next lemma provides a useful lower bound on the number of successes.

Lemma 5. Ifn < w < bn/C for a constant b > 10, then with probability at least 1 — 1/nd/ the number of successes
exceeds (d/2be) In(w..,), where d’ is an arbitrarily large constant depending on sufficiently large d.

Proof. Let z = b in Lemma/3] which implies that the expected number of successes in the sample is at least:

dIn(wer) —1/0ve) _ dIn(we)
b eb
for any b > 10. Let X; = 1 if the i-th slot of the sample contains a success; otherwise, let X; = 0. Let X =

Zf;/lan(w“’) X, and note by the above that F[X] > %. By Theorem with § = 1/2, we have:

Pr <X S (1 _ §)dln(7.ULur)> S e (2+1/2)eb
e
_ dln(wer)
= e 10eb
d
= Wy 100
< n T10eb
1
=7
where d’ can be an arbitrarily large constant, so long as d is sufficiently large. a

The next two lemmas pertain to the range of ROCK-BOTTOM. Lemmal6|shows that, when the window size is O(n/ log n),
the entire sample will consist of collisions. Unlike many of our other arguments, we cannot employ a Chernoff to establish
this fact. Lemmal[7|handles the remainder of the ROCK-BOTTOM range, showing that much of the sample will consist of
collisions.

Lemma 6. Suppose that 1 < w., < —~— and n is sufficiently large and ¢ > 1 is a constant. Then, with probability at

— clnn

’
least 1 — 1/n®, the entire sample consists of collisions, where d’ depends on sufficiently large c.

Proof. For any fixed slot, the probability of a collision is at least 1 minus the probability of a success, minus the proba-
bility of that the slot is empty. In other words, the probability of a collision is at least:

() () () ()

1 clnn
21- eclnn - (ec(nfl)ln(n)/n) by FaCta)

1 clnn w1 1
>1- eclnn (ecln(n)/2) since == > 5 forn > 2
- 1 clnn
T ne pe/2

1 .
>1-— v for n sufficiently large

which yields the claim. g
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Lemma 7. Suppose < Wer < n, where ¢ > 1 is any constant. Then, with probability at least 1 — 1 / n the sample

ln n
contains at least d\f CIn(we)/ (862) slots consists of collisions, where d’ is an arbitrarily large constant depending on
sufficiently large d.

Proof. Let the indicator random variable X; = 1 if the 4-th slot of the d+/C In(we,) slots contains a collision; otherwise,
let X; = 0. The probability of a collision is lower bounded as follows.

n 1 2 1 n—2
Pr(Xi:1)2(>( ) (1_ )
wcuf wcul'
> > 1— 1)
wc“r wCUf

-1\ -
> <n ; ) 2n/weur by Fact|1{c)
(n—
> minimized when we, = n
2ne 2
1
> 12 smce— > %forn > 2.

Let X = Zf!la"(w““‘) X;. The expected number of collisions in the sample of dv/C In(we) slots is:

dve In (weur)
EX]>E| Y X

_ dv< In(Weur)

102 by linearity of expectation.
e

We then employ Theorem [3} with § = 1/2, to obtain:

M)<e /2)%dvein(uar)

(5/2)4e2
4e2

Pr(xg(ua)

dflf‘(wuur)
e 40e2

_%
= Wy *0¢
d
< (nfclogn) 55

S

—d
n

IN

where d’ can be an arbitrarily large constant, so long as d is sufficiently large. ]
Lemma 8. Under DIAGNOSIS, all packets witness the same number of empty slots, successes, and collisions.

Proof. In each slot, a packet is either sending or listening. First, consider the case where at least one packet sends. Each
such sending packet knows whether it succeeded (i.e., a success) or it failed (i.e., a collision). Each non-sending packet
listens and hears the success (i.e., a success) or the failure (i.e., a collision). Second, if no packet sends, then every packet
is listening and hears the same thing: silence. Therefore, in all cases, each packet witnesses the same outcome of the
slot. a

Lemma [§| guarantees that all packets are always in the same window (or have the same sending probability) when
executing DIAGNOSIS, and they always take the same action in an execution of DIAGNOSIS. The following lemmas
establish that DIAGNOSIS takes the correct action in each execution.

Lemma 9. With probability at least 1 — O(l/nd,), if Wer € ROCK-BOTTOM, then all packets double their window,
where d' is an arbitrarily large constant depending on sufficiently large d.
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Proof. We do a case analysis. For the first case, consider that w., € [1,n/(clnn)) for some sufficient large constant
c > 1. By Lemma 6| with probability at least 1 — n_dl, all slots in the sample contain a collision. Therefore, w.h.p., the
if-statement on Line|17|is not entered and, instead, the matching else-statement on Line [25is entered. Since all sample
slots are collisions, the if-statement on Line[26|is entered, and the window doubles.

For the second case, consider w.,, € [n/(clnn),n). Either we (a) enter the first if-statement on Line |17} or we (b)
enter the matching else-statement on Line[25]

e Subcase (a). If the second if-statement on Lineis entered, then we note by Lemma w.h.p., that we have at least
d+/C In(we )/ (8€?) collisions, which means we double the window, as desired. Otherwise, we execute Line and
the window doubles.

e Subcase (b). By Lemma [7| w.h.p. we have at least dv/C In(w..)/(8€?) collisions, which means we enter the if-
statement on Line [26]and double the window.

In both cases, the packet doubles its window. O

Lemma 10. With probability 1 — O(1/n®), if w., € LOW, then all packets double their window, where d' is an
arbitrarily large constant depending on sufficiently large d.

Proof. By Lernmawith b = 10, for w such that n < w < 10n+/C, with probability at least 1 — n~% the number of
successes exceeds %5 In(wey ). Therefore, the first if-statement on Lineis entered, but the next if-statement on Line
is not. Thus, Linewill be executed and so the window will double, as claimed. O

The following lemma places an upper bound on the number of collisions when the window is at least 200n+/C. This
allows us to argue that when we are in the GOOD and HIGH ranges, we avoid executing the lines in DIAGNOSIS that
would double the window.

We note that the next lemma gives a very loose upper bound on the number of collisions. In fact, if we expected
even a single collision in this range, our claimed upper bound would not hold. The careful reader will note that (in our
proof) the expected number of collisions is O( 1/+/C); however, a loose upper bound that holds with high probability is
sufficient to construct the rules for DIAGNOSIS.

Lemma 11. With probability at least 1 — 1/ nd', if Wer > 200n\/a then the number of collisions in the sample is at
most (d/90) In(w..,), where d' is an arbitrarily large constant depending on sufficiently large d.

Proof. By Lemmathe probability of a collision in a slot is at most (21"_72’;, where p < 1/(200n/C). Plugging in, we
obtain that the probability of collision is upper bounded by:

2n2p? - 2n%(1/(200nVC))?
(T=mp) = (1-1/(200vC))
1
~ 200C(1 — 1/200)
< 1
= 100C

Let the indicator variable X; = 1 if the ¢-th slot is a collision; otherwise, let X; = 0. Let X = fol“(“’““') X;. The
expected number of collisions in the sample of dv/C In we, slots is:

d+/C In(weur)
EX|<E| Y X
1=1

d/C In(weur)
= Z E[X;] by linearity of expectation
i=1

dIn(Weu)
= 100VC
dIn(Weu)

100
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Letting § = 1/10 in Theorem we have:

Pr(xz @10 Hed) < p (x> D))

_ (1/10)%d In(weur)
<e 2+(1/10)

_ d In(weur)
210

IN

e
1
1
nd’

IN

IA

SINCE Weyr > N

where d’ can be arbitrarily large depending only on d. a
We now argue that DIAGNOSIS takes the correct action in each of the GOOD and HIGH ranges.

Lemma 12. With probability at least 1 — O(l/nd/), if wa, € GOOD, then all packets execute RUNDOWN, where d’ is
an arbitrarily large constant depending on sufficiently large d.

Proof. Since w.,, € GOOD, this means that 200nvC < Wer < 103nvC. By Lemmawith b = 103, the number of

successes in the sample exceeds d;:ff)%" > 2d1‘i‘é§’°“'>. Therefore, the if-statement on Line |1_7| is entered. By Lemma {4

with ¢ = 200, the number of successes is at most Zdlgé‘oucu') - dlr;(él())cur) < dlr;((ﬁ““); thus, the if-statement on Line

is entered. By Lemma the number of collisions is at most (d/90) In(Wer) < dv/C In(wer)/(8€?), so Line [19|is not
entered, and instead Line[21]is entered, which executes RUNDOWN. O

Lemma 13. With probability at least 1 — O(l/nd'), if Wer € HIGH, then all packets halve their window, where d' is an
arbitrarily large constant depending on sufficiently large d.

Proof. If w., € HIGH, then we, > 10°nv/C. By Lemma E with & = 10°, the number of successes is at most
(2d/10°) In(wey ). Thus, the else-statement on Line [25]is entered. By Lemma 11 the number of collisions is at most
(d/90) In(we) < %, and so Line [28is entered and the window is halved. The total error associated with the
lemmas invoked is O(l/ndl). O

Finally, what about the “uncertain” intervals [10n\@ , 200n\@) and (103n\@ , 105n\fC]? Our next two lemmas address
this aspect by showing that the DIAGNOSIS revises the current window towards the GOOD or executes RUNDOWN
directly.

Lemma 14. With probability at least 1 — O(l/nd/ ), if W, € UNCERTAIN-LOW, then either the window doubles or
RUNDOWN is executed, where d' is an arbitrarily large constant depending on sufficiently large d.

Proof. Since we, € UNCERTAIN-LOW, we have that we, € [10n+/C,200n+/C). By Lemmawith b = 200 (the part of

UNCERTAIN-LOW where successes are most scarce), the number of successes in the sample still exceeds < 1%8”;”, which

exceeds %, so Line |£| will be true. For the remaining lines that may be executed—Lines |1_8| to 24— we either
double the window (due to many collisions) or execute RUNDOWN, as claimed. O

Lemma 15. With probability at least 1 — O(l/nd/), if W, € UNCERTAIN-HIGH, then either the window halves or
RUNDOWN is executed, where d’ is an arbitrarily large constant depending on sufficiently large d.

Proof. We prove this by ruling out all the ways in which w.,, could (incorrectly) double.

Unlike our argument for w., € GOOD, we cannot guarantee that Line will be executed, since our window
might be large, say just shy of 10°7+/C, (recall that UNCERTAIN-HIGH = [10°1v/C, 10°1+/C)), and we cannot prove
a sufficient number of successes. However, if we proceed to Line then by Lemma|11] the number of collisions is at
most (d/90) In(we. ), which means there are not enough collisions to meet the if-statement condition on and thus the
window will not be doubled here.

Another way in which the window can (incorrectly) double is via Line However, we only execute Line [23|if

Line fails to hold; that is, in the case that the sample contains more than than % successes. However, by
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Lemma [4| with a = 10® (the part of UNCERTAIN-HIGH where successes are most likely), the sample contains at most
zdlrll((;;"“' < dnlwan) gyccesses, and so Linelﬁ'will indeed execute.

Finally, in the case that Line M executes, we do not have enough collisions to satisfy Line @ again by Lemma[ﬂl
Thus, the window cannot double via Line

We have shown that, when w.,, € UNCERTAIN-HIGH, either the window must halve, or RUNDOWN is executed, as
claimed. a

A.3 Cost Analysis for COLLECT-SAMPLE

The next lemmas establish bounds on the expected collision cost for executing COLLECT-SAMPLE. To this end, we
employ the results established above, which hold with probability at least 1 — 1/ n? for as large a constant d’ > 1 as we
wish, depending only on sufficiently large d. Thus, the results in this section also hold with this high probability, and for
ease of presentation, we omit this from our technical lemma statements and arguments.

Lemma 16. If w,, € ROCK-BOTTOM U LOW, the execution of COLLECT-SAMPLE has O(n+/C In(n)) expected colli-
sion cost.

Proof. We prove this using a case analysis.

Case 1: C < 2n. This captures all of ROCK-BOTTOM and the left endpoint of LOW. Here, even if the entire sample
consists of collisions, then the cost is at most:

(dVC In(wer))C < (dVCIn(nVC))2n
= O(nVCln(n))

Case 2: C > 2n. With high probability, w.., € LOW only if the initial window lies in Low. (With high probability, we
cannot have started in ROCK-BOTTOM and moved up, since we start at a window of size C > n in this case.)

The probability of a collision is maximized when the window is smallest; that is, when the window has size C
(which is the initial window size), since w.h.p. the window only increases (given that we are in LOW). By Lemmal(l] the
probability of a collision is at most:

2n2p? < 2n2(1/C)?
1-np — 1—-n(1/C)
<4n*/C* since C > 2n

where the equation from Lemma([T]is applicable, since p = 1/C < 1/(2n). Thus, expected cost is at most:

4n? 4dn® In(weyr
(avCin(uwa)) <ﬁ> c= %
< 4dnC In(Wew)
Ve
= 4dnV/C In(we)
= 4dnVCIn(10nVC) since we, € LOW

= O(nVClIn(n)) since C = O(poly(n))

since C > 2n

as claimed. O

Lemma 17. If w., € UNCERTAIN-LOW U GOOD U UNCERTAIN-HIGH, then the execution of COLLECT-SAMPLE has
O(V/C1n(n)) expected collision cost.

Proof. By Lemmanith m=nandp < ﬁ, the probability of a collision is at most:

2m2p? m2 L ) ) )
P - nC_ ince this value is largest for p = —=

1_mp_1_TT\LFc nVe
_ 2
¢(*~ %)

=0(1/C)
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Let X = Zfz‘lﬁ In(wear) ¥ The expected number of collisions in the sample of d N In(we) slots is:

d \/Eln(wcur)
EX|>E| > X
=1

d/C In(weyr)
Z E[X;] by linearity of expectation
=1

o (d\fClél(wcm))
) (dl\%")> since C = poly(n)

Thus, the expected collision cost is at most:

0 (dln(”)) ¢ = 0(+/Cln(n))

S

as claimed. O
Lemma 18. If w.., € HIGH, the execution of COLLECT-SAMPLE results in an O(\/Eln(n)) expected collision cost.

Proof. For HIGH, by using Lemma , we plug in the value m = n (number of packets) and p < ﬁ (sending
probability). The probability of a collision is at most:

222 2n2 1
m°p <

2I00C . : 1
< since this value is largest for p = ———
1—mp — 1-— ﬁ 105nVC
_ 2
100¢ (1- 547

(3

We have a sample of size d Ve In(wWew). Let X = Zf:‘{an(“"’“") X;. The expected number of collisions in the sample
of dv/C In(wey) slots is:

4V In(uiar)
EX]=E| Y X
i=1

dﬁln(“’cur)
= Z E[X;] by linearity of expectation
i=1
_0 dv/C In(we,)
N C
dIn(n) ) .
:O< since C = poly(n).
Ve ")
Thus, multiplying by C, we obtain that the expected collision cost is at most O(+/C In(n)). O

Lemma 19. The executions of COLLECT-SAMPLE and DIAGNOSIS guarantee that: (i) RUNDOWN is executed within
O(V/Clog?(n)) slots, and (ii) the total expected collision cost until that point is O (n\@logZ(n)).
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Proof. We first bound the number of slots, and then we bound the expected collision cost.

(i) Bound on Number of Slots. By Lemmas [9] [10] and[14] DIAGNOSIS correctly doubles the window or executes RUN-
DOWN. Similarly, by Lemmas [L3]and [L5] DIAGNOSIS correctly halves the window or executes RUNDOWN. Therefore,
DIAGNOSIS is always making progress towards reaching GOOD.

How many window halvings or doublings are required to reach GOOD? We start at an initial window of size C, and
either GOOD is smaller—in which case, we must perform O(log(C)) = O(log(n)) samples—or larger—in which case,
we must again perform O(log(nv/C)) = O(log(n)) samples. Thus, the number of slots until GOOD is reached is at
most the sample size multiplied by this number of samples, which is O(v/C log?(n)). Then, by Lemma RUNDOWN
is executed.

(ii) Bound on Expected Collision Cost. Let S; denote the collision cost for sample ¢ when executing DIAGNOSIS, where
i =1,..., h, where h = O(log(n)) is the number of samples. Denote the total cost from collisions by S = 3" S;. By
Lemmas|[16][17] and[18] we have:

E[S]=0 (h n\/@log(n))
=0 (n\/alogQ(n))

as claimed. O

A.4 Correctness and Cost Analysis for RUNDOWN

A single execution of lines toin RUNDOWN of COLLISION-AVERSION BACKOFF is called a run. In any run, all
packets operate over a window of size w., and send themselves in each slot with probability 2/w... At the end of the
window, those packets that succeeded will terminate, while the remaining packets will carry on into the next window,
which has size we. /2.

Our overall goal is to show that (roughly) a logarithmic in n runs are sufficient for all packets to succeed. To this
end, our next lemma (below) argues that in each run at least half of the remaining packets succeed. Again, throughout
this section, our results hold with a tunable probability of error that is polynomially small in 7, and we omit this in our
lemma statements.

Lemma 20. Suppose m packets execute a window of RUNDOWN (w,,,), where yInn < m < n, v > 1 is a positive
constant, and W, > 8m+/C. Then, at least m /2 packets succeed.

Proof. Fix a packet and calculate the probability of failing over the entire window of size 8m+/C. To do so, note that the
probability that this packet succeeds in a fixed slot is: (i) the probability that the packet sends in this slot, multiplied by
(ii) the probability that all other m — 1 packets remain silent. That is:

m—1
) (a)
Weur Weur

Thus, the probability of failure in the slot is:

m—1
)0
wCul’ wCIIl’



24 U. Biswas, T. Chakraborty, and M. Young

It follows that the probability of failing over all w.,, slots is:

2 9 m—1Y\ Weur 9 1 Weur
1-— " (1 - wm) <l|1- s AT by Fact|1{c)
€ Weur
2 1 Weur
<[|1-— z
- Weur eTZ;
_ 2weur
<e (wan(et™/wan) by Fact|l{a)
S 67 edm /weur
1
<
e cAm/weur
1 . .. .
< ———5—— since this is maximized when we,, = 8m+/C
e edm /(8m+/C)
1
- 2
e(el/@x@)
<0.3forallC > 1. 4)

For¢ = 1, ..., m, let the indicator random variable X; = 1 if packet ¢ fails over the entire window; otherwise, let X; = 0.
Welet X = > | X, and note that:

E[X]<E

=

i=1

m
Z E[X;] by linearity of expectation
i=1

=> Pr(X;=1)

By Theorem letting 6 = 2/3, we have:
Pr(X > (1+4)0.3m)

Pr(X >m/2)

e_(2/3)203)7”/(8/3)

IN

— 20
= e m/

e—(’y/QO) Inn

IN

sincem > ylnn
=1/ n?
Therefore, with probability at least 1 — 1/ nd/, at least half of the packets succeed. O

Discussion of Lemma 20} We highlight that Lemma [20]applies to all windows in a fixed run. That s, in the first window
of the run we have m = n and w.. = knv/C for some constant k > 8. In the second window of the run, we have
m < n/2 and we, = k(n/2)V/C. Referring to Lineof COLLISION-AVERSION BACKOFF, we see that this process—
whereby the number of packets is at least halved, and the window size is halved—stops once we reach a window in the
run with size less than O (Ig(wo)v/C), where wy = O(nVC).

How many windows are in the run? That is, how many times can we halve our initial window of size wo = knv/C
before it drops below size lg(wo)v/C = 1g(knv/C)v/C? We solve for the number of runs j in:

knzzfc =lg (kn\@) Ve

which yields j = lg(kn) — lglg(kn+/C). Since C = poly(n), this means j = lg(n) — lglg(n) + O(1). This implies

that, over these j windows in the run, n packets will be reduced to no more than n/2’ = O(log n) packets by the final
window. Therefore, we have the following corollary.
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Corollary 1. The number of windows in the run in RUNDOWN is 1g(n) — 1glg(n) + O(1), after which only O(log(n))
packets remain.

For the remainder of this section, all of the lemmas that we invoke hold with high probability in n, and thus we omit
this from most of our lemmas statements and arguments. We are now able to prove correctness and an upper bound on
the number of slots incurred by RUNDOWN.

Lemma 21. When RUNDOWN is executed, all packets succeed within O(n+/C In(n)) slots.

Proof. By Lemmas and RUNDOWN will execute with a window size w € [10n+/C, 10°n1/C]. By Corollary
RUNDOWN reduces the number of remaining packets to O(log n) and uses r = lg(n) — lglg(n) + O(1) windows in the
run to do so. Thus, the number of slots RUNDOWN executes over is at most:

ZT:M:O(”\/E)

; 2
7j=0

by the sum of a geometric series.
Any remaining packets, of which there are O(logn), execute over a window of size wo € [10nV/C, 10°n+/C]. By
the same analysis used to reach Equation {|in the proof of Lemma[20] each packet succeeds with probability at least 0.7.

Repeating this cIn(wg) < cln(n) times guarantees that all remaining packets succeed with an error bound of at
most:

T etnm) < petn(7/10)
10

1

<

so long as c is sufficiently large. Finally, the number of slots incurred by this component of RUNDOWN is O(log?(n)).
O

The next lemma establishes an upper bound on the expected collision cost for RUNDOWN.

Lemma 22. The expected collision cost for executing RUNDOWN is O(n/C In(n)).

Proof. By Lemmas and RUNDOWN first executes with m = n and wo € [10n+/C, 10°n+/C]. By Lemma
in each window of a run, the number of packets is reduced by at least a factor of 2, and then the window size halves. That
is, at the start of the ¢-th run, the number of packets is m; < n/2°* and the window size is w; = wq/2°, for i > 0.

We employ Lemma where p; = 2/w;. We have that the expected number of collisions over a window of size w;

in the run is at most:
2m3p} 2m3p; 2
—w; = [ ———— —
1—m;p; ‘ 1 —m;p; pi

4m?pi
- 1-— mip;
= 0(”%2101')
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By Corollary |1| there are r = 1g(n) — lglg(n) + O(1) windows in the run. Summing up over these windows, by
linearity of expectation, the total expected number of collisions is:

o) o (56 ()
~o(x (2 (22))
-0(% ()

where the last line follows from the sum of a geometric series. Thus, multiplying this by C, we obtain that the expected
collision cost is O(nV/C).

Finally, in lines [36]to [38] the remaining O(log n) packets execute over a window of size wp, doing so O(In(wo) =
O(In(n)) times before succeeding, as established by Lemma [21} Certainly, each of the O(In(wo)) executions has ex-
pected collision cost no more than that incurred by lines [32] to [35] (where we have n packets executing), and thus the
expected collision cost is O(n\/C In(wo)) = O(n/C In(n)). O

A.5 Analysis of COLLISION-AVERSION BACKOFF

‘We wrap up our analysis of CAB by calling on our main lemmas from the previous sections.

Theorem W.h.p. COLLISION-AVERSION BACKOFF guarantees that all packets succeed, the makespan is O(n+/C log(n)),
and the expected collision cost is O(n+/C log?(n)).

Proof. By Lemma [L9] over the course of executing COLLECT-SAMPLE and DIAGNOSIS, w.h.p. CAB executes over
O(+/Clog?(n)) slots and the expected collision cost is O(n+v/C log?(n)). By Lemmasandw.h.p. when RUNDOWN
is executed in CAB, all packets succeed within O(n+/C In(n)) slots and the expected collision cost is O(n+/C In(n)).
Therefore, CAB guarantees that all packets succeed, the makespan is O(n+/C log(n)), and the expected collision cost is

O(nVClog?(n)). O

B Lower Bound

We consider only the set of slots, &, in the execution of any algorithm where at least two active packets remain, since we
cannot have a collision with a single active packet. While we do not always make this explicit, but going forward, any
slot ¢ is assumed to implicitly belong to S.

Let p;(t) denote the probability that packet ¢ sends in slot ¢. Note that, if a packet has terminated, its sending
probability can be viewed as 0. For any fixed slot ¢, the contention in slot t is Con(t) = >_"_, p;(t); that is, the sum of
the sending probabilities in that slot.

We begin by arguing that any algorithm with contention exceeding 2 in any slot must incur an expected collision cost
of £2(C). We do this by deriving an upper bound on the probability of (i) a success and (ii) an empty slot, as a function of
contention. In turn, this provides a lower bound on the probability of a collision that is useful when contention exceeds 2,
allowing us to show §2(C) expected cost in Lemma 23]

e-Con(t)
eCon(t) *

Lemma 23. Fix any slot t. The probability of a success is at most
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Proof. Fix a slot t. For any sending probabilities p;(t), the probability of a success in slot ¢ is:

3 (mw [1a pi(t))>

all j alld # j

< Z (pj (t)e™ 2ai £ j Pi(t)) by Facta)

all §

< Z (pj(t)ef(con(t)fl)) since p; (t) <1

all §

Con(t)
— eCon(t)—1

eCon(t)
econ(t)

which completes the proof. O
Lemma 24. Fix any slot t. If Con(t) > 2, then the probability of a collision is at least 1/10.

eCon(t)
eCon(t)

Proof. By Lemma the probability of a success in slot ¢ is at most . The probability that slot ¢ is empty is at

most [[,,(1 —p;(?)) < e~ py Factlﬂa). Therefore, the probability of a collision is at least:

eCon(t)
econ(t)

—Con 2 - 1
_eC (t)2177678 2 since Con(t) > 2

1-— o2

> 1/10.
as claimed. O

Lemma 25. Any algorithm that has Con(t) > 2 has an expected collision cost that is £2(C).

Proof. Lett be any slot where Con(¢) > 2 in the execution of any algorithm. By Lemma the probability of a collision
is at least 1/10. Therefore, the expected cost from collisions is at least C/10. O

Next, we need to consider algorithms with “low” contention in every slot; that is, Con(t) < 2 for all ¢. As a stepping
stone, in Lemmaswe derive a lower bound on the probability of a collision that is a function of contention, and which
is easy to work with when contention is between 0 and 2.

Lemma 26. Fixany slott and let Con(t) < 2. The probability of a collision in t is at least (135 ) (Con(t)® — 3, pi(t)?).

Proof. For ease of presentation, in this proof we write p; instead of p; (¢). We restrict our analysis to collisions involving
only two packets; note that considering collisions involving three or more packets can only increase the probability of a
collision.

For the following analysis, we restrict all sending probabilities p; are at most 1/2; however, we will remove this
restriction momentarily. The probability of collision in slot ¢ is at least:

1 n n n
5 (plpz 110 =p) +pips [ [0 =pi) + o 4+ prpe [J(1 = pi)+
i=1 i=1 i=1
popr [ [(1 = pi) +p2ps [ [(1 = pi) + oo+ p2pa [ [(1 = pi)+

i=1 =1 =1

n n

PnP1 H(l - pi) + pnp2 H(l - pi) + ...+ PnPn-1 H(l - pz))

i=1 =1 =1
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where the leading factor of 1/2 comes from double counting terms (e.g., p1p2 and p2p1), which allows us to simply
below. Since each sending probability is at most 1/2, we can use Fact c) to simplify in the following way.

> (%) 6—2Con(t) (p1 ij + p2 ij + -+ pn Zp])

J#1 J#2 j#n

=) () ) e((Sr) ) ((59) )

= (%) e72"® ((prcon(t) — pi) + (p2Con(t) — p3) + -+ + (paCon(t) — pi))

— (%) e 2con®) (Con(t)(p1 +p2+-+pa) — ZPJQ)

> con(t)? — Zzpf

2e2Con(t)
con(t)? — 3. p?
> %Oz:lpz since Con(t) < 2.
Finally, note that if we allow the sending probabilities to be larger than 1/2, this can only increase the probability of a
collision; therefore, our lower bound holds even when the sending probabilities are not restricted. O

Before making our next argument, consider a simple example with two packets, whose sending probabilities are
p1(t) = 1 and p2(t) = 1/100 in slot £. Observe that Con(t)? — (pf + p3) = 1/50 < Con(t)?. However, here
A(t) = 1/100, and it is true that Con(t)® — (pT + p3) > A(t)Con(t)?. Lemmabelow generalizes this inequality.

Lemma 27. For any fixed slot t, Con(t)> — 3", pi(t)® > A(t) Con(t)? /2.

Proof. For ease of presentation, in this proof we write p; instead of p;(t). Fix a slot ¢. Without loss of generality let the
summands of Con(t) be labeled in non-monotonic decreasing order: p1 > p2 > ... > p,,. For part one of our argument,
we note that:

pip2 > PiA(L) Q)

since A(t) = p2/p1.

Part two of our argument proceeds as follows. For ¢ > 2, for any p? term removed from Con(t)2, we focus on a
‘leftover” term in Con(t)? — > p? of the form p;_1p;. For example, for p2 we have a leftover term p;p2, and we note
that p1pa > p%, since p1 > p2. Generalizing, the leftover term p,;_1p; satisfies p;—1p; > p?, since p;—1 > p;.

We tie things together by first noting:

con(t)’ = > pi > pip2 + p1p2 + p2ps + papa+ . + Pno1Pn

where we highlight that we need both p;p2 terms; one to offset the subtraction of p7 from Con(t), as discussed in part
one of our argument, and the other to offset the subtraction of p3 from Con(t), as discussed in part two of our argument.
For the subtraction of p? for i > 3, we need only a single corresponding term p; 1 p; to offset this. Thus, continuing from
above, we have:

p1p2 + p1p2 + p2ps + p3pa + ... + Pn—1Pn
> pTA(t) + pip2 + p2ps + Pspa + ... + Pa—1pn by Equation|3|
> plA(t) + p5 + p3 + ... + ph since pi_1p; > pf fori > 2
> A(t)> pi since A(t) <1 (6)
If 3°, p7 > Con(t)?/2, then by the above:

Con(t)? — pr > A(t) pr by Equation|6]

> A(t) Con(t)? /2.
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Else, 3, p7 < Con(t)?/2 and Con(t)® — 3, pi > Con(t)?/2 > A(t)Con(t)?/2, given A(t) < 1. Either way, the
claim follows. 0

For any algorithm A that executes over a set of slots Z, we define total contention of Atobe }__, Con(t); that s,
the sum of contention over all slots of A’s execution. Note, for this definition, we are counting those slots during which a
single packet is active (for simplicity, we do not discuss this intermediate result in the overview of Section4] so we were
able to restrict our attention to only the set S).

Lemma 28. Any algorithm that w.h.p. has n packets succeed has the property that the total contention over all slots in
the execution is at least n/16.

Proof. Assume the existence of an algorithm A that guarantees with probability at least 1 — 1/n that all n packets
succeed, but has the property that the sum of contention over all slots of the execution is less than n/16.

For any packet u, define the lifetime contribution of u to be the sum of u’s sending probabilities over all slots of the
execution of A; denote this by LC'(u). Call packet v “heavy” if LC'(u) > 1/4; otherwise, u is “light”.

There must be less than n/4 heavy packets. Otherwise, the sum of the contention for all heavy packets is at least
(n/4)(1/4) > n/16, which contradicts the existence of .A. Therefore, at least (3/4)n packets are light.

Consider any light packet u. Let p(¢) denote the probability of that u sends in slot ¢ specified arbitrarily by .A. The
probability that u succeeds in slot ¢ is at most p(t); therefore, the probability that w fails in slot ¢ is at least 1 — p(t). Over
the execution of .4, the probability that « does not succeed is at least:

H(l —p(t)) > e 22t by Fact|lfc)
t
> 672<LC(u).

Since LC(u) < 1/4, then the probability of failure is at least:

e 20w 5 _ 2LC(u) by Fact|l{a)
>1-2(1/4)
>1/2.

Thus, there is a packet that with probability at least 1/2 does not succeed over the execution of .4, which is a contradiction.
O

Lemma 29. Consider any algorithm that guarantees w.h.p. that all packets succeed. Consider the portion of the execu-
tion during which only one active packet remains. W.h.p., the sum of the contention over this portion of the execution is
O(logn).

Proof. Let u be the last packet to succeed. Let Z be the set of slots during which w is the only remaining active packet.
Let p(t) denote the probability of that u sends in slot ¢ € Z specified arbitrarily by the algorithm. Since it is the only
active packet, the probability that u succeeds in slot ¢ is p(¢); therefore, the probability that u fails in slot ¢ is 1 — p(¢).
Over the execution of A, the probability that v does not succeed is at most:

H(l —p(t)) < e ZtezP® by Fact[1{a)

tel

Note that for ), p(t) = O(logn), this probability of failure is polynomially small in n. O
Lemma 30. Any algorithm that guarantees w.h.p. that n packets succeed must w.h.p. have ), s Con(t) = £2(n).

Proof. By definition, } .5 Con(t) is at least the total contention in Lemma [28 minus the sum of the contention in
Lemma29] which is at least: (n/16) — O(logn) = £2(n). O

Lemma 31. Consider any algorithm A whose contention in any slot is at most 2 and guarantees w.h.p. a makespan of
O(n\/C). W.h.p. the expected collision cost for A is 2( AminnV/C).
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Proof. Let X be arandom variable that is |S| under the execution of A. Note that, since w.h.p. the makespan is O (n+/C),
it must be the case that w.h.p. X = O(n\/C).
By Lemmal|30} we have:

X

ZCon(t) > cn. @)

=1
for some constant ¢ > 0. Let Y; = 1 if slot ¢ € S has a collision; otherwise, ¥; = 0. By Lemmas 26| and 27}

Pr(Y; = 1) > A(t) - con(t)?/220
> Apmin - Con(t)?/220

where the second line follows from the definition of Amin. The expected collision cost is:

X X . 2

t=1 t=1 220
X
Amin . C
= o > con(t)®. 8)
t=1

By Jensen’s inequality for convex functions, we have:

i Con(®)” (zi‘_l cOn<t>>2

X X ©)

Finally, the expected cost is at least:

Amin - C (th=1 Con(t))2

X
Ar;ign()‘ 4 Z Con(t)2 > 550 < by Equations|8|and 9]
t=1
. 2 2
> A%“OC (C)? ) by Equation(7]
= f) (Amin n\@)

where the second line follows by Equatign which was defined with regard to S, and so can be compared to Equation 8]
The last line follows since w.h.p. X = O(nv/C). O

We now state our lower bound, which follows directly from Lemmas[25]and[31]

Theorem 4. Consider any algorithm that w.h.p. guarantees O(n\@) makespan. Then, w.h.p., the expected collision cost
for Ais 2(min{C, Aminn\@}).

Addressing Theorem [2| note that for fair algorithms, A, = 1. Recall that our analysis ignores any slot ¢ where all
packets have sending probability 0 (i.e.,Con(t) = 0), giving such slots to the algorithm for free. Given that Apin = 1,
2(min{C, Aminnﬁ}) = Q(n\/é) when C = ¢/n? for a sufficiently large positive constant ¢’.
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