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Abstract

Recently, Large Language Models (LLMs) make remarkable evolutions in language
understanding and generation. Following this, various benchmarks for measuring
all kinds of capabilities of LLMs have sprung up. In this paper, we challenge the rea-
soning and understanding abilities of LLMs by proposing a FaLlacy Understanding
Benchmark (FLUB) containing cunning texts that are easy for humans to understand
but difficult for models to grasp. Specifically, the cunning texts that FLUB focuses
on mainly consist of the tricky, humorous, and misleading texts collected from the
real internet environment. And we design three tasks with increasing difficulty in
the FLUB benchmark to evaluate the fallacy understanding ability of LLMs. Based
on FLUB, we investigate the performance of multiple representative and advanced
LLMs, reflecting our FLUB is challenging and worthy of more future study. Inter-
esting discoveries and valuable insights are achieved in our extensive experiments
and detailed analyses. We hope that our benchmark can encourage the community
to improve LLMs’ ability to understand fallacies. Our data and codes are available
at https://github.com/THUKElab/FLUB.

1 Introduction

Large Language Models (LLMs) have shown great abilities to understand human languages, including
information extraction [1], text correction [2], humor understanding [3], etc. Researchers have
constructed numerous benchmarks to evaluate LLMs in various aspects [4–8]. By using constructed
benchmarks to interact with LLMs, researchers can analyze the behavior of LLMs to compare the
performance of different LLMs and study how to further improve LLMs in a targeted manner.

Although many LLM benchmarks have sprung up, we believe that existing benchmarks are not
challenging enough to truly measure the human-like intelligence of LLMs. In particular, we are still
wondering whether LLMs can understand cunning texts that may contain misleading, wrong premise,
intentional ambiguity, and so forth, considering that almost all LLMs are trained on “cleaned” and
“correct” corpora. Therefore, we build a FaLlacy Understanding Benchmark (FLUB) to challenge
LLMs for solving these problems.

Figure 1a shows the running examples from FLUB. From these cases, we directly feel the different
behaviors of LLMs and humans when facing cunning texts. In the first example, LLMs ignore the
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(a) The examples of how LLMs and humans per-
form when faced with cunning texts. The LLM we
use is ChatGPT-3.5 on Jan 23, 2024.
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(b) We design three tasks, namely Cunning Type
Classification, Fallacy Explanation, and Answer
Selection (i.e., Multiple Choice).

Figure 1: The running examples and annotation examples of FLUB.

common sense that the lotus root itself has many holes in its structure and fall into the trap of the
cunning text, wrongly judging that the holes in the lotus root are caused by insect infestation. In the
second example, LLMs fail to see the logic that depositing money into random ATMs does not create
problems and therefore give an answer that seems reasonable but is absurdly laughable. In fact, these
cunning texts for LLMs are very easy to handle for human intelligence. Therefore, it is very urgent
and meaningful to construct a benchmark composed of cunning texts to evaluate and thereby
promote the improvement of LLMs’ fallacy understanding capabilities.

Inspired by the above motivation, we collect real cunning texts as our raw data from a famous
Chinese online forum, the “Ruozhiba” (retard forum) 3. This forum is popular for its cunning and
unreasonable posts, which are generally easy for humans to understand but challenging for LLMs.
The characteristics of the posts contained in this forum are consistent with our research motivation,
so choosing it as the data source well supports FLUB’s evaluation of LLMs’ fallacy understanding
ability. After data cleaning and annotating of cunning types, FLUB has 8 fine-grained types of cunning
texts and most of the texts in FLUB fall into two types of fallacy, namely, faulty reasoning and word
game. Moreover, we also manually annotated one correct answer (i.e., the explanation of the cunning
text) and three confusing wrong answers for each input text in FLUB, as shown in Figure 1b.

Based on our constructed FLUB and its annotation information, we design three tasks with increasing
difficulty to test whether the LLMs can understand the fallacy and solve the “cunning” texts. Specif-
ically, (1) Answer Selection: The model is asked to select the correct one from the four answers
provided by FLUB for each input text. (2) Cunning Type Classification: Given a cunning text as
input, the model is expected to directly identify its fallacy type defined in our scheme. (3) Fallacy
Explanation: We hope the model sees a cunning text and intelligently generates a correct explanation
for the fallacy contained in the text, just like humans, without falling into its trap.

In our experiments, we select representative and advanced LLMs to be evaluated on FLUB. Our
empirical study reveals: (1) LLMs are very poor in their ability to perceive fallacy types in cunning
texts. (2) For a specific task, LLMs with larger parameter sizes do not always perform better. (3)
There is a close relationship between the Answer Selection task and the Fallacy Explanation task,
and the interaction between them is critical to promoting the understanding of fallacies in LLMs.
(4) On FLUB, the widely used Chain-of-Thought and In-context Learning techniques deserve further
improvement and research. We believe that our proposed FLUB and all our findings are crucial for
LLMs to comprehend the fallacy and handle cunning texts in the real world.

3
https://tieba.baidu.com/f?kw=%E5%BC%B1%E6%99%BA&ie=utf-8
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Figure 2: The definitions and examples of the cunning types in FLUB.

2 The FLUB Benchmark

2.1 Benchmark Construction

Data Collection We collect raw text data from “Ruozhiba” in Baidu Tieba 4. “Ruozhiba” is one of
the most famous online forums in the Chinese internet community, and people often post interesting
or “silly” texts on it just for fun. In addition, the recent study [9] also shows that the Ruozhiba data
is very useful for improving the ability of Chinese LLMs. We find that many of the posts on this
forum are tricky texts or brain-teaser-like texts, which is exactly in line with our purpose of using
cunning texts to challenge LLMs, so we utilize this forum as our data source. As a result of automatic
crawling, we initially collect 9,927 candidate posts. Notably, according to the Baidu Bar agreement 5,
the data on Baidu Tieba can be used for academic research free of charge and without liability.

Data Cleaning We employ annotators to manually filter out irrelevant posts that do not present
cunning texts. Since the collected original posts contain irrelevant content such as links and images,
we also require annotators to extract the fallacious and illogical contents from the raw post and rewrite
them into a complete sentence. Besides, it is worth noting that we carefully ensure that the texts in
FLUB are ethical texts. This process includes user information anonymization, sensitive information
removal, and filtering of impolite posts. In total, we obtain 834 data samples to form FLUB.

Data Annotation To ensure the annotation quality, our criteria for selecting annotators is that the
person must be a native Chinese speaker and have a bachelor’s degree. In addition, because FLUB

comes from the online forum, we also require annotators to have more than five years of experience
as netizens. The detailed annotation workflows are as follows:

1. Cunning Type Annotation: We first define 8 cunning types within the collected texts along
with their corresponding examples, as shown in Figure 2. Specifically, our core authors
make a comprehensive summary based on careful observation of the 9,927 initial candidate
posts, thus defining 8 types. Subsequently, each data sample is processed by three junior
annotators, who are required to select an appropriate cunning type for the sample. We
achieve the initial annotation results based on the voting results among three annotators. The
initial annotation results become the final annotation information after being reviewed by
the senior annotator (and modified if necessary). Particularly, there are still a small number

4
https://tieba.baidu.com

5
https://baike.baidu.com/item/%E8%B4%B4%E5%90%A7%E5%8D%8F%E8%AE%AE/8397765

3



of samples that fall into multiple types. For these samples, senior annotators and our core
authors will discuss carefully and select the main type (i.e., the most obvious type among
multiple types) as the annotation result.

2. Correct Explanation Annotation: We assign two junior annotators to write the explanation
or answer for each sample independently. We ask them to try to explain the given text in a
detailed, objective, and unambiguous way. The senior annotator then selects (and modifies
if necessary) the more suitable text written by the two junior annotators.

3. Wrong Candidates Annotation: This part annotation is to obtain the wrong candidate
answer that may be likely to be answered incorrectly for each input text. We assign
three junior annotators for each sample and require each of them to write three different
incorrect answers based on their understanding of the text. Particularly, we emphasize
to each junior annotator that the three different wrong answers they write should ensure
diversity and resemble as much as possible the answers that LLMs can easily produce. For
each sample’s nine initial incorrect answers, the senior annotator selects the three most
challenging sentences as the final wrong candidates.

Since the annotation difficulty of different information is different, the salary we pay to the annotators
we employ is also different. Specifically, we pay each person who annotates the cunning type $0.5 per
sample, each person who writes the correct explanation $1 per sample, and each person who writes the
wrong candidates $2 per sample. In addition to the junior annotators providing the initial annotation
results, we also set three senior annotators with a salary of $2 per sample, who are responsible for
carefully checking the correctness of the annotation results provided by the junior annotators.

It is worth mentioning that we have prepared sufficient and representative samples for annotators to
learn and pre-annotate to ensure that they fully understand the information we want to annotate before
they officially start annotation. Specifically, we select senior annotators based on their performance
in the pre-annotation process. If an annotator’s success rate is above 95%, he or she will be appointed
as a senior annotator. In addition, it is worth mentioning that, all of our formal annotators have a
success rate of over 80% in the pre-annotation process. At the same time, to avoid bias caused by
the subjectivity of annotators as much as possible, our core authors also carefully checked the final
annotation results of each data sample. Our entire annotation process lasted 2 weeks.

2.2 Dataset Analysis

Data Size FLUB comprises 834 samples that span 8 cunning types. It is worth emphasizing that the
data size is not directly related to the evaluation effectiveness of a LLM benchmark. For example,
TruthfulQA [10] and FreshQA [11], these benchmarks that have been widely used and had deep
impacts, only have 817 and 500 test samples respectively. The main reasons limiting the size of FLUB
are that it is derived entirely from real-world online forum posts and our rigorous high-quality data
cleaning process, which retained 834 final samples from 9,927 candidate posts.

Data Distribution As for the cunning type distribution of FLUB, most data in FLUB belong to the
types of reasoning errors (53.4%) and word games (28.7%). This is because these two types of posts
appear widely in “Ruozhi Bar” forum whose purpose is to challenge human intelligence. A large
number of cunning texts involving reasoning errors and word games ensure that FLUB is challenging
enough. Besides, we observe that some types of texts are relatively rare, such as phonetic errors
(0.6%). In fact, this is because our data come entirely from the real world and are all carefully
constructed by netizens. Cases of cunning texts caused by phonetic errors are indeed rare in the real
world. To eliminate the impact of type imbalance when FLUB evaluating LLMs, we choose the F-1
score as the evaluation metric which comprehensively considers the type coverage.

Annotation Quality Since cunning type annotation is essentially a classification process performed
by multiple annotators, we analyze the annotation quality of this information. Specifically, we
calculate Fleiss’ Kappa [12] to reflect the three junior annotator’s Inter-Annotator Agreement (IAA).
Our final obtained Fleiss Kappa result is greater than 0.767, which shows that our annotation results
have excellent consistency and quality [13]. On the other hand, we further ensure annotation quality
by checking the annotation and modification results of the senior annotators. According to our
statistics, senior annotators modified a total of 159 initial annotation results of data samples, that is,
the modification rate of senior annotators was 19.06%. This reflects the excellent workload of our
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senior annotators and also reflects the high quality of our dataset. Moreover, after further checking of
the modification results of the senior annotators by our core authors, we found that the main reason
for the modifications was the disagreement between the senior annotators and the junior annotators
on the cunning types (most of the cases were the ones we mentioned before that may fall into multiple
types of samples). For these cases, our core authors made the most reasonable choices and personally
modified the annotation results to maximize the quality of the annotation. After all, no one knows the
full picture of our work better than our core authors.

2.3 Benchmark Task Setups

To evaluate the fallacy understanding ability of LLMs, we design three benchmark tasks on FLUB:
Answer Selection, Cunning Type Classification, and Fallacy Explanation. For each task, we design
prompts to guide LLMs on the expected output. We also explore the prompting strategies of Chain-
of-Thought and In-context Learning to conduct in-depth exploration on FLUB. The details of our
designed prompts are shown in Appendix A. Below we introduce the details of our three tasks:

Task 1: Answer Selection In Task 1, LLMs are required to select the correct answer from four given
candidate explanations for each input text. The annotation of candidate explanations is illustrated in
Figure 1b. In general, each sample in this task is a tuple {p, q, OA, OB , OC , OD, l}, where p is our
given prompt as shown in Appendix A, q is the input text, OA, OB , OC , and OD are four candidate
explanations, and l ∈ {A,B,C,D} is the golden label indicating Ol is the correct explanation. The
design motivation of this task is to test whether LLMs can distinguish right from wrong when seeing
the correct and wrong answers in the context of a given cunning text.

Task 2: Cunning Type Classification If LLMs are directly tasked with determining the corre-
sponding cunning type, it will help us in conducting an initial automated assessment of the LLM’s
understanding ability. The cunning type classification task is specifically designed to evaluate whether
LLMs can classify the cunning text into categories aligned with human intuition based on the hidden
irrational aspects within the current text. The annotated problem types are shown in Figure 2. During
task evaluation, all the problem types will be combined with the prompt to allow LLMs to directly
pick the correct type of cunning text.

Task 3: Fallacy Explanation To further test whether LLMs truly understand the given cunning
text, we design the explanation task. In this task, the designed prompt and input texts are directly
input into LLMs, enabling them to “read” input texts and generate corresponding explanations. Note
that since some texts are not expressed in the form of inquiries, we also set a prompt to guide LLMs
in identifying the question (See Appendix A). The generated explanations will be compared with the
correct explanation for evaluation. If LLMs can generate reasonable explanations, we believe that
they have at least developed the ability to identify and avoid the traps of cunning texts.

Automatic Evaluation Metrics For Task 1, we calculate Accuracy directly based on the LLMs’
selection results. For Task 2, considering that there are a few cunning types in FLUB with small sample
size, we choose the F-1 Score to measure the performance of LLMs because it focuses on both the
accuracy of model prediction and the coverage for positive class samples, thereby effectively avoiding
bias caused by type imbalance and ensuring the rationality and reliability of evaluation. To evaluate
the quality of LLMs’ generated explanations in Task 3, inspired by MT-Bench [14], we construct
prompts that incorporate the task instruction, input texts, LLM’s explanations, and reference answers.
These prompts are fed into GPT-4, which is tasked with assigning a GPT-4 Score ranging from 1 to
10. The prompt for the automated evaluation is illustrated in Appendix B.

Human Evaluation Settings For Task 1 and Task 2, we conduct human evaluations to explore
how well human-level intelligence could perform these two tasks. To ensure the fairness of
the comparison between humans and LLMs, we hire 3 new persons who do not participate in the
construction process of FLUB. After briefly introducing them to the objectives of Task 1 and Task 2
(without introducing additional knowledge and information), let them directly carry out selection and
classification. For the human evaluation of Task 3, we mainly want to verify the effectiveness of the
automatic GPT-4 score we use, therefore, we hire 3 evaluation annotators to rate LLMs’ explanations,
with scores ranging from {1, 2, 3, 4, 5}. To ensure an accurate evaluation of the explanations of
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Table 1: We bold the optimal and underline the suboptimal of closed/open-source models. We report
the overall performance by calculating the geometric mean of the three tasks. We color the result

that Chain-of-Thought (CoT) brings positive / negative gain as green↑ / red↓ .

Models
Open

Selection Classification Explanation Overall
Accuracy F-1 Score GPT-4 Score Performance

Source w/o CoT CoT w/o CoT CoT w/o CoT CoT w/o CoT CoT

ERNIE-Bot-3.5-Turbo [15] : 32.97 34.65↑ 1.99 6.09↑ 5.78 5.83↑ 7.24 10.72↑

ERNIE-Bot-3.5 [15] : 52.76 38.37↓ 10.33 11.15↑ 6.35 6.22↓ 15.13 13.86↓

ERNIE-Bot-4.0 [15] : 75.66 71.34↓ 11.84 14.42↑ 7.73 8.11↑ 19.06 20.28↑

GPT-3.5-Turbo [16] : 50.48 48.08↓ 3.09 6.15↑ 6.23 7.00↑ 9.91 12.74↑

GPT-4-Turbo [16] : 79.38 82.73↑ 12.31 13.97↑ 8.95 9.21↑ 20.60 22.00↑

ChatGLM3-6B [17] 6 35.85 35.01↓ 7.48 9.34↑ 4.98 4.82↓ 11.01 11.64↑

Qwen-7B-Chat [18] 6 38.49 33.69↓ 8.00 10.97↑ 5.39 5.65↑ 11.84 11.98↑

Qwen-14B-Chat [18] 6 42.57 43.05↑ 10.34 10.44↑ 5.24 6.24↑ 13.21 14.10↑

Qwen-72B-Chat [18] 6 58.63 61.51↑ 9.32 12.26↑ 7.34 7.90↑ 15.89 18.13↑

Yi-6B-Chat [19] 6 32.37 29.26↓ 8.87 9.84↑ 5.73 5.39↓ 11.81 11.58↓

Yi-34B-Chat [19] 6 47.96 48.80↑ 4.74 11.70↑ 6.97 7.52↑ 11.66 16.17↑

Baichuan2-7B-Chat [20] 6 43.17 37.17↓ 1.02 4.45↑ 5.48 4.85↓ 6.23 9.29↑

Baichuan2-13B-Chat [20] 6 37.05 38.01↑ 3.52 4.58↑ 5.79 5.84↑ 9.11 10.06↑

Random - 25.00 7.90 - -

Human - 93.35 63.69 - -

LLMs, we developed a set of scoring guidelines for annotators, including the definitions and relevant
examples for each score. The scoring guidelines of human evaluation are presented in Appendix C.

When designing the GPT-4 scoring range and the human scoring range, we have different motivations.
We hope that GPT-4’s scoring range can be as unbiased and detailed as possible, so we set its scoring
range to 1-10. But this scoring range is too fine-grained and difficult for humans, so we set the human
scoring range to 1-5. Therefore, for comparability of GPT-4 scores and human scores in Table 2, we
multiply human scores by 2 to match the range of GPT-4 scores.

3 Experiments

3.1 Experimental Settings

To better reflect the evaluation of FLUB’s fallacy understanding ability of LLMs, we select some
advanced LLMs that are widely used in the Chinese community: (1) ERNIE-Bot [15] is a series
of closed-sourced commercial LLMs released by Baidu. We evaluate the three latest chat mod-
els, including ERNIE-Bot-3.5, ERNIE-Bot-3.5-Turbo, and ERNIE-Bot-4.0. (2) ChatGPT [16]
ChatGPT is undoubtedly the hottest model developed by OpenAI. We evaluate GPT-3.5-Turbo and
GPT-4-Turbo. (3) ChatGLM3 [17] is the latest open-sourced model of the ChatGLM which is a
series of bilingual LLMs. We evaluate the only open-sourced parameter size of ChatGLM3-6B. (4)
Qwen [18] is the open-sourced LLMs developed by the Alibaba Group. We select three chat Qwen
models, including Qwen-7B-Chat, Qwen-14B-Chat, and Qwen-72B-Chat. (5) Yi [19] series models
are open-sourced LLMs trained from scratch by 01-AI. In our experiments, we select Yi-6B-Chat and
Yi-34B-Chat to be evaluated on FLUB. (6) Baichuan2 [20] has achieved the competitive performance
of its size on many Chinese benchmarks. We select Baichuan2-7B-Chat and Baichuan2-13B-Chat.

When running LLMs inference, for closed-sourced LLMs, we access corresponding models via
the official APIs. Meanwhile, open-sourced models are deployed on 1 to 4 NVIDIA A100 GPUs
depending on their parameter size.

3.2 Automatic Evaluation Results

The main results are presented in Table 1 and we have the following insights:

1. For the difficulty of different tasks, the Answer Selection task is the simplest, which
shows that LLMs should have a certain ability to distinguish right from wrong when seeing
correct and wrong answers. However, we also see that the performance of all models on
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the Cunning Type Classification task is unsatisfactory, with F-1 scores below 15.0, and
some models even perform below random performance. This deficiency may stem from the
models’ limited capability to comprehend the semantics of various cunning types.

2. For the connection between different tasks, the comparative outcomes among different
models across the three tasks are not consistent. Nevertheless, models that exhibit superior
performance in the Answer Selection task tend to generate more plausible explanations. This
phenomenon reminds us that there is a close relationship between the Answer Selection task
and the Fallacy Explanation task. The interaction between these two tasks is very critical for
improving the fallacy understanding ability of LLMs.

3. For the model performance of different scale parameters, overall, models of larger scale
are better equipped to understand cunning texts, which aligns with intuitive expectations. Of
course, there are exceptions. We find that for the Qwen and Yi models, as the parameter
size increases, the performance of the Cunning Type Classification task decreases. This
is because this task requires a deep understanding of the Chinese language, especially the
popular Internet language, and we observe that as the Qwen and Yi models become larger,
their ability to understand special Internet language becomes poorer. Besides, the another
reason for the poor cunning type classification performance of the models is that they cannot
accurately understand the defined types. Therefore, how to improve the perception ability
of LLMs for the cunning types will be the key challenge to improving the performance of
LLMs on the cunning classification task.

4. For the impact of Chain-of-Thought, to our surprise, Chain-of-Thought (CoT) does not
bring stable improvements to LLMs’ fallacy understanding ability. Especially for the Answer
Selection and Fallacy Explanation tasks, CoT even has negative impacts on some models.
We think there are two main reasons for this phenomenon: (1) We notice that when the
model size exceeds 10B, CoT still has positive effects on these two tasks. This reflects
the challenge of our tasks, which makes CoT unable to stimulate the small models to have
sufficient capabilities to cope with them. (2) For traditional QA tasks (such as commonsense
reasoning, mathematical reasoning, etc.), CoT can improve performance because these tasks
themselves are relatively logical, and the process of solving their questions can be modeled
as the logical reasoning process. Unlike these tasks, our tasks are not very logical problems
but require more intuition about the language. Hence, adding intermediate steps by the
CoT has no significant effect on our tasks. In summary, our proposed tasks deserve further
research to improve the fallacy understanding ability of LLMs.

5. For the overall performance, considering that the performance values of the three sub-tasks
are very different, we use the geometric mean to balance the impact of each sub-task and
avoid the excessive impact of a single extreme value on the overall performance. We see
that the overall performance of each model is basically consistent with common sense, that
is, the larger the model, the better the performance, and CoT also brings positive effects.
This shows that FLUB is of high quality and suitable to measure the fallacy understanding
ability of LLMs from an overall perspective.

6. For the human performance, we see that humans perform well on the Answer Selection
and Cunning Type Classification tasks, which reflects the considerable gap in fallacy un-
derstanding between human intelligence and LLMs. It also shows that our proposed new
benchmark and tasks are conducive to further promoting the progress of LLMs. Note that the
reason why the Fallacy Explanation task is not suitable for evaluating human performance
is that its automatic evaluation indicator is the GPT-4 Score. We think that using GPT-4 to
evaluate explanations written by humans is unreasonable and unnecessary.

3.3 The Impact of In-context Learning

We select 5 high-performing LLMs to study the impact of in-context learning on LLMs’ fallacy
understanding ability. Demonstrations used for in-context learning are randomly selected. As shown
in Figure 3, unlike Chain-of-Thought which has no stable positive effect, the LLMs’ performance
with in-context learning is basically on the rise as demonstrations increase. This indicates that letting
LLMs see more examples can improve their fallacy understanding ability, but the number of examples
must be large enough because we have also seen that when only one shot example is added, the
performance of LLMs sometimes declines compared to the zero-shot cases.
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Figure 3: The results of in-context learning with 0/1/2/5-shots demonstrations.

Table 2: Human evaluation on the explanation task. Note that we multiply the human results by 2
to normalize their range to be the same as the GPT-4 results’ range. The reported correlations are
Spearman’s rank correlation coefficients. All correlations are extremely significant with p < 0.01.

Models Human GPT-4 Correlation

GPT-4-Turbo 7.12 8.60 0.57
ERNIE-Bot-4.0 5.82 7.20 0.71
Qwen-72B-Chat 5.74 7.82 0.42
Yi-34B-Chat 5.42 6.44 0.74
Baichuan2-13B-Chat 4.42 5.84 0.63
Overall - - 0.69

3.4 Human Evaluation of Explanation

To verify the effectiveness of our designed automatic GPT-4 score for Task 3, we randomly select 50
data samples from FLUB, along with outputs from 5 high-performing LLMs for human evaluation by
our contracted annotators. From the human evaluation results in Table 2, we observe that:

1. The overall correlation coefficient between the automatic and human evaluation is 0.69,
indicating a high consistency between GPT-4 scores and human preferences. Besides, the
correlation results also verify the effectiveness of our designed GPT-4 score for Task 3.

2. Both automatic and human evaluations exhibit a broadly consistent ranking across the
selected five models. The GPT-4-Turbo achieves superior performance over all other
models. In contrast, human annotators perceive marginal performance disparities among
ERNIE-Bot-4.0, Qwen-72B-Chat, and Yi-34B-Chat models.

3. From the human evaluation results, except for GPT-4-Turbo, which can exceed the passing
score of 6, the performance of other LLMs is still not ideal, which shows that the community
still needs to further study how to improve the fallacy understanding ability of LLMs.

3.5 Case Study

To analyze FLUB’s challenges, we conduct case studies on the two advanced models with better
performance in the fallacy explanation task in Table 3. From the first case, we see that GPT-4-Turbo
gives a relatively perfect explanation, while ERNIE-Bot-4.0’s answer does not explain the causal
relationship clearly although its final conclusion is correct. According to ERNIE-Bot-4.0’s expla-
nation, if the egg is added with water, it can be restored. This is obviously wrong. In the second
case which is more difficult, both ERNIE-Bot-4.0 and GPT-4-Turbo easily fail when facing these
cunning texts. Specifically, ERNIE-Bot-4.0 follows the trap of the input text, not clearly stating that
“putting heads on the shore” is an impossible operation, but giving a dumbfounding explanation. In
comparison, GPT-4-Turbo’s performance is slightly better, but it does not perceive the trap in the
input text at all, resulting in an answer that is not what is questioned. It can be seen from these two
cases that LLMs’ ability to handle cunning texts is still insufficient.
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Table 3: We mark correct/partially correct/wrong explanations in green/orange/red.

Input Text 1
pxƃİċ¿őÐò iīr¿őkĞ
I have a question, will dried eggs turn into eggs if water is added to them?

Correct Answer
¿őÐ�b¿őÀ¨òłċ�[�ðùX“¿ő¹ īÐ”úp}ċ¢ĳ¿őÐò [iīr¿ő2
Dried eggs are concentrated and processed eggs, rather than the superficial meaning of “eggs become dry
due to lack of water”, so adding water to dried eggs will not turn them into eggs.

ERNIE-Bot-4.0

...¿őÐ�¿őúòł�ĕċ[�¿ő2ò [ŽÎ¿őÐŧòr¿ő...
Dried eggs are processed products of eggs, not eggs. Adding water will not
turn the dried eggs back into eggs.

GPT-4-Turbo

...¿őÐ�ōŖ² ]zú¿őõĕċò ĽŽÎÇĴþċ�[ŽÂf�òĤú¿őĨa...
Dried eggs are dehydrated egg products. Adding water can only soften them, but cannot return
them to their original egg state.

Input Text 2
¦şoÁ�u¯æċY �Ž�ì�£ĔňkĞ
Beginner swimmers are afraid of choking. Can they put their heads on the shore before entering the water?

Correct Answer
��ĈĹ¢úNŸXċÛă�Ĵ_ÔĹ¢ċ[�¯æĈ�ŏōæïÔ2
The head is part of the human body. If the head leaves the body, the person will die without choking him.

ERNIE-Bot-4.0

...b�Ÿ£�ĔňÔ[�Nņoėú¦şĸŁªŁ2¦şoÁ�Y �[òb�£�Ĕň...
Keeping your head on the bank is not a standard swim training practice. Beginner swimmers
should not put their heads on the shore before entering the water.

GPT-4-Turbo

...¦şoÁ��Y �łĳ��ĔňŁ®b�Ÿ£¶ {ÔÃÃÁiĊ�Ð�...
Beginner swimmers can practice putting their heads in the water on the shore and
slowly learn to control their breathing before entering the water.

4 Related Work

Reasoning Evaluation of LLMs Our FLUB is for evaluating the fallacy understanding ability of
LLMs, which is closely related to the reasoning of LLMs [21–23]. Therefore, we first review related
works on the commonsense and logical reasoning of LLMs. Commonsense Reasoning: Existing
commonsense reasoning benchmarks include CommonsenseQA [24], PIQA [25], Social IQA [26],
HellaSWAG [27], and MCTACO [28]. Their task is presented in the form of multiple-choice questions.
The recent LLMs reasoning evaluation works [29, 30] have demonstrated that LLMs represented by
ChatGPT often cannot accurately utilize commonsense knowledge for the reasoning process. Logical
Reasoning: For logical reasoning data resources, they can be mainly divided into two categories:
Natural Language Inference [31–33] and Multiple-Choice Reading Comprehension [34–37]. [38]
show that logical reasoning is very challenging for LLMs, especially for out-of-distribution data
samples. In summary, research on reasoning ability is the focus of the LLMs-centric research.

Humor in NLP We notice that some samples in FLUB contain humorous expressions. Therefore,
NLP research on humor [3, 39] is instructive for future exploration on FLUB. Particularly, as a
representative humor task, the word game task with puns as the core has been continuously paid
attention to by researchers [40–43]. According to our statistics, a large proportion of FLUB are cunning
texts belonging to word games. Therefore, we believe that how to improve the humor recognition and
processing capabilities of LLMs is also the key to improving the performance of LLMs on FLUB.

5 Limitations

One limitation of FLUB may be that it consists of Chinese data. In particular, many of the cunning
texts in FLUB have certain Chinese cultural and language characteristics as backgrounds, which places
extremely high demands on LLMs’ knowledge storage. However, as a community that cannot be
ignored in NLP, the development of Chinese LLMs has been devoted by generations of researchers.
In addition, using GPT-4 to evaluate the output of other LLMs is already a widely used method.
Although using GPT-4 to evaluate GPT-4 may be biased, using GPT-4 to evaluate other models still
has reference value. In addition, not only for the tasks we proposed, but also for other tasks, the
community is still actively exploring how to effectively evaluate LLMs. As a temporary compromise,
we remind readers that they should interpret the GPT-4 scores carefully.

9



6 Ethics Statement

In this paper, we present a new benchmark, FLUB. We have described the details of the collection,
preprocessing, and annotation of FLUB. And we ensure that no infringement or unethical behavior
occurred during the dataset construction. In terms of the data itself, to ensure that the dataset we need
to release in the future meets ethical requirements, we spend lots of energy on data anonymization,
data desensitization, improper data cleaning, etc. Besides, the cunning texts we are concerned about
come from daily life and are very common. Therefore, the new research direction and tasks we
propose will not cause harm to human society.

7 Conclusion

In this work, we construct FLUB, a high-quality benchmark consisting of cunning texts designed to
evaluate the fallacy understanding ability of LLMs. Furthermore, we evaluate advanced LLMs on
FLUB. Detailed analyses indicate FLUB is very challenging and of great research value. To date, most
existing LLMs still can not understand the fallacy well, which results in them being far from dealing
with complex problems in the real world as easily as humans. We believe that the benchmark and the
research direction we provide are valuable for the LLMs community.
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Input the following sentence to you, which 

contains some irrationality or humor. Please 

briefly explain what makes this sentence 

unreasonable or humorous within three sentences.

{sentence}

Please briefly answer the following questions 

within three sentences:

{sentence}

Task 3(a) Task 3(b)

Figure 4: Our designed prompts without the Chain-of-Thought idea. Task 3(a) is for the texts that are
not expressed in the form of inquiries. Task 3(b) is for inquiries.

Give you a sentence or question that contains 

some irrationality or humor. Then give you four 

options, you need to choose the one that best 

describes the irrationality or humor of the given 

sentence or question, and give your reasons for 

choosing that option.

Your output must strictly follow the following 

format:

Analyzeÿ<Briefly analyze which of the four 

options accurately describes the irrationality or 

humor of the given sentence or question, and 

explain why you chose that option>

Answerÿ<Only one of <A, B, C, D= can be 

output>

The following is the input:

{sentence}

Optionsÿ

{options}

Give you a sentence or question that contains 

some irrationality or humor. You need to explain 

what is unreasonable or humorous in one 

sentence, and then choose a type from the 

<candidate types= that best fits the sentence or 

question and explain why.

Candidate typesÿ{candidates}

Your output must strictly follow the following 

format:

Explainÿ<Explain what is unreasonable or 

humorous in one sentence>

Reasonÿ<Explain the reason for choosing the 

type from <candidate types=>

Typeÿ<The type selected from <candidate 

types=>

The following is the input:

{sentence}
Task 1 Task 2

Input the following sentence to you, which 

contains some irrationality or humor. Please 

think and reason step by step to point out the 

unreasonableness or humor of the sentence, give 

your analysis process, and finally give a brief 

explanation within three sentences. 

{sentence}

Please think and reason about the following 

questions step by step, give your analysis 

process, and finally give a brief answer within 

three sentences.

{sentence}

Task 3(a) Task 3(b)
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Figure 5: Our designed prompts with the Chain-of-Thought idea. Task 3(a) is for the texts that are
not expressed in the form of inquiries. Task 3(b) is for inquiries.

A Our Designed Prompts for FLUB

Our designed prompts without Chain-of-Thought for FLUB are shown in Figure 4. And the Chain-of-
Thought prompts for Task 1 and Task 2 are presented in Figure 5. For the convenience of reading, we
provide both prompts and their English translations. Note that we use Chinese prompts in specific
experiments because our data samples are in Chinese.

B Automatic Evaluation Prompt in Task 3

To enable GPT-4 can automatically score explanations generated by other LLMs according to the
settings of Task 3, we carefully design the corresponding prompt, as shown in Figure 6.

C Scoring Guidelines in Task 3

Scoring Objective For the LLMs’ output response to each input cunning text, please refer to the
given annotated answer to score the output response. This score will be used to measure the quality
of the model response and the degree of matching with the answer.

Scoring Rules The scoring values are defined as {1, 2, 3, 4, 5}. The higher the score, the higher the
quality of the model output. The specific definitions and examples of each score are as follows:
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Figure 6: The designed prompt of automatic evaluation for Task 3.

C.1 Definition and Examples of Score 1

Definition The LLM’s response doesn’t point out the irrationality or humor in the given text, which
is completely unrelated to the correct answer.

C.1.1 The First Example of Score 1

Input Text: Since instant noodles can be eaten dry, then dry crispy noodles can also be boiled? (Ň
§ĞĎùłĳÐWċĳÐ�ù­łĳ ßĞ)

Model Response: Yes, dry crispy noodles can also be boiled. Boil in boiling water until softened
and serve. (�úċÐ�ù­łĳ ß2bÇ£¶Ĥ {ßŴþiÆłŷ�2)

Correct Answer: Dry crispy noodles are crispy and delicious ready-to-eat snack food. You can eat
them as soon as you open the package. What people need is its crispness. So its taste will be lost
after being boiled. Therefore, crispy noodles cannot be boiled. (Ð�ù�NņĲ�łĶúÆŷâ
`Ƈŷĕċµ_Xō�łĳWċWú��ÞúĲ�ċ ß�bi�ĎÞúĶ�2¢ĳÐ�
ù[łĳ ß2)

C.1.2 The Second Example of Score 1

Input Text: To say that Ruozhi Bar is all a bunch of retards is that considered a compliment or an
insult? (ſ�à{ƍ�N��àċĒ�¯ŧ�ŀĜĞ)

Model Response: This sentence is insulting because it uses the derogatory term “retarded” to
describe a group of people and expresses contempt and insult to them. (ŨĸŨ�ŀĜċĶ�ÞÎ
�¹�Ř³“�à”ÌÁĔNģĈċðōÔŔĤĺúĊŏàýŀ2)

Correct Answer: “Ruozhi Bar” is the name of the post bar, and the IQ of the members inside has
nothing to do with what the post bar name is. “Retarded” means intelligence below the normal level,
and to say ‘Ruozhi Bar” is a bunch of retarded is an insult. (“�à{”�Á{aċŝùr¬úà�
\Á{a�Ď�ŅÄ2“�à”úp}�àí�ÜÎ� Ñċſ�à{ƍ�N��à�Nņ
ŀĜ2)

C.2 Definition and Examples of Score 2

Definition Although LLM’s response points out the unreasonable/humorous points in the given
text, the types and key points pointed out are inconsistent with the opinions of explanations.
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C.2.1 The First Example of Score 2

Input Text: Dreams are all reversed. I dream of myself looking in the mirror, so I am the one in the
mirror. (Ďƍ�ĠúċsĎ�ūŎØñ«ċ¢ĳs¯�ñ«ŝúĈ2)

Model Response: The humor of this sentence lies in the literal interpretation of the saying “Dreams
are all reversed”. Usually, people think that the scene in a dream is the opposite of reality, but in
this sentence, the author dreams of himself looking in the mirror, if we understand that “Dreams
are all reversed”, then the author is actually a reflection in the mirror, which is obviously an absurd
interpretation of reality, and therefore has a sense of humor. (Ũxĸ«úÛŶ�]�ÜŔ“Ďƍ�
Ġú”ŨNſŁú²ùŬś2ª�ċĈĺį�Ď{úĥÕ\ģùŮĠċ��Ũxĸ«{ċ«
�Ď�ūŎØñ«ċÛălØ“Ďƍ�Ġú”ÌzŬċĳ�«�ùÛX�ñ«ŝúbÐċŨ
¤§�ŔģùúÕũŬśċĶÏÈpÛŶ�2)

Correct Answer: “Dreams are all reversed” means that the dream is opposite to reality. If “I dream
of myself looking in the mirror” is contrary to reality, the reality should be “I do not look in the mirror
in reality”, rather than “I dream of myself looking in the mirror, and I am the person in the mirror”.
(“Ďƍ�Ġú”�jĎÛ\ģù�ŮĠúċ“sĎ�ūŎØñ«”\ģùŮĠċòŰ�“ģù{
čpØñ«”ċ�[�“sĎ�ūŎØñ«ċĠŖÌs�ñ{Ĉ”2)

C.2.2 The Second Example of Score 2

Input Text: If all three of Nezha’s heads suffered from cerebral thrombosis for ten years, did he
have cerebral thrombosis for ten years or thirty years? (ľfW�ƍöÔ�Ò�È{ĳ�Ē�Ò�
È{ŧ�W�Ò�È{Ğ)

Model Response: Nezha is a fictional character in Chinese mythology that does not exist. Cerebral
thrombosis is a cerebrovascular disease, usually caused by blood clotting in the blood vessels of the
brain resulting in brain hypoxia and ischemia. Therefore, the claim that Nezha’s three heads have
cerebral thrombosis is not realistic, let alone calculate whether it is ten years or thirty years. (ľf�
{œ×Ũ{úàëĈÛċčp�ù³�2�È{�Nņ�ÈĜĳĺċª��¦Ü�ŸÈĜ
ÖúÈğĮŐÁrúÈ{ŗŵ�Ÿ¹�¹È2ĶÏċľfW�ö�È{úſŁ�[¡\ù
ÛúċŚ[�ĬĒ��Òŧ�W�Ò2)

Correct Answer: Nezha is an individual, assuming Nezha’s three heads all have cerebral thrombo-
sis, it should be something that happens at the same time, and will not produce accumulation, so it
should not be 30 years. (ľf�Nxx¢ċ�ŉľfúWx�ƍöÔ�È{ċĳòŰ�`śĤ
�úÙĥċÔ[iõ�¬òċ¢ĳ[òŰ�W�Ò2)

C.3 Definition and Examples of Score 3

Definition The LLM’s response correctly points out the type of irrationality/humor, but the key
points of irrationality/humor pointed out by the correct answer are inconsistent. Alternatively, the
response is consistent with the key points of irrationality/humor pointed out by the correct answer,
but the judgment on the type of cunning text is inconsistent.

C.3.1 The First Example of Score 3

Input Text: The drug is partially poisonous with side effects, so we should not take the drug in
parts. (�òWXĽċ¢ĳò[ŽXW�ò2)

Model Response: The humor of this sentence lies in the misunderstanding of the literal and actual
meaning of the idiom “The drug is partially poisonous with side effects”. This idiom is meant to say
that any drug has potential side effects, while the sentence misunderstands “partially” to mean that
the drug should not be taken in parts, and thus draws the absurd conclusion that the drug cannot be
taken in three separate doses, which is obviously a comical distortion of the original meaning. (Ũĸ
«úÛŶ�]�ÜŔrŸ“�òWXĽ”ú²ùp}àùÛ��úźŬ2rŸ�p�ſŉ¤
òÛƍpË�úÁ«�ċ�ĸ«Çì“WX”źŬ�òÛòŰXrWxŸXt�ċĶÏöŋ
ÔNxÕ¸úőŅċÆòÛ[ŽlØW�X_t�ċŨ¤§�ŔòpúNņĿ·ŘŬ2)
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Correct Answer: “The drug is partially poisonous with side effects” refers to any drug will have
certain side effects if used improperly. “Partially” indicates that to a certain extent, there is no
meaning of “in parts”. Therefore, the conclusion “we should not take the drug in parts” cannot be
drawn from this sentence. (“�òWXĽ”jú�ŉ¤úòĕÛăÎ�[²úŨƍi³�Nõú
Á«�ċ“WX”ð³ú��Nõ�ĄXċÔčpXW�úp}ċ¢ĳ“�òWXĽ”ŨĸŨ
Ô[Žöŋ”ò[ŽXW�ò“ŨNőŅ2)

C.3.2 The Second Example of Score 3

Input Text: Did a knee-jerk reflex test on a friend, and the result was that his leg never lifted again
after the hammer was knocked down. This reflex arc is too long! (ŗrĞªĞƀ¸Šċőă¹Y
Ď�bĤúĀÞ­čĎĄŖċŨĠ`�­�ĔÔ{Ā)

Model Response: The knee-jerk reflex test is a simple test to check the function of the nervous
system. Normally, a light tap on the tendon below the knee will cause the leg to make a quick leg
lift motion. This sentence humorously exaggerates the amount of time the friend does not respond,
indicating that the reflex arc is unusually long, when in fact, if there is really no response, it may
indicate a neurological problem rather than the reflex arc length. In addition, using “never lifted
again” has a more humorous effect because it indicates a permanent state, which is impossible in
reality. (ĞƀĠ`¸Š�NņĨŌ×ōŷŝñŽúû¨¸ŠċÎ�ĥĆċĊĊ×ŌĞŌYĞ
úòiŗŵĀŸªŋŊ¯úĎĀú«2ŨĸŨÛŶ���ÔrĞčpĠòúśƉċý³Ġ
`�a��ĔċùÛXÛă�účpĠòċĳłŽðt³�×ōŷŝƃİċ�[�Ġ`�
Ĕ2Ïoċ�“Þ­čĎĄŖ”öòÔÛŶ­ăċĶ�Þý³ÔNņ¤��úĨaċŨ�ģ
ù{�[łŽú2)

Correct Answer: “His leg never lifted again after the hammer” indicates that the friend’s leg was
broken, and is not related to the length of the reflex arc, here is actually a humorous way to express
the matter of “breaking the friend’s leg”. (“¹YĎ�bĤúĀÞ­čĎĄŖ”ſtìrĞúĀµ
ĒÔċ\Ġ`�ĔŤčpÄŷċŨŝùÛX��ÛŶúĞnb“ìrĞĀµĒ”ðōŋÌ2)

C.4 Definition and Examples of Score 4

Definition The response correctly points out the type of irrationality/humor in the input text, and
the key points pointed out are correct, but the interpretation is not consistent with the correct answer.

C.4.1 The First Example of Score 4

Input Text: In a vegetable market, one finds vegetative persons instead. So it must have been a job
market before. (Ď�·ñĤģıxvÛĈň�ŝùċòÌ��Ũŝ�Ĉ·`�2)

Model Response: The humor of this sentence lies in the pun on the word “vegetative”. Usually,
“vegetative” refers to patients who have fallen into a persistent vegetative state due to a major illness
or injury, but here it is used to refer to “vegetable” in the literal sense, i.e., real plants. At the same
time, “job market” usually refers to a market for hiring “people” with the appropriate skill, but here it
is used teasingly to refer to a market with vegetative “people”. This linguistic coincidence creates an
absurd humorous effect. (Ũxĸ«úÛŶ�]�ÜÎ�Ô“vÛĈ”ŨxŘŸúğÄpÇ2ª
�ċ“vÛĈ”jú�ĳéĶ�Ş�ĳĺxsĎ�č¶dūvÛĨaúĺĈċ��ŨŝÞĳ
�Ìjı²ùp�Xú“vÛ”ċÆ�ÎúvÛ2`śċ“Ĉ·`�”ª��jĽØĈ¯ú`
�ċ��ŨŝÞĳq���ÌjNxvÛ`�ċŨņŸ�Xúń\m°ÔNņÕ¸úÛŶ
­ă2)

Correct Answer: The vegetable market refers to the market where vegetables are sold. “Vegetative”
is a special human state similar to the living state of plants, and the human body cannot lie in the
vegetable market. (�·ñ�j��±şú`�2“vÛĈ”�\vÛ�³ĨaŮ�úëõúĈ
¢ĨaċĈ¢�ŅŁňŪ�·ñ{ú2)

C.4.2 The Second Example of Score 4

Input Text: If you drink 82 Lafite, then you’ll live at least 82 years. (òÔ82ÒīŵŴmŽ
¨82Ý2)
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Model Response: The humor or irrationality of the sentence is that it establishes a false cause-and-
effect relationship, implying that drinking a certain vintage of wine guarantees living to the same
age as the vintage, which obviously has no scientific basis. In fact, a person’s lifespan is affected by
many factors, including genetics, lifestyle, medical conditions, and so on, rather than a single diet.
In addition, this statement also carries a kind of humorous exaggeration, because it uses an absurd
logic to attract attention and increase the interest of the words. (Űĸ«úÛŶx[\z�]�Ü
ÞŘŅÔNņ®źúĶăÄŷċý³òÔķÒŋúå�ãŽĬŌ¨�\ÒŋŮ`úÒģċ
Ũ¤§čpŊÁìÑ2ùÛXċĈúŚÑĪsņĶ�ÐġċXŎço1�¨Ğn1�ČÈ
ńÄċ�õ¨Núćŷ®ŏ2ÏoċŨņſŁ­�pNņÛŶú��ċĶ�Þ�NņÕ¸
úËĠÌ�tŔpċöòŨŸúİÇ�2)

Correct Answer: “82 Lafite” is a network buzzword that originated from scenes of opening Lafite
wine in movies and TV series. Since the Lafite red wine produced in 1982 is of good quality and
expensive, “82 Lafite” is synonymous with high standards to set off the character’s extravagant
spending and taste, rather than “Lafite has been drunk for 82 years”. (82ÒúīŵċÐŚ®Ô
ŸċþūÐŏ¹{_īŵúÍĠċ¦Ü82ÒúīŵĠãĕµÖ1Ņ¤hÂċ¢ĳ“82Òúī
ŵ”�Ųō¤úıaŘċÌôºĈÛú�ŢÛvàĕÇċ�[�“òÔ¼�ÚÒúīŵ”úp
}2)

C.5 Definition and Examples of Score 5

Definition The LLM’s response and the correct explanation are basically matched, the response
correctly points out the type of unreasonable/humorous points in the input text, the key points are
correct, and the explanation is basically consistent with the explanation.

C.5.1 The First Example of Score 5

Input Text: If a police officer commits a crime and turns himself in, is it considered to have made
meritorious contributions? (ñĺġÔÙĎūįĒ[Ē�éŅñ�Ğ)

Model Response: “Meritorious service” usually refers to the behavior of criminals who actively
cooperate with the police to detect other cases or fight criminal activities after committing a crime, so
as to reduce their own punishment. If the police officer has committed a crime and turned himself in,
and there is no further meritorious service, then this can usually only be counted as surrender, and
cannot be directly referred to as meritorious service. However, surrendering may lead to reduced
punishment according to relevant legal provisions. ("�éŅñ"ª�jú�ġéX«�ġébċ
ŨèÞ\ñĞõ¬ÇĤ°ńxŔùġé¨úċĜ�×ĩĠĊūŎcÙúÔ�2Ûăñĺġ
ÔébĎūįċÔbčpŪNÐúŅñðģċĳ�Ũª�ĽŽĒ«ūįċÔ[ŽŪĈũ�
�éŅñ2[ŖċūįłŽi¡ÑŮÄŁêōõĠĊ]Ù2)

Correct Answer: According to the provisions of Article 67 of the Criminal Law, “Surrender”
refers to the act of automatically surrendering to the police after committing a crime and truthfully
confessing one’s crime. If a criminal suspect or defendant under compulsory measures or a criminal
serving a sentence truthfully confesses other crimes that are not yet known to the judicial organs,
he shall be regarded as surrendering. “Meritorious service” means that the meritorious service
performance in criminal law refers to the performance of criminal suspects providing important
clues, exposing others’ crimes, etc., and can be mitigated after verification. Surrender confession by
oneself is one’s own crime, while meritorious service is to expose the crime of others, so the police
committing the crime to surrender is not regarded as meritorious service. (¡ÑcŁ§67Èúō
õċ“ūį”�jġéĳbūú÷°ċÛùêſūŎúéÔúÔ�2ĳŘĩ��čĢúġé
ĦĆĈ1ĳ�ĈàÎ�tcúéġċÛùêſŋŁ¡Äŧ�ïńú�ĈÇĤéÔúċĳū
įŅ2“�éŅñ”��jcŁ{úŅñðģ�jġéĦĆĈĳêŞĊĽ�1ŐĤĤĈġé
ÔÄúðģċōŌùúłĳĺöĠĊ]Ù2ūįêſú��ĈúéÔċ�éŅñ�ŐĤĤ
ĈéÔċ¢ĳÈ«ġÔÙĎūį[Ē�éŅñ2)

C.5.2 The Second Example of Score 5

Input Text: Officer Wang shot the hostage and saved the robber who could have been killed at any
time. (þñóŌńĈµċŬ¶ÔĥśłŽĳŋ§úý}2)
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Model Response: The unreasonableness of this sentence lies in the fact that Officer Wang’s actions
are contrary to the duties of ordinary police officers. Usually, the task of the police is to protect the
hostages and try to arrest the criminals, not to kill the hostages to protect the criminals. Thus, the
sentence reverses the duties of the police with an absurd logic that produces a humorous effect. (Ũ
ĸ«ú[\z�]�ÜþñóúÔú\N®ñĺúÌ°ŮĠ2ª�ĥĆYċñĺúŉó�
ĬĆĈµÔ�Š¾¸ġéX«ċ�[�ŌńĈµÌĬĆġéX«2ĶÏċŨxĸ«ĳNņ
Õ¸úËĠĸbÔñĺúÌ°ċõ�ÔÛŶ­ă2)

Correct Answer: As a police officer, what Wang should do is shoot the robber to save the hostage,
not shoot the hostage to save the robber. The fact that Wang killed the hostage by mistake is described
humorously. (þñó«�ñĺċòŰªú�Ōńý}Ŭ¶Ĉµċ�[�ŌńĈµŬ¶ý}ċ
Ũŝ�ÛŶúĞn¦ſÔþñóź§ĈµŨNÙù2)

D Datasheet For FLUB

D.1 Motivation

1. For what purpose was the dataset created? Was there a specific task in mind? Was there
a specific gap that needed to be filled? Please provide a description.

• In this work, we aim to challenge the reasoning and understanding abilities of LLMs
by proposing the FLUB containing cunning texts that are easy for humans to understand
but difficult for models to grasp. Specifically, we design three tasks with increasing
difficulty to test whether the LLMs can understand the fallacy and solve the “cunning”
texts: Answer Selection, (2) Cunning Type Classification, (3) Fallacy Explanation. We
hope and believe that our proposed FLUB and all our findings are crucial for LLMs to
comprehend the fallacy and handle cunning texts in the real world.

2. Who created the dataset (e.g., which team, research group) and on behalf of which
entity (e.g., company, institution, organization)?

• The dataset is presented by Tsinghua Knowledge Engineering Laboratory (SZ).

3. Who funded the creation of the dataset? If there is an associated grant, please provide the
name of the grantor and the grant name and number.

• This work is sponsored by NSFC, Guangdong Province, Shenzhen City, Peng Cheng
Laboratory, and Tsinghua Univerisity.

4. Any other comments?

• No.

D.2 Composition

5. What do the instances that comprise the dataset represent (e.g., documents, photos,
people, countries)? Are there multiple types of instances (e.g., movies, users, and ratings;
people and interactions between them; nodes and edges)? Please provide a description.

• All the instances in FLUB are represented by texts. We make our benchmark openly
available on the GitHub page (https://github.com/THUKElab/FLUB).

6. How many instances are there in total (of each type, if appropriate)?

• FLUB includes 834 instances. For fine-grained cunning types, “False Analogy” has 11
instances, “Lame Jokes” has 44 instances, “Phonetic Error” has 5 instances, “Ambi-
guity” has 35 instances, “Paradox” has 29 instances, “Factual Error” has 12 instances,
“Reasoning Error” has 445 instances, “Word Game” has 239 instances, and “Undefined”
has 14 instances.

7. Does the dataset contain all possible instances or is it a sample (not necessarily random)
of instances from a larger set? If the dataset is a sample, then what is the larger set? Is the
sample representative of the larger set (e.g., geographic coverage)? If so, please describe
how this representativeness was validated/verified. If it is not representative of the larger set,
please describe why not (e.g., to cover a more diverse range of instances, because instances
were withheld or unavailable).
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• FLUB has contained all possible instances, because we have tried our best to collect as
much data as possible from “Ruozhiba” and conducted strict manual annotation.

8. What data does each instance consist of? “Raw” data (e.g., unprocessed text or images)
or features? In either case, please provide a description.

• Each instance consists of the input cunning text, cunning type, fallacy explanation,
candidate answers, and the corresponding correct option, as illustrated in Figure 1b.

9. Is there a label or target associated with each instance? If so, please provide a description.

• There is a cunning type for each instance, which describes the cunning type of each
input text.

10. Is any information missing from individual instances? If so, please provide a description,
explaining why this information is missing (e.g., because it was unavailable). This does not
include intentionally removed information, but might include, e.g., redacted text.

• No.

11. Are relationships between individual instances made explicit (e.g., users’ movie ratings,
social network links)? If so, please describe how these relationships are made explicit.

• Not applicable.

12. Are there recommended data splits (e.g., training, development/validation, testing)? If
so, please provide a description of these splits, explaining the rationale behind them.

• No, because FLUB is a benchmark test set, all its instances are used for testing LLMs,
regardless of training/validation.

13. Are there any errors, sources of noise, or redundancies in the dataset? If so, please
provide a description.

• No.

14. Is the dataset self-contained, or does it link to or otherwise rely on external resources
(e.g., websites, tweets, other datasets)? If it links to or relies on external resources, a) are
there guarantees that they will exist, and remain constant, over time; b) are there official
archival versions of the complete dataset (i.e., including the external resources as they
existed at the time the dataset was created); c) are there any restrictions (e.g., licenses, fees)
associated with any of the external resources that might apply to a dataset consumer? Please
provide descriptions of all external resources and any restrictions associated with them, as
well as links or other access points, as appropriate.

• FLUB is self-contained.

15. Does the dataset contain data that might be considered confidential (e.g., data that is
protected by legal privilege or by doctor–patient confidentiality, data that includes the
content of individuals’ non-public communications)? If so, please provide a description.

• No.

16. Does the dataset contain data that, if viewed directly, might be offensive, insulting,
threatening, or might otherwise cause anxiety? If so, please describe why.

• No. We have conducted a strict data cleaning process to ensure that FLUB does not
contain unethical data.

17. Does the dataset identify any subpopulations (e.g., by age, gender)? If so, please
describe how these subpopulations are identified and provide a description of their respective
distributions within the dataset.

• No.

18. Is it possible to identify individuals (i.e., one or more natural persons), either directly or
indirectly (i.e., in combination with other data) from the dataset? If so, please describe
how.

• No.

19. Does the dataset contain data that might be considered sensitive in any way (e.g.,
data that reveals race or ethnic origins, sexual orientations, religious beliefs, political
opinions or union memberships, or locations; financial or health data; biometric or
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genetic data; forms of government identification, such as social security numbers;
criminal history)? If so, please provide a description.

• No.

20. Any other comments?

• No.

D.3 Collection Process

21. How was the data associated with each instance acquired? Was the data directly observ-
able (e.g., raw text, movie ratings), reported by subjects (e.g., survey responses), or indi-
rectly inferred/derived from other data (e.g., part-of-speech tags, model-based guesses
for age or language)? If the data was reported by subjects or indirectly inferred/derived
from other data, was the data validated/verified? If so, please describe how.

• We collect raw text data from “Ruozhiba” in Baidu Tieba, as described in Section 2.1.
The data is directly observable at https://github.com/THUKElab/FLUB.

22. What mechanisms or procedures were used to collect the data (e.g., hardware appara-
tuses or sensors, manual human curation, software programs, software APIs)? How
were these mechanisms or procedures validated?

• We use web crawlers to automatically crawl the raw data, and we perform manual
filtering and filtering to validate the crawled data, as described in Section 2.1.

23. If the dataset is a sample from a larger set, what was the sampling strategy (e.g.,
deterministic, probabilistic with specific sampling probabilities)?

• Not applicable.

24. Who was involved in the data collection process (e.g., students, crowdworkers, contrac-
tors) and how were they compensated (e.g., how much were crowdworkers paid)?

• We hired crowdworkers to clean the raw data and paid each person $0.50 per piece of
raw data.

25. Over what timeframe was the data collected? Does this timeframe match the creation
timeframe of the data associated with the instances (e.g., recent crawl of old news articles)?
If not, please describe the timeframe in which the data associated with the instances was
created.

• The raw data of FLUB was collected in in October 2023. The task characteristics of FLUB
are not time-sensitive, so the collection time is not associated with the data instances.

26. Were any ethical review processes conducted (e.g., by an institutional review board)?
If so, please provide a description of these review processes, including the outcomes, as well
as a link or other access point to any supporting documentation.

• Not applicable. Our data collection process does not involve human or animal experi-
ments. In addition, according to the Baidu Bar agreement, the data on Baidu Tieba can
be used for academic research free of charge and without liability. Therefore, our data
collection process does not require the involvement of an ethical review board.

27. Did you collect the data from the individuals in question directly, or obtain it via third
parties or other sources (e.g., websites)?

• We collect raw text data from “Ruozhiba” in Baidu Tieba, as described in Section 2.1.

28. Were the individuals in question notified about the data collection? If so, please describe
(or show with screenshots or other information) how notice was provided, and provide a link
or other access point to, or otherwise reproduce, the exact language of the notification itself.

• Not applicable. According to the Baidu Bar agreement, the data on Baidu Tieba can be
used for academic research free of charge and without liability.

29. Did the individuals in question consent to the collection and use of their data? If so,
please describe (or show with screenshots or other information) how consent was requested
and provided, and provide a link or other access point to, or otherwise reproduce, the exact
language to which the individuals consented.

22



• Yes. According to the Baidu Bar agreement, the data on Baidu Tieba can be used for
academic research free of charge and without liability.

30. If consent was obtained, were the consenting individuals provided with a mechanism to
revoke their consent in the future or for certain uses? If so, please provide a description,
as well as a link or other access point to the mechanism (if appropriate).

• Not applicable.

31. Has an analysis of the potential impact of the dataset and its use on data subjects (e.g.,
a data protection impact analysis) been conducted? If so, please provide a description of
this analysis, including the outcomes, as well as a link or other access point to any supporting
documentation.

• Yes. The cunning texts we are concerned about come from daily life and are very
common. Therefore, the new research direction and tasks we propose will not cause
harm to human society.

32. Any other comments?

• No.

D.4 Preprocessing/cleaning/labeling

33. Was any preprocessing/cleaning/labeling of the data done (e.g., discretization or bucket-
ing, tokenization, part-of-speech tagging, SIFT feature extraction, removal of instances,
processing of missing values)? If so, please provide a description. If not, you may skip the
remaining questions in this section.

• Yes. We employ annotators to manually filter out irrelevant posts that do not present
cunning texts. Since the collected original posts contain irrelevant content such as links
and images, we also require annotators to extract the fallacious and illogical contents
from the raw post and rewrite them into a complete sentence. Besides, it is worth
noting that we carefully ensure that the texts in FLUB are ethical texts. This process
includes user information anonymization, sensitive information removal, and filtering
of impolite posts.

34. Was the “raw” data saved in addition to the preprocessed/cleaned/labeled data (e.g., to
support unanticipated future uses)? If so, please provide a link or other access point to
the “raw” data.

• No.

35. Is the software that was used to preprocess/clean/label the data available? If so, please
provide a link or other access point.

• No.

36. Any other comments?

• No.

D.5 Uses

37. Has the dataset been used for any tasks already? If so, please provide a description.

• No.

38. Is there a repository that links to any or all papers or systems that use the dataset? If
so, please provide a link or other access point.

• No.

39. What (other) tasks could the dataset be used for?

• Based on our constructed FLUB and its annotation information, we design three tasks
with increasing difficulty to test whether the LLMs can understand the fallacy and
solve the “cunning” texts. Specifically, (1) Answer Selection: The model is asked to
select the correct one from the four answers provided by FLUB for each input text. (2)
Cunning Type Classification: Given a cunning text as input, the model is expected to
directly identify its fallacy type defined in our scheme. (3) Fallacy Explanation: We
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hope the model sees a cunning text and intelligently generates a correct explanation for
the fallacy contained in the text, just like humans, without falling into its trap.

40. Is there anything about the composition of the dataset or the way it was collected
and preprocessed/cleaned/labeled that might impact future uses? For example, is there
anything that a dataset consumer might need to know to avoid uses that could result in unfair
treatment of individuals or groups (e.g., stereotyping, quality of service issues) or other risks
or harms (e.g., legal risks, financial harms)? If so, please provide a description. Is there
anything a dataset consumer could do to mitigate these risks or harms?

• No.

41. Are there tasks for which the dataset should not be used? If so, please provide a
description.

• According to the characteristics of the data in FLUB, it is known that in addition to the
three benchmark tasks we designed, we think that it may also be suitable for improving
the reasoning ability and humor ability of LLMs. Beyond that, FLUB may not be
suitable for other tasks.

42. Any other comments?

• No.

D.6 Distribution

43. Will the dataset be distributed to third parties outside of the entity (e.g., company,
institution, organization) on behalf of which the dataset was created? If so, please
provide a description.

• Yes, the dataset has been open-source.

44. How will the dataset will be distributed (e.g., tarball on website, API, GitHub)? Does
the dataset have a digital object identifier (DOI)?

• The data is available through https://github.com/THUKElab/FLUB.

45. When will the dataset be distributed?

• The dataset has been open-source.

46. Will the dataset be distributed under a copyright or other intellectual property (IP)
license, and/or under applicable terms of use (ToU)? If so, please describe this license
and/or ToU, and provide a link or other access point to, or otherwise reproduce, any relevant
licensing terms or ToU, as well as any fees associated with these restrictions.

• FLUB is published under Creative Commons Attribution-NonCommercial 4.0 Interna-
tional (CC BY-NC 4.0), which means everyone can use this dataset for non-commercial
research purposes.

47. Have any third parties imposed IP-based or other restrictions on the data associated
with the instances? If so, please describe these restrictions, and provide a link or other
access point to, or otherwise reproduce, any relevant licensing terms, as well as any fees
associated with these restrictions.

• We collect raw text data from “Ruozhiba” in Baidu Tieba. According to the Baidu Bar
agreement, the data on Baidu Tieba can be used for academic research free of charge
and without liability.

48. Do any export controls or other regulatory restrictions apply to the dataset or to
individual instances? If so, please describe these restrictions, and provide a link or other
access point to, or otherwise reproduce, any supporting documentation.

• No.

49. Any other comments?

• No.
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D.7 Maintenance

50. Who will be supporting/hosting/maintaining the dataset?

• Tsinghua Knowledge Engineering Laboratory (SZ) will support hosting of the dataset.

51. How can the owner/curator/manager of the dataset be contacted (e.g., email address)?

• The manager of FLUB can be contacted through:

• Email (liyinghu20@mails.tsinghua.edu.cn)

• GitHub issues (https://github.com/THUKElab/FLUB/issues).

52. Is there an erratum? If so, please provide a link or other access point.

• There is no erratum for our first release. Errata will be documented on the dataset
website as a future release.

53. Will the dataset be updated (e.g., to correct labeling errors, add new instances, delete in-
stances)? If so, please describe how often, by whom, and how updates will be communicated
to dataset consumers (e.g., mailing list, GitHub)?

• Yes. Once any other researchers find that FLUB needs to be updated, we will immediately
update it through GitHub.

54. If the dataset relates to people, are there applicable limits on the retention of the data
associated with the instances (e.g., were the individuals in question told that their data
would be retained for a fixed period of time and then deleted)? If so, please describe
these limits and explain how they will be enforced.

• Not applicable.

55. Will older versions of the dataset continue to be supported/hosted/maintained? If so,
please describe how. If not, please describe how its obsolescence will be communicated to
dataset consumers.

• Yes. We will continue to support FLUB. Once any other researchers find that FLUB needs
to be updated, we will immediately update it through GitHub.

56. If others want to extend/augment/build on/contribute to the dataset, is there a mecha-
nism for them to do so? If so, please provide a description. Will these contributions
be validated/verified? If so, please describe how. If not, why not? Is there a process for
communicating/distributing these contributions to dataset consumers? If so, please provide
a description.

• Yes. Once any other researchers find that FLUB needs to be updated, after they contact
us via email or GitHub, we will review the data they want to expand. After the new
data passes review, we will immediately update it to GitHub.

57. Any other comments?

• No.

E Metadata and Data Format of FLUB

E.1 Croissant Metadata

To provide the key descriptive information of FLUB more clearly and improve the traceability
and reproducibility of our data, we also provide the Croissant metadata of FLUB, please refer
to the link https://github.com/THUKElab/FLUB/blob/main/FLUB_croissant_metadata.json

for details.

E.2 Data Format

Listing 1: The data format of our FLUB.

1{

2"text": "The input cunning text",

3"is_question": "Is the input cunning text a question ?",
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4"type": "The cunning type of the input text for the Cunning Type

Classification task.",

5"explanation": "The correct explanation of the input text for

the Fallacy Explanation task.",

6"id": "The id of each data sample",

7"options": {

8"A": "The candidate answer 1 for the input text (question)",

9"B": "The candidate answer 2 for the input text (question)",

10"C": "The candidate answer 3 for the input text (question)",

11"D": "The candidate answer 4 for the input text (question)"

12},

13"answer": "The correct answer for the Answer Selection (Multiple

Choice) task."

14}

F Author Statement of FLUB

We, as the authors of the FLUB dataset, hereby declare the following:

1. Responsibility Statement: The creation, organization, and publication of FLUB are entirely
our responsibility. We confirm that all data were legally obtained and do not infringe on
the intellectual property or other rights of any third party. In the event of any disputes or
legal liabilities arising from the use of this dataset, we, as the authors, will assume full
responsibility.

2. Data License: This dataset is released under the following license: Creative Commons
Attribution-NonCommercial 4.0 International (CC BY-NC 4.0). Users must comply with the
terms of this license agreement when using this dataset. For detailed license terms, please
refer to CC BY-NC 4.0.

3. Data Integrity and Quality: We have made every effort to ensure the integrity and quality
of FLUB. However, due to the dataset’s size and complexity, we cannot guarantee it to be
completely error-free. If any errors or omissions are discovered, please contact us for
corrections and updates.

4. Ethical Statement: We have strictly adhered to relevant ethical guidelines during the data
collection and processing stages to ensure that the use of this dataset does not negatively
impact or harm any individual or organization.
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