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Faster Linear Systems and Matrix Norm Approximation via Multi-level
Sketched Preconditioning

Michat Dereziniski* Christopher Musco! Jiaming Yang?

Abstract

We present a new class of preconditioned iterative methods for solving linear systems of the form Ax = b.
Our methods are based on constructing a low-rank Nystrom approximation to A using sparse random matrix
sketching. This approximation is used to construct a preconditioner, which itself is inverted quickly using
additional levels of random sketching and preconditioning.

We prove that the convergence of our methods depends on a natural average condition number of A, which
improves as the rank of the Nystrom approximation increases. Concretely, this allows us to obtain faster
runtimes for a number of fundamental linear algebraic problems:

1. We show how to solve any n x n linear system that is well-conditioned except for k outlying large
singular values in O(n*%® + k*) time, improving on a recent result of [Dereziriski, Yang, STOC 2024]
for all k > n%7.

2. We give the first O(n? 4+ d»*) time algorithm for solving a regularized linear system (A + AI)x = b,

where A is positive semidefinite with effective dimension dy = tr(A(A + AI)™'). This problem arises in
applications like Gaussian process regression.

3. We give faster algorithms for approximating Schatten p-norms and other matrix norms. For example,
for the Schatten 1-norm (nuclear norm), we give an algorithm that runs in O(n*'!) time, improving on
an O(n*'®) method of [Musco et al., ITCS 2018].

All results are proven in the real RAM model of computation. Interestingly, previous state-of-the-art algorithms
for most of the problems above relied on stochastic iterative methods, like stochastic coordinate and gradient
descent. Our work takes a completely different approach, instead leveraging tools from matrix sketching.

1 Introduction

We consider the complexity of solving a system of linear equations: given an n X n matrix A and an n-
dimensional vector b, find x such that Ax = b. This ubiquitous task in numerical linear algebra has
applications across data science and machine learning, the physical sciences, engineering, and more. Despite
many existing methods for solving linear systems, they remain a major computational bottleneck, so faster
algorithms are a subject of active research. Much of the progress on faster algorithms concentrates on designing
methods tailored for matrices with special structure, such as Laplacian, Toeplitz, or Hankel matrices, among
others [KKM79,XXG12,ST14a, KMP12,KS16, CKK™18,PV21]. Progress on general, unstructured linear systems
has been slower.

One direction for developing faster algorithms is to improve on fast matrix multiplication. Thanks to Strassen’s
reduction showing that matrix inversion is equivalent to matrix multiplication [Str69, Pan84, CW87, Will2],
general linear systems can be solved in O(n*) time, where w < 2.372 is the current best known matrix
multiplication exponent [WXXZ23]. Another approach is to solve linear systems via iterative refinement, for
instance using deterministic methods such as the Conjugate Gradient (CG) or Lanczos algorithms [HS52], or
stochastic approaches like randomized coordinate descent [SV09,L1.10,1.S13]. Iterative methods tend to be faster
in many practical settings, as their runtime typically scales only quadratically with n, i.e., as O(n?). However, the
runtime of typical iterative methods involves a multiplicative factor depending on the condition number of A (the
ratio between its largest and smallest singular values) or related parameters, making them largely incomparable
to solvers based on fast matrix multiplication.

*University of Michigan (derezinQumich.edu)
fNew York University (cmusco@nyu.edu)
fUniversity of Michigan (jiamyang@umich.edu)

Copyright (© 2025 by SIAM
Unauthorized reproduction of this article is prohibited

1972



Downloaded 03/13/25 to 216.165.95.176 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

One way to address this issue is to introduce a problem parameter k, such that any ill-conditioned part of A
is restricted to a k-dimensional subspace. Formally, we ask:

PROBLEM 1.1. What is the time complezity of solving an n X n linear system Ax = b such that matriz A has at
most k singular values larger than O(1) times its smallest singular value?

When k = n, our fastest methods for solving Problem 1.1 run in O(n*) time via fast matrix multiplication. When
k = 0, the problem can be solved in O(nQ) time via any standard iterative solver such as CG. We are interested
in the arguably more interesting intermediate regime, where A is a combination of a low-rank ill-conditioned
matrix and a full-rank well-conditioned one. Such matrices arise often in practice, either due to various forms of
regularization that are prevalent in machine learning, statistics and optimization [BV04,ZDW13,DW18,DM24], or
due to the presence of isotropic noise coming from measurement error, rounding, or compression [LW11,LGW'21].

A standard approach to Problem 1.1 is to construct an approximation to the rank k& subspace identified by
A’s top singular values. That information can be used to precondition an iterative solver so that it runs in
O(n2) time [HMT11]. Constructing a sufficiently accurate approximation to the top subspace requires (block)
power iteration or related methods [MM15], which take O(n®(1:11o8, %)) time, where w(1,1,log, k) € [2,w] is the
exponent of rectangular matrix multiplication between an n x n and n x k matrix [LG12].> This approach already
interpolates between the two extremes of the problem. In fact, it achieves a near-optimal O(nQ) runtime for
k= O(n"32%).

Recently, [DY24] give the first improvement on this baseline by presenting a randomized Kaczmarz-like
iterative method that solves Problem 1.1 in time O(n2 + nk®~1). This result leads to an optimal O(n2) runtime

for any k = O(nﬁ) = O(n%7), and for larger k it gradually degrades to O(n®).

1.1 Main Results It might appear as though the result of [DY24] is optimal. In particular, the currently best
known algorithms for finding even a coarse (Frobenius norm error) approximation of the top rank k subspace
of A also require O(n? 4+ nk*~1) time [CW13, CEM*15, CMM17, CCKW22], and finding such an approximation
seems like a prerequiste for solving Problem 1.1. The contribution of this paper is to present an algorithm that
breaks through this complexity barrier. Along the way, we give new state-of-the-art runtimes for two other central
problems in linear algebra that are closely related to Problem 1.1: kernel ridge regression [ACW17] and Schatten
norm approximation [MNS'18].

Concretely, we prove the following result, which improves on the previously best known time complexity of
O(n? 4 nk*~1) for Problem 1.1 for all & = Q(n%"®). See Figure 1 for a comparison.

THEOREM 1.1. (MAIN RESULT, INFORMAL THEOREM 3.1) Given an invertible n x n matriz A with at most k
singular values larger than O(1) times its smallest singular value, and a length n vector b, there is an algorithm
that, with high probability, computes X such that ||Ax — b|| < €||b]| in time?:

0 ((n®%% +k*) -log” 1/€) .

To understand the significance of Theorem 1.1, consider the following special instance of Problem 1.1, where
A is a block-diagonal matrix with one k£ x k block that contains an arbitrary ill-conditioned matrix, and a second
(n—k) x (n—k) block that contains a well-conditioned (but non-trivial) matrix. Solving such a linear system
is equivalent to solving a small worst-case k X k linear system and a dense, well-condition system. Thus, under
the assumption that the worst-case time complexity of linear systems is governed by the complexity of matrix
multiplication, we can lower bound the cost of solving Problem 1.1 with current fast matrix multiplication by
Q(n? + k) (this is formalized in Theorem 7.1). In comparison, our approach yields O(n26% 4+ k) time, which
matches the lower bound up to n%%5 everywhere and up to logarithmic factors for k = Q(n°-87).

Surprisingly, our algorithm departs from the stochastic optimization approach used in the prior work of
[DY24]. Instead, we employ a deterministic solver with a randomized preconditioner. To do so, we combine two
main ingredients. First, building on prior work [FTU23, DEF+23], we show that even a very coarse approximation
to A’s top rank k subspace can be used to construct a “good enough” preconditioner. In particular, we can replace
the use of algorithms like block power method with more efficient, but less accurate, linear-time sketching methods

IThis corresponds to the O(n?k) time for classical multiplication of n X n and n x k matrices.
2We use O(-) to hide logarithmic dependencies on the dimension n and the condition number of A.
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Figure 1: Time complexity for solving an nxn linear system with k& = n? large singular values under current matrix
multiplication exponent w &~ 2.372. The z-axis denotes the exponent 6, while the y-axis denotes the exponent
f in the time complexity O(n?). The yellow line is our work (Theorem 1.1), with the yellow area showing the
complexity improvement compared to prior work. The red line denotes a lower bound for the problem, which
we prove in Theorem 7.1. The red area is unachievable under the assumption that solving general dense linear
systems requires Q(n®) time.

for low-rank approximation [CW13]. Second, we show that it is possible to avoid the final step of such methods,
which requires a prohibitive O(nk“’*l) cost to explicitly construct a rank k subspace approximating A’s top
singular vectors. Instead, using O(nk + k%) preprocessing time, we show how to maintain a data structure that
lets us perform inexact matrix-vector products with an inverted low-rank preconditioner. The data structure
involves additional levels of solving linear systems with randomized sketching and preconditioning methods,
resulting in a framework that we call Multi-level Sketched Preconditioning (MSP). We discuss details of
our approach further in Section 1.2. Before doing so, we highlight two additional applications of the framework
beyond Theorem 1.1.

Regularized linear systems. An important case of linear systems that are well-conditioned except for a
few large singular values are those that are explicitly regularized by adding a scaled identity, AI, to a positive
semidefinite matrix A. This setting arises, for instance, in kernel ridge regression [EAM14, RCR17,MM17,ACW17,
FTU23] and second-order optimization [Lev44, Mar63, MS12,JJM23]. Prior results have shown that such linear
systems can be solved in O(n? + nd\“~") time, where dy = tr(A(A + AXI)~!) < 7n is the so-called M-effective
dimension of the problem, often much smaller than n [ACW17,MM17]. We improve on this by using Multi-level
Sketched Preconditioning, leading to a time complexity of O(n? 4 dy“), which is optimal (up to log factors).

THEOREM 1.2. (REGULARIZED LINEAR SYSTEMS, INFORMAL THEOREM 3.2) Given an n X n positive semidefi-
nite matriz A, an n-dimensional vector b, and A > 0, there is an algorithm that, with high probability, computes
x such that ||(A + AI)X — b|| < €||b|| in time:

0 ((n®+d\*) - log® 1/€), where dy=tr(A(A+AI)7").

Matrix norm estimation. Linear systems often arise in algorithms for solving other matrix problems,
including linear and semidefinite programming [CLS21, JKL"20], least squares and [, regression [Sar06, RT08,
MM13,CP15,CD21], and for estimating various matrix properties [MNST18]. Our new algorithms can be used to
speed up any of these tasks. As a motivating example, we show how to improve methods for estimating various
matrix norms, a fundamental problem in linear algebra. We build on an approach of [MNS'18], which uses
regularized linear system solves to build rational function approximations that, when combined with stochastic
trace estimation methods [Hut90], allow for the estimation of various functions of the singular values faster than
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O(n%) time, i.e. faster than the time it takes to compute all singular values outright.*

Perhaps the most important example is the sum of the singular values, i.e., the Schatten l-norm ||A];
(a.k.a. nuclear norm). [MNS*18] shows how to obtain a (1 + €) multiplicative approximation to [|A|[; in time
O(n2'18poly(1 /€)). This is a surprising result, as no previous methods were able to beat the O(n“) complexity
of computing a full SVD. Moreover, work in fine-grained complexity (specifically, on triangle detection lower
bounds) suggests that O(n*) is tight for high-accuracy approximation (i.e., ¢ = poly(1/n)) [MNST18, WW10].
By replacing the stochastic iterative methods used in [MNS*18] with our MSP solvers, we make further progress
on this problem.

THEOREM 1.3. (SCHATTEN 1-NORM ESTIMATION, COROLLARY OF THEOREM 3.3) Given annxn matriz A and
€ > 0, there is an algorithm that, with high probability, computes X € (1 +¢€)||A|1 in time:

O(n*''poly(1/e)).

In fact, we show that our linear solver improves the exponent of n in the time complexity of Schatten p-norm
estimation for any p € (0,1.5), and it can also be used to approximate other matrix norms such as the Ky Fan
and Orlicz norms. See Section 3.2 for a discussion.

1.2 Our Techniques The starting point for our Multi-level Sketched Preconditioning comes from work on
solving regularized systems of the form (A4 AI)x = b, where A is positive definite (PD). Here, a central technique
for preconditioning is the Nystrom method [Nys30, WS01,GM16,MM17], which uses randomized sketching or sub-
sampling to build a low-rank approximation for A. As an illustration, let S € R'*™ be a subsampling matrix,
so that AST contains a random subset of [ columns from A. The classical Nystrom approximation is defined as
Anys = CW™ICT, where C = AS is the column submatrix and W = SAST is the corresponding ! x [ principal
submatrix of A. This can be extended to other sketching methods by replacing S with a sparse random matrix
(CountSketch, OSNAP, LESS, etc. [CW13,NN13, Cohl16, DLDM21]) or a Subsampled Randomized Hadamard
Transform (SRHT, [AC09, Tro11]), all of which can be multiplied by A in O(n?) time. With sufficiently large sketch
size (namely, proportional to the effective dimension dy = tr(A(A + AI)™!)), one can show that M = A,y + A
is a good preconditioner for A + M1, i.e., the condition number of M~!(A + AI) is constant. At the same time,
M-! can be applied quickly due to its decomposmon into C and W. Concretely, using the inversion formula
M= 1(I- C(CTC +AW)~1CT), we can compute M~'r for any vector r in O(nl) time after precomputing

(CTC+ AW)~1in O(nl*~1) time.

Average Condition Number Bounds via Nystrom Preconditioning. We improve on standard Nystrom
preconditioning in two important ways. First, replacing the subsampling matrix S with a sparse sketching
matrix [CNW16], we leverage a moment version of the oblivious subspace embedding property in conjunction
with a spectral norm error low-rank approximation bound, to show that even when solving an unreqularized
system Ax = b, a preconditioner of the form M = Anys + AI can significantly improve conditioning. Note that
the scalar A is now a parameter of the algorithm, and not of the problem, as was the case for standard Nystrom
preconditioning. We prove that, using Nystrom approximation with sketch size O(1) for any integer l, we can
choose )\ so that the condition number of the preconditioned system M~!A can be reduced to O( ) where
K= 75 ZDI Zi ig the average condition number of A, excluding its top [ singular values (here o; are the
singular values of A listed in a decreasmg order). We observe that the quality of the preconditioner exhibits a
dependence on [ both through the 7 factor and the condition number ;. Thus, obtaining the best condition
number requires carefully tuning the parameter ¢ for each application. For example, if A has at most k large
singular values, as in Problem 1.1, then &; = O(1) for any [ > k, but due to the dependence on %, increasing !
past k still improves the preconditioner. Unfortunately, this happens at the expense of increasing the O(nl‘*’*l)
cost of inverting the Nystrom approximation, which motivates our second contribution.

Two-level Preconditioning for Positive Definite Systems. Instead of computing M~! = %(I —C(C'C+
/\W)_lcT) explicitly, as in standard Nystrom preconditioning, we focus on simply implementing matrix-vector

3Concretely, [MNS*18] estimates quantities of the form tr(f(A)), with the nuclear norm equal to the case where f(z) = |z|.
Stochastic trace estimation methods like Hutchinson’s estimator and related techniques approximate tr(f(A)) by computing g7 f(A)g
for randomly chosen g [MMMW21].

Copyright (© 2025 by SIAM
Unauthorized reproduction of this article is prohibited

1975



Downloaded 03/13/25 to 216.165.95.176 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

multiplications with M™!, which suffice to apply a preconditioned iterative method like CG or Lanczos. The
main challenge in doing so is to implement efficient multiplications with (CTC+ AW)™!, i.e., to solve the system
(CTC+ AW)x = r. We show how to do this using a second level of sketching and preconditioning. In particular,
since C is a tall n x | matrix, the linear system (CTC + AW)x = r can be solved efficiently by preconditioning
with CT®T®C + AW, where ® is an O(l) x n sketching matrix (specifically, an oblivious subspace embedding).
The preconditioner CT®T ®C + AW can be constructed and inverted in just O(nl + [*) time, which leads to
an upfront cost of O(nl + 1*) for implementing O(nl) time matrix-vector multiplications with M~!. This is
a significant improvement on the O(nl“’l) required by explicit inversion. Overall, we obtain a complexity of
O~(n2\/n7/l +1v) for solving Problem 1.1 when A is positive definite. Optimizing over the parameter [ gives a final
runtime bound of O(n2'065 + k“) time for positive definite A, which is our first step towards proving the general
version of Theorem 3.2, which does not assume positive definiteness. See Section 4, Theorem 4.1, for details.

We note that to analyze the approach above, we leverage a stability analysis of the preconditioned Lanczos
method, which ensures that an optimal convergence rate is still obtained even when the preconditioner M~ is
applied inexactly. We give this analysis in Section 6, building on prior work on the stability of the unpreconditioned
Lanczos method [Pai7l, Pai76, Gre89, MMS18]. Many alternative approaches would also suffice. For example, we
could have obtained the same running times by using preconditioned Chebyshev iteration in place of Lanczos.
The robustness of Chebyshev iteration to inexact applications of M ™! is well understood, and leveraged, e.g., in
fast solvers for Laplacian systems [ST14b]. However, the method tends to converge much slower in practice than
more popular methods like Lanczos or the Conjugate Gradient method. Thus, providing a stability analysis of
the preconditioned Lanczos method is of independent interest beyond its application in our algorithms. Broadly,
an increasing number of algorithms in numerical linear algebra combine iterative methods with inexact “inner
loops”, often applied using randomized techniques. This approach has found applications in spectral density
estimation [BKM22], quantum inspired linear algebra [BT24], and a number of other problems [OSV12]. All of
this work hinges on stability analysis akin to our results on the preconditioned Lanczos method.

Three-level Preconditioning for Indefinite Systems. The above strategy, which involves two levels of
preconditioning, is restricted to positive definite matrices. Extending the approach to arbitrary linear systems
requires additional work. A natural first attempt is to reduce an arbitrary Ax = b linear system to a positive
(semi-)definite linear system via the normal equations, ATAx = ATb. However, if we apply the Nystrom
preconditioning approach discussed above, we realize that we require matrices C = ATAST and W = SATAST,
which can no longer be computed in O(nQ) time, even if S is a sparse random matrix. To address this, we show
that the matrix (CTC+AW)~! can nevertheless be applied efficiently by preconditioning with the approximation
(W2 +AW)~! = 1 (W~! — (W + AI)"!). This preconditioner, in turn, can be applied by solving two linear
systems associated with W—1 and (W + AI)~!, both using a third level of sketching and preconditioning. Details
are included in Section 5.

While Theorem 1.1 focuses on solving linear systems with & large singular values, our main technical result
(Theorem 3.1) shows that Multi-level Sketched Preconditioning can be used for any linear system, with the caveat
that the condition number &; will appear in the bounds. This more general setting is used to obtain our improved
Schatten norm algorithms, which are based on the work of [MNS™18], and require solving linear systems where
7 can be bounded by O(y/n/l). Optimizing over [ yields the final time complexity of O(n?>!!). See Section 3.2
for details.

1.3 Additional Related Work There has been significant prior work on solving linear systems with a small
number of outlying singular values, or more generally, whose condition number can be reduced by eliminating
large singular values. As discussed, our work is most closely related to methods that use coarse low-rank
approximations to build preconditioners for such linear systems, an approach that has been extremely popular
for solving large regularized regression problems arising e.g., in Gaussian process regression (kernel regression)
problems [RCR17, MB17, MCRR20, FTU23, DEF*23].

As discussed in the previous section, techniques like Fast Randomized Hadamard Transform, sparse sketching
matrices, or leverage score sampling [AM15, CMM17] can be used to construct a low-rank approximation in
just O(n?) time. When A is PSD, subquadratic time is even possible [MW17]. This is in contrast to f-rank
approximation methods based on power iteration or other Krylov methods, which require O(n%) time [GOSS16].
However, previous methods for actually applying the low-rank preconditioner required at least O(n(“~1),
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motivating our Multi-level Sketched Preconditioning, which avoids the need for explicitly orthogonalizing an n x £
matrix. The goal of avoiding orthogonalization also arises in other problems related to low-rank approximation,
notably the principal component regression (PCR) problem [FMMS16,JS19]. Our MSP methods may be able to
improve PCR algorithms, which rely on black-box solvers for regularized regression.

Another related line of work seeks to understand how iterative methods like the conjugate gradient method
behave for a matrix with few outlying singular values [SW09]. In fact, for Problem 1.1, it is well known that the
unpreconditioned CG or Lanczos methods will converge in roughly k 4 k steps, where k is the condition number
of A’s lower n — k singular values [AL86]. However, the cost of such methods would still be O(n2k), which
our work improves on. There has also been work on iterative methods for the conceptually related problem of
solving poorly conditioned linear system consisting of multiple well-conditioned subspaces [KMS*22], although
the challenges are different.

Also related to our work is recent progress on analyzing and improving stochastic iterative methods
like stochastic gradient descent, randomized Kaczmarz, stochastic coordinate descent, and variants thereof
[SV09,RSB12,J713,SSZ14]. A major development in the area is that it is possible to obtain runtimes for solving
linear systems that depend on the average condition number, & = %Zle 7: instead of the standard condition

On

number £ = Z-. E.g., for PD linear systems, [L.S13] presents a variant of coordinate descent that runs in O(n*VR)

time vs. O(n? k) for the conjugate gradient method. Similar results have been proven for variants of stochastic
gradient descent [FGKS15]. More recently, [DLNR24] uses a connection between block coordinate descent and
low-rank approximation [DR24], obtaining an algorithm that runs in O(n2y/Ry) time for £ = O(nﬁ)7 where
Re = ﬁ D ise ;’n < K. Naturally, these average condition numbers £ and K, can be significantly smaller than
k if A only has a few large singular values and is otherwise well-conditioned. Perhaps unsurprisingly then, the
current state-of-the-art methods for Problem 1.1 and downstream applications like matrix norm approximation
rely on stochastic iterative methods [MNST18 DY24, DLNR24]. A high-level observation of our work is that it is
possible to match and actually exceed the efficiency of these methods using deterministic iterative methods with
randomized preconditioning. This will become more apparent in Section 3, where our main theorem is stated in
terms of a dependence on an average condition number.

2 Preliminaries

Notation. Throughout this paper, we use S; to denote the positive semidefinite (PSD) cone and use S+
to denote the positive definite (PD) cone. For vector x, we use ||x|| to denote its Euclidean norm, and for a PSD
matrix A, we denote ||x[|a := VxT Ax. For matrix A with singular values o1 > 02 > ... > 0,,, we let [|A] = 0y
and ||A||r denote the operator norm and Frobenius norm, respectively. We let x(A) = 01 /0,, denote its condition
number. We let AT = (ATA)"'AT denote the pseudoinverse of A. We use nnz(A) to denote the number of
non-zero entries of A. For two n x n PSD matrices A, B and any € > 0, we say A ~1.. B if %ﬂA <B =< (1+¢A
holds, where < denotes the matrix Loewner order. In the following sections, for matrix A € R™*" and failure
probability § > 0, we use O() to omit polylog(mn/J) factors*. In this paper, by saying “with high probablity”
we mean with probability at least 1 — 1/poly(n).

For matrix A € S, let {\;}"_, be its eigenvalues in non-increasing order. For any A > 0, we define the
effective dimension of A as dy := tr(A(A + AXI)~') =" | /\?+ v~ We will require the following basic lemma on
the effective dimension:

LEMMA 2.1. (LEMMA 5.4 IN [FTU23|) For A € S;} and X\ > 0, we have the following holds:
1. For any vy >0, if j > (14+~71)dy, then \; < yA.
2. Ifk > dy, then .o, \i < A+ d.

Sparse Subspace Embedding. Following [CNW16, Cohl6], we define the sparse embedding matrix
S € R**™ with sparsity parameter 7, which will be used in our construction of the Nystrém preconditioner,
as follows. Notice that given A € R"*" SA can be computed in time O(v - nnz(A)).

4Notice that in comparison, in Section 1 we use O(:) to hide all log factors for conciseness.
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DEFINITION 2.1. (SPARSE EMBEDDING MATRIX) We define an s x n matriz S to be a sparse embedding matriz
with sparsity v, if the columns of S are independent, and for each column of S, there are v random entries chosen
uniformly without replacement and set to £1/,/7 independently, with other entries in that column being set to .

Based on the construction of sparse embedding matrix, recent work [CDDR24] further constructs a fast
oblivious subspace embedding (OSE) matrix and shows an optimal O(d) result for embedding dimension, as
stated in the following lemma. Throughout this paper, we will use ® to denote this oblivious embedding matrix,
which will be used in the construction of a preconditioner for the second level of linear system solving.

LEMMA 2.2. (ADAPTED FROM THEOREM 1.4 IN [CDDR24]) Given A € R™% e < 1/2, § < 1/2, in time
O(nnz(A)log(d/d)/e + d?*log*(d/5)/€®) we can compute A where ® € RP*™ is an embedding matriz with
¢ = O((d +1log(1/6))/€?), such that with probability 1 — & we have

vx eRY, —||Ax]| < [®Ax] < (1 + o)l|Ax].
T 1l4€

Computational Model. Our results are proven in the real RAM model (i.e, exact arithmetic). We assume
the inputs A and b are given with real-valued entries, and basic arithmetic operations (+,—, x,+,+/-) can
be performed exactly on real numbers in O(1) time. We still need to leverage results on the finite-precision
behavior of iterative solvers like the Lanczos method [Pai76, MMS18] to account for the fact that we apply
preconditioners inexactly, even in the real RAM model. A full analysis of our methods in a finite precision model
of computation is beyond the scope of this work, but is an important next step for future work on Multi-level
Sketched Preconditioning.

3 Main Technical Results

In this section, we present our main technical result in its full generality, and then discuss how it can be used
to recover the claims in Section 1. In this result, we address the task of solving a linear system of the form
(AT A+ AI)x = c for an m x n matrix A and A > 0. Note that the regularization parameter \ is entirely optional
(since we can set A = 0), and it is included here primarily for the sake of applications to kernel ridge regression
and Schatten norm estimation. To recover the setting from Theorem 1.1, i.e., solving Ax = b, we can simply
rewrite this problem via the normal equations as AT Ax = A b, then set c = ATb and A = 0.

THEOREM 3.1. (MAIN TECHNICAL RESULT) Given A € R™*™ with condition number k, vector b € R" and
regularization parameter X > 0, let {o;}_, be the singular values of A in decreasing order, and let x* =
(ATA +AI)"tc. Foranyl € {logn+1,...,n}, define Ry x = (25 >,0,02/(02 + X\)'/2. Given € > 0 and
§ € (0,1/8), if Algorithm 3 is run with \g = 23", , 02, s = O(llog(1/0)),7 = O(log(l/6)),¢ = O(s +log 1/6) and
tmax = O(\/n/l- R\ log(Ri x/€)), then with probability at least 1 —§, it will output X such that | X — x* || a7 a4a1 <

€)|lx*||aT AxaT 0 time
A n._ 3 w
O | nnz(A) 7/@7,\10g (k/€) +1

where O(-) hides polylog(mn/8) factors. Moreover, if instead of matriz A, we are given the matriz AT A directly,
then the same time complexity can be achieved with nnz(A) replaced by nnz(A T A) by using Algorithm 1. See
Theorem 4.1 for details.

REMARK 3.1. The quantity R;x above has appeared (in similar forms) in prior work on the convergence of
stochastic iterative methods for linear systems [LS13, MNST 18, DY2/]. When X\ = 0, this quantity satisfies
1 <Ry < 0p41/0n, and it behaves like a typical averaged condition number of A. However, when A > 0, R x can
in fact be much less than 1, which we exploit in the application to kernel ridge regression.

We next demonstrate how Theorem 3.1 can be used to show our main result for matrices with k large singular
values. To do so, we will optimize over the choice of [ as follows.

Proof. [Proof of Theorem 1.1] As mentioned above, to solve the consistent linear system Ax = b, we can apply
Theorem 3.1 with choice A = 0 and ¢ = ATb. The solution x* of the resulting linear system ATAx = ATb,
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(ATA)"!ATb = A'b, is the minimum norm solution of the general linear system Ax = b. Additionally, the
output guarantee from Theorem 3.1, that ||x — x*||a7a < €]|x*||aT A, ensures that ||[AX — b|| < €||b]| as required
by Theorem 1.1.

It remains to obtain the desired time complexity by optimizing over [, which we will choose to be larger than
k. Notice that for [ > k, we have Ko < o0y41/0, = O(1) under the assumption of Theorem 1.1. So, upper
bounding nnz(A) < n?, we can upper bound the runtime in Theorem 3.1 by:

On*°/VI1+1¥), for any [ > k.
Optimizing over [ so that both terms are proportionally large, we obtain the following two cases:
o If £ < n®/(«+1) then we choose | = n% (2“1 and obtain time complexity O(I*) = O(nHﬁ)
o If n5/(¥+1) < k <, then we choose | = k, and obtain time complexity O(1*) = O(k*).

Thus, the overall time complexity becomes:
O(n*+3551 4 k),
which, using current matrix multiplication exponent w ~ 2.372, simplifies to O(n2-965 4 k). O

3.1 Applications to Regularized Linear Systems and Least Squares Some of the most important
applications of linear systems, particularly in the context of machine learning and statistics, are regularized
and unregularized least squares problems. In this section, we show how Theorem 3.1 can be adapted and applied
to these settings.

Kernel ridge regression. One of the most computationally expensive variants of these tasks arises when
we counsider kernel-based learning methods [RCR17, MB17, MCRR20]. These approaches work by implicitly
constructing expanded high-dimensional representations of data points, which are accessed only through inner
products, which are computed using a kernel function. For a dataset with n datapoints, this gives rise to an n x n
positive definite kernel matrix K, whose (i, j) entry is the inner product between the ith and jth data point in the
expanded feature representation. The resulting prediction model forms the kernel ridge regression (KRR) task:

RS 2 AT
min S 2(I0 )+ T H
where [Kx|; is the ith entry of the length n vector Kx and yi,...,y, are training labels. KRR is equivalent to
solving the regularized positive definite linear system (K + nAI)x = y. Since K is n x n, the cost of solving this
problem exactly scales with O(n*). Regularized linear systems of this form also arise independently in continuous
second-order optimization methods, where instead of the kernel matrix K, we consider a Hessian matrix H, and
the regularization term ) is a parameter of the optimization algorithm [Lev44, Mar63, MS12, JJM23].

We show how to adapt our main result to the setting above, giving a faster method for solving any linear
system of the form (A + AI)x = b for a positive semidefinite matrix A. Our method improves on the previously
best known time complexity of this problem [ACW17,FTU23], from O(n? +ndy*"1) to O(n2+ dy"'), where recall
that dy is the M-effective dimension of A. We note that this result takes advantage of the fact that ;) can in
fact be smaller than 1 for A > 0.

THEOREM 3.2. (REGULARIZED LINEAR SYSTEMS, FORMAL VERSION OF THEOREM 1.2) Consider positive
semidefinite A € S with condition number k and effective dy = tr(A(A + M\I)™1) for X > 0. For a target
b € R", let x* = (A + MI)"'b. Given e >0 and 0 < § < 1/8, with probability 1 — § we can compute X such that
[% = x*[|atar < €f[x*[|aar in time

O (n* -log®(k/e€) + d\") .

Proof. Without loss of generality, we assume that dy < n/4. If dy is larger, the stated runtime follows by simply
using a direct O(n*) time method for inverting (A + AI).
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We obtain the result by applying Theorem 3.1 to the matrix A/2. As stated in the last lines of the theorem,
it holds even if we only have access to (AY/2)TAY2 = A. We show that if we choose | = 2dy, we have
k7 \(A'2) = O(l/n). In particular, recall that dy = tr(A(A + AI)~!) and, from Lemma 2.1 we know that if we
choose | = 2dy then \;(A) < A. We thus have:

B B Ai(A) " Ni(A) 22 i A
l_sz_QZ)\i(A)—k)\>2;)\i(A)+)\ A A —AZA

By applying this result we have

1 I\ I
Al/?) = . < <z,
Aia( n—lz)\ +A* 1 MAY A " n—1"n

In the last step we use that, since dy < n/4 by assumption, | < n/2.
Now we simply plug into Theorem 3.1, noting that \/?/%l, A can be upper bounded by v/2 given the result

above. We conclude that we can compute X such that ||% —x*[|aqar < €]|x*[|asar in time O(n? -log®(k/€) + dx“).
O

Least Squares. Our Theorem 3.1 naturally extends to over-determined linear systems. For simplicity we
state a result in the setting of Problem 1.1, where A has at most k large singular values and is otherwise well
conditioned.

COROLLARY 3.1. (LEAST SQUARES) Given matrit A € R™ % with at most k singular values larger than O(1)
times its smallest singular value, b € R™, e > 0 and 0 < § < 1/8, with probability at least 1 — §, we can compute
x such that ||Ax — b||? < miny ||Ax — b||? + €||b||? in time

O ((nnz(A) + d*%%%) . log1/e + k).

This result is obtained by combining our MSP method with a standard sketch-and-precondition iterative solver
[RT08,Epp24]. In particular, for a tall matrix A € R"*¢ where n > d, one can first construct a sketch A with 0O(d)
rows using a constant-factor sparse oblivious subspace embedding (e.g., Lemma 2.2) which takes O(nnz(A) 4 d?)
time. To solve a least squares problem involving A, it suffices to solve O(log(1/¢)) linear systems of the form
(ATA)~'g for some vector g up to constant error. See e.g. Section 10 of [DY24] for details.

To solve these required linear systems, we apply Theorem 3.1 directly. We note that, since Aisa subspace
embedding of A, all of its singular values are within a multiplicative constant factor of those of A. Accordingly, it
too has at most k£ singular values greater than a constant times its smallest singular value. We conclude that, for
1 > k, each application of Theorem 3.1 takes O(nnz(A) 4 d?+/d/l) time. The additive O(I*) term in the runtime
of Theorem 3.1 comes from the construction of an inner preconditioner for A, so is only incurred a single time.
Optimizing over the choice of [ yields Corollarly 3.1. Notice that we only incur a log 1/e dependence in the result
instead of log® 1 /e. This is because each system involving A only needs to be solved to constant accuracy for the
overall sketch-and-precondition method to converge in O(log1/¢) iterations.

3.2 Applications to Matrix Norm Estimation We next discuss how our methods can be used in the task
of estimating the Schatten norm of a matrix, providing a direct improvement over a result obtained in [MNS™18].
For the sake of simplicity, we focus on the case of a dense square matrix A € R"*". However, using similar
strategies to those described in [MNST18], our results can also be used to improve time complexities when A is
sparse or rectangular.

To obtain our results, we note that the norm estimation algorithms of [MNS™ 18] are in fact meta-algorithms
that require a black-box linear solver for regularized systems. Therefore any improvement to the time complexity
of the black-box solver leads to a potential improvement in the complexity of Schatten norm estimation (as well as
to other spectrum approximation tasks discussed in that paper). The key black-box requirement from [MNST18]
is as follows: Given a matrix A € R™*™ parameter A > 0, tolerance ¢ € (0,1), and a vector y € R", return a
vector x such that:

(3.1) [x — M 'y|m, < €||yHM;1, where My =ATA + AL
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A key parameter in the analysis of [MNST 18] for solving such linear systems turns out to be the same averaged
tail condition number that arises in our analysis (up to adjustments in notation):

Rk A (A) _<n—kz )1/2'

k Inll'l

In particular, the main result of [MNST18] for Schatten norm estimation can be reformulated as follows:

LEMMA 3.1. (ADAPTED FROM THE PROOF OF COROLLARY 12 IN [MNS*18]) For any matric A € R™™"™, pa-
rameter p € (0,2), € € (0,1), and a parameter k < n, there is an algorithm that, using O(Eslp) calls to an n X n

ll/p(%)l/p_l/2, returns X € (1 ie)HAHg.

ridge regression problem (3.1)

We note that a similar statement applies to the general spectral sums approximation result of [MNS™*18] (Theorem
11), which can also by used to approximate other norms like the Ky Fan and Orlicz norm. We focus on the
Schatten norms merely for the sake of simplicity and conciseness. Also, we only focus on Schatten norms with
0 < p < 2, including the most important case of p = 1, as the existing algorithms for the case of p > 2 are already
near-optimal.

We are now ready to state our result for Schatten norm estimation, by combining Lemma 3.1 with our linear
system solver.

THEOREM 3.3. For any p € (0,2) and A € R™ "™ there is an algorithm that, with high probability, returns
X € (1 £¢)||A[[p which runs in time:

O(nﬂsz;flpoly(l/e)).

In particular, for p =1, we can get a constant factor approzimation to the Schatten 1-norm of A in O(nml)
time with fast matriz multiplication and in O(n?2%) time without fast matriz multiplication.

REMARK 3.2. This result improves the exponent of m in the time complexity, compared to [MNST 18], for any
0 < p < 1.5. In particular, for p = 1, we improve from O(n?'®) to O(n>) with fast matriz multiplication,
and from O(n?33) to O(n??®) without fast matriz multiplication. While we did not optimize the time complexity
dependence on €, it should be possible to recover the O(m) dependence from [MNST 18] by carefully

repeating their optimized analysis given in Theorem 31.

Proof. We will prove this result by applying our main result, Theorem 3.1. However, observe that this theorem
has a logarithmic dependence on the condition number of A, which we would like to avoid. To do so, observe
that we can reduce to the case where the input A has condition number poly(n/¢). If it does not, we can simply
add zI to A, where I is an n X n identity matrix and z is a mean zero Gaussian random variable with standard
deviation ||A|| - poly(e/n). ||A|| can be approximated to multiplicative accuracy in O(n?) time using standard
power method. With high probability, we will have that |z| < ||A|-poly(e/n), so the Schatten p-norm of A + zI is
within a multiplicative (1+¢€/2) factor of that of A. Moreover, by a union bound and standard anti-concentration
of Gaussian random variables, we will have that all eigenvalues of A + zI are at least ||A|| - poly(e/n) far away
from zero with high probability, leading to condition number poly(n/e).

With the condition number bounded, for any A > 0 and k, using our main linear system solver from Theorem
3.1, we can solve the regularized linear system (3. 1) in time O(nnz( A) /%R +k*). Focusing on dense matrices
so that nnz(A) = n?, and assuming that &y \ < 1/ (2)1/P=1/2 as in Lemma 3.1, we obtain the following overall
time complexity for Schatten norm estimation:

~ 1 9 “1/p 1/p—1/2 W) A 1 n2+1/p "
ot R () 1) = 0+ ).

where we use the fact that the O(k) (needed to build our recursive preconditioner) only has to be performed

once and can be reused for all linear solves. Now, it remains to optimize the time complexity over k. Without
2+1/p tw 4w=2
57— and k*, obtaining n T = p2teert,

optimizing over € dependence, we simply balance out the two terms
a0
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4 Two-Level MSP for Positive Definite Linear Systems

Before proceeding into the proof of our main result Theorem 3.1, we first consider a special (and easier) case of
solving (A +AI)x = b, where A € S and A > 0. Let {\;}?_; be the eigenvalues of A in decreasing order. Given
I < nand XA > 0, we define the average regularized tail condition number of A as 7y x(A) == -5 >", )\:‘ﬁ
Notice that &; x(A) is decreasing in both { and A. For simplicity, we denote it as %; if we assume that A = 0 and
matrix A is clear from the context.

We solve this positive definite linear system with preconditioned Lanczos method. The following Lemma 4.1
guarantees that, when using a preconditioner M, if for given vector r we can approximate M ~'r well enough
and satisfy Eq.(4.1), then preconditioned Lanczos can converge in roughly the same number of iterations as if we
compute M~ !'r exactly. Details are in Section 6.

LEMMA 4.1. (PRECONDITIONED LANCZOS, RESTATED THEOREM 6.1) Consider solving Ax = b for positive
definite A using preconditioned Lanczos provided with a function SolveM that, for some preconditioner M and
any vector r returns

(4.1) [SolveM(r) — M~ 'r||nm < €0 - M~ 'r||nm.

If ¢¢ < (m)“ for a fized constant ¢ > 0, where rn is the condition number of M~Y/2AM~2 Then,
preconditioned Lanczos (Algorithm 6) with t = O(\/km log(km/¢€)) iterations returns X s.t.:

% —x*||a <€ |x*||la  where x*=A"'b.

The construction of preconditioner M is based on Nystréom approximation. Let C = AST and W = SAST where
S € R**™ is some sketching matrix. Then the Nystrom approximation of A can be expressed as Anys =Cw-!CT’.
We show that if we choose S to be a sparse embedding matrix (according to Definition 2.1) with s = O(l) rows
and v = O(1) non-zero entries per column, then we have the approximation guarantee ||A g, — Al < 23N
which in turn gives Ky = O(R;an/l) for M == A, + AT where A == \ + 2%~ Ai, see Lemma 4.2. With the
choice of M we can verify the following holds:

i>1

1 -
M e = < (r —c(cTe+ )\W)_lCTr) .

To approximate M~!r we can first solve the linear system (CTC + /N\W)y = C'r and get approximate solution
¥, then use w = %(r — Cy) as the approximator, see Lemma 4.3. However, constructing such a linear system
takes O(ns?) which is unaffordable for us. Instead, we introduce a second level, and again use preconditioned
Lanczos as the Level-2 solver to solve the linear system (CTC + ;\W)y = C'r without explicitly computing
CTC. Compared with the first level where we do the preconditioning coarsely, in the second level we obtain an
optimal O(1) condition number after preconditioning.

Let & € R?*" be the oblivious subspace embedding matrix from Lemma 2.2 with ¢ = O(s). We can construct
the Level-2 preconditioner as My = CTC + AW where C = ®C in time O(ns + s*). Notice that this step only
needs to be done once. By transforming the error bound (that we get from Level-2 preconditioned Lanczos)
from ¥ to w using Lemma 4.3, we can verify the assumption Eq.(4.1) which is required in Level-1 preconditioned
Lanczos, thus finishing the proof. Formally, we have the following theorem for solving positive definite linear
systems, where note that the condition number &; ) is defined differently in terms of the eigenvalues of A, rather
than in terms of the squared singular values. Also note that although we assume A € S, indeed we only need
A €S and A+ A €St (which is satisfied if A > 0).

THEOREM 4.1. (MSP, POSITIVE DEFINITE) Given A € S} with condition number r, b € R"™ and regularized
term A > 0. Let {\;}; be the eigenvalues of A in decreasing order, let x* = (A + A\I)~'b be the solution of
the regularized linear system (A + AI)x = b. For any logn < | < n, we define iy = =5 31, Ai/(An + A).
Given € > 0 and 6 < 1/8, with probability at least 1 — 8, running Algorithm 1 with choice Ao = % D st Aiy S =

O(llog(1/6)),y = O(log(l/d)), ¢ = O(s +1og1/d) and twmax = O(\/Rian/l - log(Rian/e€)) will output X such that
[% = x* a1 < €l|x*||atar in time
0] (nnz(A)g/ m’l)‘n log?(k/€) + l“)

1982
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where O(-) hides polylog(n/8) factors.

Algorithm 1 MSP for solving regularized positive definite linear system (A + AI)x = b.

1: Input: matrix A € ST, regularizer terms A and Ao, vector b € R™, sparse sketch size s, # of non-zeros 7,
level-2 sketch size ¢, # of iterations ¢y ax;

2: Construct sparse embedding matrix S € R**™ with ~ non-zeros per column; > Def. 2.1.
3: Compute A = A+ \g, C = AST, W = SC;

4: Compute C = #C € R?** and M ! (CTC +AW) ! > Lemma 2.2.
5: Solve x by calling preconditioned Lanczos with (A + )\L b, SolveM1, t1ax); > Alg. 6.
6: return x; > Solves (A + AI)x = b.

Algorithm 2 Level-1 auxiliary function SolveM1 for solving Mw = r (positive definite case).
1: function SolveM1(r):

2:  Solve ¥ by preconditioned Lanczos with (CTC + AW, CTr, M, *, O(log K /€p)); > Alg. 6.
3:  Compute w = %(r - Cy);
4: return w; > Solves Mw = r for M = CW1CT + AL

4.1 Proof of Theorem 4.1 We give the proof in the following four parts.
Part 1: Nystrom Preconditioner with Sparse Embedding Let S € R**" be the sparse embedding
matrlx according to Definition 2.1 with s = O(l log(l/é)) and v = O(log(l/d)). Denote C := AST and
= SAST, then we have Arlys =CWICT and M = Anys + M where A = \ + Ao- According to Lemma 4.2,
Wlth probablhty at least 1 — 0/2 we have kpp < CELA™ for some C = O(1). For the proof of Lemma 4.2 and a

7
detailed discussion of sparse embedding matrices, see Section 4.2.

LEMMA 4.2. (PRECONDITIONER BASED ON SPARSE EMBEDDING) Given positive definite matriz A € R™*"™ and
5 € (0,1/2). Forlogn <1 < n, let Ays = AST(SAST)"ISA be the Nystrom approzimation of A, where
S € R**™ s the sparse embedding matriz with s = O(llog(l/d)) and v = O(log(l/d)). Given A > 0, let
M = Anys + (A + \o)I where Ny = %Zizl-s-l i, then with probability 1 — § the condition number kn of the
matriz M—Y2AM~Y?2 satisfies:

KM < LK;”\H for some C = O(1).

Part 2: Level-1 Preconditioning. For the first level we use preconditioned Lanczos (Algorithm 6) to solve
(A 4+ M\I)x = b with preconditioner M, where we need to compute M~'r in each iteration. The following lemma
guarantees that by using inverse formula, we can approximate M~ !r well enough by solving a linear system with
matrix CTC 4+ AW to a certain accuracy. For the proof of Lemma 4.3, see Section 4.3.

LEMMA 4.3. Given matriz A € S+, let Ayye = CWICT be its Nystrom approzimation where C = AST and
W = SAST. For \ > 0, denote M = Anyb + A as the Nystrém preconditioner and assume that M ~5 A + AL

Given vector r € R"™ and €; > 0, suppose we can solve the linear system (CTC + )\W)y = C'r and compute ¥
such that

ly — y*||cTc+5\w <e- ||y*||CTC+5\W where  y* = (CTC + S\W)_ICTr.

Then, w = +(r — Cy) is an approzimate solution of the linear system Mw = r satisfying

>

(4.2) W — M 'r||m < coer %2 |[M ™ x|y for some  co = O(1).
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According to Eq.(4.5) in the proof of Lemma 4.3, we have the following holds:

M- = % (1 —cic’c+ XW)*CT) :

By using this inverse formula, we have w* == M~ !r = %(r — Cy™*). Instead of directly computing y*, suppose we
can solve the linear system (CTC + S\W)y = C'r approximately and have the guarantee (which will be proved
in Level-2 analysis later) that |y — y*lcrcyiw < €1 [[¥*llcropiws then Lemma 4.3 guarantees that Eq.(4.2)
holds as long as M =5 A + AL The assumption here can be easily verified: for one side we have

M = Auye + AL < A 4 AT < 2(A + AI)
and for the other side, using that ||A,ys — Al < Ao we have
—(A+AN) =2A, — A+ A=A, — A+ )\I>0

which together give M ~3 A + AL Thus we can use Lemma 4.3 and have Eq.(4.2) holds. Now given any ¢ > 0,
if in BEq.(4.2) we set e; = O(eo/k%/2) for g = O(W) then by Lemma 4.1, after ty,ax = O(\/km log(km/€ ))
iterations, preconditioned Lanczos outputs x such that

1% = x*[|atar < € [Ix"asar

Thus, we obtain the final convergence result. Next, we analyze the second level.

Part 3: Level-2 Preconditioning. For the second level we use preconditioned Lanczos to solve the s x s
linear system (CTC+AW)y = CTr. As for the preconditioner we choose My = CTC+AW = CT&®T&#C+ W,
where ® € R?*" is a sparse sketching matrix constructed using standard subspace embedding techniques
[CDDR24] (see Lemma 2.2) with choice ¢ = O(s + log1/§). By Lemma 2.2, with probability 1 — 6/2 we
have kM, = R(Mz_lﬂ(CTC + )\W)M_l/Q) = O(1). Since in Algorithm 1 we pre-compute M; ' exactly, the
error caused by the preconditioner is 0. By using Theorem 6.1 we know that after O(,/fm, log(km,/€1)) =
O(log1/e1) = O(log(x/€p)) iterations, preconditioned Lanczos will output y that satisfies

1y =¥ lerersw e Iy llerersw

which is exactly the assumption we need in Level-1. By applying a union bound we finish the proof.

Part 4: Total Cost. Finally we consider the total cost of Algorithm 1. First we pre-compute C = AST
and W = SC which takes O(y-nnz(A) +~-nnz(C)) time. Notice that v = O(log(//§)) and nnz(C) < - nnz(A)
thus this step takes O(nnz(A)log?(1/6)) time. Next, we pre- compute C = ®C and M, ! = (CTC + AW) !
using Lemma 2.2, which takes O(nnz(C)log(s/d) + slog*(s/d) + s*) = O(nnz(A) log (1/0) + 1¥log®(1/9)).
By Theorem 6.1 and above analysis the number of iterations for Level-1 preconditioned Lanczos is tpax =

O(y/rm log(km/e€)) = O(y/Fian/llog(Rian/e)).

In Level-2, in each iteration we need to compute matrix-vector products of CTC + AW. Notice that
(CTC + AW)x = (SA + S)ASTx for any vector x, thus we can first compute S'x which takes O(nlog(l/d)),
then compute A(S"x) which takes O(nnz(A)), and finally apply SA and S to this vector which takes
O(nlog(l/d) +nnz(A)) time. Since there are O(log1/e;) = O(log(k/€p)) iterations of preconditioned Lanczos for
Level-2, we conclude that the total cost is

0 (nnz(A) log?(1/8) + 1% log® (1/8) + nnz(A) log(1/5) log(k/eo) - \/Fian/llog(Fan/e) )
=0 (nnz(A)\/Fal,)\n/l log?(1/6) log(k /o) log (R an/€) + 14 log” (1/6) )

-0 (nnz( )\/Rian/1og? (/) + zw) .
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4.2 Coarse Nystrom Preconditioner Based on Sparse Embedding In this section we give a proof of
Lemma 4.2, which measures the quality of Nystrom preconditioner based on a sparse embedding matrix. Notice
that, compared to the most commonly used guarantee that the preconditioned linear system has a constant
condition number, we are using a “coarse” Nystrom preconditioner which benefits us by reducing the cost of
constructing it, while slightly sacrificing its quality and allowing the condition number after preconditioning to
be “not so small”.

To characterize the properties of sparse embedding matrix, we first introduce the following notion of oblivious
subspace embedding moments property, which can be seen as a generalization of the “JL-moment property”
introduced by [KN14].

DEFINITION 4.1. (DEFINITION 4 IN [CNW16]) A distribution D over R*™ has (e, d,d, £)-OSE moments if for
all matrices U € R™*% with orthonormal columns, we have

Errp||(TTU) "(IIU) — I||* < € - 6.

[Coh16] showed that a sparse embedding matrix (Definition 2.1) with sketch size s = O(dlog(d/d)/€?) and
v = O(log(d/d)/e) non-zeros per column satisfies (e, d,d,log(d/J))-OSE moments property, as stated in the
following lemma.

LEMMA 4.4. (THEOREM 4.2 IN [COH16]) For anye,d € (0,1/2) and B > 2, a sparse subspace embedding matriz
S with s = O(Bdlog(d/5)/€*) and v = O(logg(d/d)/¢€) satisfies

E[|(SU)T(SU) — I|Jl°a(@/9) < (los(d/9) .5,

[CNW16] showed that the aforementioned OSE moment property is a sufficient condition for the approximated
matrix multiplication (AMM), see Lemma 4.5. Moreover, as a corollary they provided a low rank approximation
result based on the AMM property, see Lemma 4.6.

LEMMA 4.5. (THEOREM 6 IN [CNW16]) Given k,¢,0 € (0,1/2), let D be any distribution over matrices with n
columns with the (e, 6,2k, )-OSE moment property for some £ > 2, then for any A, B we have

21, (1A (B) — ATB| > oA + ATz /(BT + [BIE/0) ) <
LEMMA 4.6. (THEOREM 8 IN [CNW16]) For matriv A € R"™ 4 et A = UXV' be its SVD and Ay =
UX, V] be its best rank-k approzimation. If S € R**™ satisfies the following two properties:

1. approximate spectral norm matriz multiplication w.r.t. U and Ap .= A — Ay, that is:

€ U.lI2 A2
ursTsa— Ul Al < § (jual + 28 ((age o LA2lE)

2. S is a 1/2-subspace embedding for the column space of Uy,

then, defining Ps as the orthogonal projection onto the row-space of SA, and denoting Ay as the best rank-k
approzimation of A = APs, we have:

1A = ALl? < (1+)lA = Apll? + (e/k) - | A = Agll

In order to use Lemma 4.6 to get a low-rank approximation result, there are two requirements that we need to
satisfy. As for the first approximate spectral norm matrix multiplication assumption, it follows directly since the
OSE moment property holds; as for the second subspace embedding property, it can be shown from the definition
of sparse embedding matrix. Formally, we give the proof of Lemma 4.2 as follows.

Proof. [Proof of Lemma 4.2] For positive definite matrix A, we denote Z := A'/2 be such that A = ZZ". Given
0 < 1/2 and | < n, we first verify that the sparse embedding matrix S € R**™ with s = O(llog(l/d)) and
~v = O(log(1/4)) satisfies the two requirements of Lemma 4.6 on matrix Z:
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e Requirement 1: we use Lemma 4.4 with choice d = [ and ¢ = 1/2v/2, thus the sparse embedding matrix
with s = O(llog(1/6)) and v = O(log(1/6)) satisfies the (1/2v/2,8/2,1,10g(1/§))-OSE moment property. By
using Lemma 4.5 to matrix U, and Af, we can show the first requirement holds to e = 1 with probability
at least 1 —§/2.

e Requirement 2: we also use Lemma 4.4 with Markov’s inequality, which shows that S satisfies

1 1
SuU)"(su,) -U/U <=
[(SU,;) (SU) — ol < w2

with probability at least 1 — §/2. Thus we have the 1/2-subspace embedding property.

With the above two requirements being satisfied, we apply Lemma 4.6 with choice e = 1 to matrix Z, and have
the following holds with probability 1 — §:

~ 1
(43) R N
i>1+1

where {0;}7_, are the singular values of Z in decreasing order. Notice that here Z = ZPg and Z; is the best
rank-/ approximation of Z, thus by denoting P; = VlVlT, we have Z; = ZP; = ZPgP,;. Moreover, in Lemma 4.7

we show that [|Z — Zi|| > ||Z — Z||, by combining this result and Eq.(4.3) we have an error bound on the term
|Z — Z||? = |Z — ZPs||?>. Further notice the following:

IZ(I-Ps)|°=|Z(I1-Ps)Z"| =| 22" —22"S"(SZZ"ST)"'SZZ" |.
A

Anys

Thus, if we denote Anys = AST(SAST)"!SA as the rank-s Nystrém approximation of matrix A, then we can
bound the error as

1
[[(A + AI) — ( nys + /\I)H = ||A AnybH < 2O'l+1 +7 Z ‘7 =2Nq1 + N Z Ai.
z>l+1 i>l+1
Based on this result, if we construct the preconditioner as M = Anys + AL+ AoI where A\g > 2Ag1 41 + % Zi>2l+1 by

and Anys is the rank-2s (instead of rank-s) Nystrom approximation, then we have A +AI <M =< (A + AI) + Ao1,
which gives kK < 1+ /\:‘i X

2)\21+1+ IR ZA+ o< ZA“

z>2l+1 i=l+1 z>2l+1 z>l+1

thus by setting Ag = 2 > i>141 A we have the following holds for some C' = O(1):

Ao % i < Cffl?,\n.

A AS A AT l
nt i>14+1 nt

1]
LEMMA 4.7. We have PsP; = Py, which gives Z,=7ZP,. We further have
|1Z — Z|| > |Z - Z|.

Proof. Let Z = UXVT be its SVD, then according to definition we have Z; = fjlizl\?f, and we can write the
projection matrix P; as P; = VlVlT where V; € R"*!. With these, we can always write Pg as Pg = QQ ' where
Q € R™** satisfies V; = QI for some I; € R**! satisfying I, I, = I. Thus we have

PsP;=QQ'V,V/ =QQ'QLI/Q" =QLI/Q" =V, V] =P,
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4.3 Variable Transformation In this section we give a proof of Lemma 4.3.

Proof. [Proof of Lemma 4.3] We first show the relation between the two aforementioned linear systems
(CTC+ AW)y = C'r and Mw = r. Notice that

M - (1 —c(CcTC+Aw)"lcT

)

(cvv-%:T + XI) : (I —c(cTe+ XW)-ICT)
—CcwIlcT —cw!'CcTCc(CTC+AW)ICT + AL -

AC(CTC+aw)~IcT

= CWICT —CWICT +AC(CTC+AW)ICT + AXI- XC(CTC+ W)~ ICT

= Al

which gives

_ 1 N _
(4.5) M=o (1 —C(CTC+ W) 1CT) :

Thus, if we denote y* = (CTC + ;\W) 1CTr as the solution of the first linear system, then the solution of the
second system can be expressed as w* = < ( — Cy™*), and we further have A(Ww — w*) = C(y —y). Furthermore,

by assumption M = Anys + 2\~ o A+ /\I we have

C'™MC =, CT(A + AI)C = SA(A + A)AS .

Based on this observation and the assumption that ||y — y*[lcrciw < €lly*lercpiw, We have

MW = w ke = ICEF =y =17 = ¥ lerme < 215 =¥ 54 as50asT

=2|AST(y —y")

Ia s

=2/ All Iy = Y 1E a2 g 5a)s

< 261 Al

Iy 1T cpsw =

< 2¢ir(A) - [|ASTy"|

|A+)\I

< 2JAVE? - AVEST (5 — v
= 2[|Afl-
2¢1||A] - [|AY2S Ty
= 26{Kk(A) -

||A+Z\1
19 =¥ 18 crsw
||A+>\I

ly* ||SA(A+)\I)AST

< 4ek(A) - ly*lemme = 46 5(A) - [Cy* [Ifr-

Thus we have

(4.6) W — w[la <

Furthermore, since r = Mw* =

(4.7) leflne = [[MY2e]] < [IM[[IM 2]

L2 e - ©
A

\/ ) ICy* M

* 1 *
YOl = 5 IMllr = Cy~n-

By combining Eq.(4.6) and (4.7), we have the following holds for some constant ¢y > 4:

261/%

W —w"|[m < IIC “lim

IN

where £ = k(A). Thus we finish the proof.

Il

|

261

< Co€1R

1987

3/2

1/2
(e = Cy™lm + [Irfm)

M 1 i M+ || .
2em1/2 (A' T 1) = Gyl = 22 P g

<4 1,<;1/2||A‘f5\1||
A

(Nl
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5 Three-Level MSP for Solving General Linear Systems

With the easier to analyze PD case being proved in Section 4, in this section we give a proof of Theorem 3.1,
where given A € R™*" with full column rank, ¢ € R® and A > 0, we want to solve (ATA + M)x = c. As we
discuss in Section 3, such a linear system is more general in the sense that it can not only recover the rectangular
linear system, but also have applications to kernel ridge regression and Schatten norm estimation.

Since ATA + A € ST, one natural idea is to construct the Nystrom preconditioner similar as before.
Given sketching matrix S € R**", define A == AST,C := ATAST = ATA and W := SATAST = ATA.
Then, CW~ICT is the classical Nystrom precondltloner of matrix ATA. Let {0;}"_, be the singular values of
A in decreasing order. By using Lemma 4.2, we can again show that the matrix M = CWICT + AI where
A=A+ % D is 02, is a useful preconditioner for this problem, and we also have the inversion formula:

M- = % (1 —cic’c+ XW)*CT) :

However, different from the positive definite case where we can compute C and W explicitly, in this case
constructing C and W takes O(s - nnz(A)) time which is much too expensive. To avoid computing C, we
first observe that AAT + M\ ~y AAT + AI (which is proved in Lemma 5.1), concluding that

W2+ AW =AT(AAT + AI)A =, AT(AAT + AXI)A = CTC + AW.

With this observation, we do not need to compute C, and we can use My = W24 AW as the Level-2 preconditioner
for solving the linear system (CTC + AW)y = r. However we still cannot afford to compute W, not to mention
M. To address this, notice that

M; ! = (W2 4+ W) 1= (ATA) " H(ATA +AD)~!

I
!
-
b
_'
g
i
-
|
>
4|
>
+
>
=
|
-
~—

Since we only need to have access to My 'r in Level-2 preconditioned Lanczos, it suffices to compute (AT A)~!
and (ATA + MXI)"'r. To solve this, we introduce the third level, where we again use preconditioned Lanczos
to solve two positive definite linear systems (ATA)u = r and (ATA 4+ M)v = r. To construct the Level-3
preconditioners, notice that A is an m x s tall matrix, and we can thus construct an O(s) x s sketch of it.

Let @ € R?*™ be the oblivious embedding matrix in Lemma 2.2 with ¢ = O(s). We first compute
A = ®A € R?*5, then construct the preconditioner Mgal = ATA and Mgbl = ATA + AL Lemma 2.2
guarantees that both preconditioned linear systems have a constant condition number, thus solving them using
preconditioned Lanczos only takes O(log1/es) steps for the targeted accurancy e;. Moreover, since both Mg,
and Mg, are s X s positive definite matrices, we can afford to compute their inverse exactly, and the errors caused
by the Level-3 preconditioners are 0. By going back from Level-3 — Level-2 — Level-1 and analyzing the error
bounds carefully, we can finally arrive at the convergence result on the original linear system.

Our algorithms are as follows. Algorithm 3 is the main algorithm for solving the linear system (A T A+ \I)x =
¢, in which we run preconditioned Lanczos with Level-1 preconditioner M defined by function SolverM1.
Algorithm 4 defines function SolverM1 by solving linear system Mw = r with preconditioned Lanczos, where
the Level-2 preconditioner My is defined by function SolverM2. Lastly, Algorithm 5 defines function SolveM?2 by
solving two linear systems (ATA)U =r and (ATA + ;\I)v = r with preconditioned Lanczos respectively, whereas
the Level-3 preconditioners M3, and Mg, are pre-computed (see line 6 of Algorithm 3). As a comparison of the
quality of the preconditioners we use in different levels, we have:

Level-1: ky = k(M™Y2(ATA + AXI)M~Y/2) = O(k} \n/l) Coarse
Level-2: kg, = £(M, /?(CTC+AW)M, /?)=0(1)  Fine
Level-3a: ki, = £(Ms,/>(ATA)M;,/?) = 0(1) Fine
Level-3b: kg, = #(M5,2(ATA + AI)M;,/?) =O(1)  Fine
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Algorithm 3 MSP for solving linear system (ATA + A\I)x = c.

1: Input: matrix A € R™*"  regularize term \ and )\g, vector ¢ € R™, sparse sketch size s, # of non-zeros 7,
level-2 sketch size ¢, # of iterations tmax;

2: Compute A = X+ Ag;

3: Construct sparse embedding matrix S € R**™ with v non-zeros per column; > Def. 2.1.
4: Compute A = AST and A = ®A c RP*s; > Lemma 2.2.
5: Compute M3, = ATA and M3, = M3, + AI

6: Compute Mgal and Mgbl;

7: Solve x by preconditioned Lanczos with (AT A + A, ¢, SolveM1, ¢y ); > Alg. 6.
8 return X; > Solves (AT A + A\I)x = c.

Algorithm 4 Level-1 auxiliary function SolveM1 for solving Mw = r.
1: function SolveM1(r):

2:  Solve y by Lanczos with QATAATA +MATA, AT Ar, SolveM2, O(log k/€)); > Alg. 6.
3:  Compute w = %(r — ATAy);
4: return w; > Solves Mw = r for M = CW~1CT + AL

Algorithm 5 Level-2 auxiliary function SolveM2 for solving Myz =r.
1: function SolveM2(r):

2:  Solve 1 by preconditioned Lanczos with (éTé, r,Mgal, O(logkl/eo)); > Alg. 6.
3:  Solve ¥ by preconditioned Lanczos with (ATA + AL, r, Mgbl, O(logkl/e€)); > Alg. 6.
4:  Compute z = %(ﬁ —V);

5: return z; > Solves Myz = r for My = W? + AW.

5.1 Proof of Theorem 3.1 Given matrix A € R™*™ and A > 0, we consider to solve the regularized
linear system (AT A + AM)x = c without explicitly computing AT A. Since A has full column rank, we know
ATA + \I € R™ ™ is positive definite. We prove the result in following five parts.

Part 1: Nystrom Preconditioner with Sparse Embedding. Let S € R**™ be the sparse embedding
matrix according to Lemma 4.2 with s = O(llog(l/§)) and v = O(log(1/6)). Denote C := ATAS" and W :=

SATAST, then CW~LCT is the Nystrém approximation of ATA. Denote A = A+ Ao, let M = CW~!CT + \I
be the preconditioner, then according to Eq.(4.5) in the proof of Lemma 4.3 we have

M- = i (I —cic’c+ XW)*CT) .

Given 0 < 6§ < 1/8, by applying Lemma 4.2 to matrix AT A, if we set \g = %Zizu-l N(ATA) = %Ziz”l o2,

_2
then with probability at least 1 — ¢/3 we have kp < M for some C = O(1).

Part 2: Level-1 Preconditioning. Similar with the positive definite case, for the first level we use
preconditioned Lanczos method (Algorithm 6) where in each iteration we need to compute w* = M~ !r. Similarly,
we introduce y* := (CTC+AW)~'C'r and approximate w* by w = %(r — Cy). Suppose we can solve the linear
system (CTC + S\W)y = C'r and have the guarantee that (which will be proved in Level-2 and Level-3):

(5.1) ly — y*HcTc+5\w <ers ||y*HcTc+S\W'
Notice that since k(AT A) = k2, Lemma 4.3 guarantees that
W — M 'r||m < coerk®|[M ™ r||m for some  ¢q = O(1).

By setting e; = O(eo/k*) we verify the assumption of Lemma 4.1 stated in Eq.(4.1), also note that x(A T A+\I) <
k2. Thus by using Lemma 4.1, after t.. = O(\/fn log(kn/€)) iterations of preconditioned Lanczos, we can

obtain X such that
[ = x*[[aTasar <€ X" laTatar-

Copyright © 2025 by SIAM
Unauthorized reproduction of this article is prohibited

1989



Downloaded 03/13/25 to 216.165.95.176 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

Thus we obtain the final convergence result we want. Next, we analyze the second level.

Part 3: Level-2 Preconditioning. Compared with the positive definite case in Section 4, the difference
here is that we cannot afford to compute C and W, which makes the analysis more difficult. To address this, we
first show in the following Lemma 5.1 that the sketch A = AST satisfies AAT + Al ~5 AAT + AI holds with
probability 1 — /3.

LEMMA 5.1. (SPECTRAL APPROXIMATION) Given matriz A € R™*™ with full column rank, A > 0 and 0 < <
1/2. Given logn < 1 < n, let Ay = %ZDZ o? and denote X\ = XA+ Xg. Let S € R™ * be the sparse subspace

embedding matriz with s = O(llog(1/8)) and each column having v = O(log(1/8)) non-zeros. Denote A = AST,
then with probability at least 1 — § we have

AAT + X~y AAT 4L
Conditioned on this event, we have
W2+ AW =AT(AAT + AI)A =, AT(AAT + \I)A = CTC + AW.

With this result, to solve the linear system (CTC + S\W)y = C'r, we can use preconditioned Lanczos with
M, = W2 + AW as the preconditioner, and have rng, = H(Mgl/z(CTC + S\W)M;Uz) < 4. However, we
still can not construct My since we cannot afford to compute W. Instead of constructing My explicitly, in each
iteration we only need access to My Ly for a given vector r. Further notice that M L can be expressed as follows:

(W24 AW) ' = (ATA) " H(ATA+ A}
(

ATA)*% (1-ATAATA +iD7)

thus in order to compute M2_11~', it suffices to compute u* := (ATA)"'r and v* == (ATA + 5\1)’11'. Suppose we
can solve two linear systems (AT A)u = r, (AT A + M)v = r approximately, and have the following guarantee
(which will be proved in Level-3):

{nﬁ — | ara < o [0 i A

IV —=vlarassr < €22 IVIaTarsr

Denote z* := M;lr = %(u* — v*) as the quantity we want to approximate, and denote z :=
that W2 + AW = ATAATA + NATA = AT(AAT + M)A, then we have

(0 — v). Observe

>

Mz = 2" lwe pxw = [[(@=¥) = (0" = v7)[[wepsw

IN

o — vl sw + 1V = Villwesw

= A —u)|[s a7 50 T AC =) zar i

< JAAT + V2 [A(a - u)| + |[AATA + MDY (¥ - vY)||

< JJAAT + T2 e [|[Au| + |ATA|Y2 e (ATA + ML)/ 20

1/2A = A(ATA + AI)'/2. Notice
= (ATA + MI)v*, which gives

where in the fourth step we use the commutable property, i.e., (A
that from the definition of u* and v* we naturally have (ATA)u* =
u* = %(ATA + A)(u* — v*) = (ATA + AM)z*, and also v* =

_‘
+
>
[
-~
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facts we can express u* and v* in terms of z*, and have

Mz = 2" lwe 5w

21 |AAT + MI|V2 - Aut|| 4 ex0]|[ATA|Y2 (AT A + AV 2vH|

21 |AAT + AT|V7 - |A(ATA + AD)z" || + €20 |ATA|Y? - [(ATA +AT)/? AT Az"||
21 |AAT + XI|V2 - [(AAT + M)Az || + ean||[ATA|V2 . |AT(AAT + A1)V2 Az
21 [AAT + AT - [(AAT + A1) Az"|| + 22| AAT(| - [(AAT + A1)/ Az"|

(2 IAAT + 30 + €22 AAT) - 12"l sw-

IN

IA Il

Thus given ¢y > 0, by choosing €31 < 2|\A1§077)\-s-5\1|\ and €z 5 < ngoi;i}”, we have
(5.2) 12 = 2" |2 3w < €0 - 12" w2y sw-

Notice that z* = M; 'r. With this result, we apply Lemma 4.1 to linear system (CTC + AW)y = CTr with
preconditioner My, and obtain y such that

<€

||$’ - y*”CTC—i-S\W : Hy*HCTCJ’-;\W

in O(y/km, log(km, /€1)) = O(log1/e1) iterations, since kni, = O(1). Notice that this is exactly the requirement
we need for Level-1 (see Eq.(5.1)). Moreover, we have the following bounds:

605\ 605\ 60)\0 _ 60/\0/0’3’
2[AAT + AI|| ~ 4|[AAT £ M| ~ 4(oi+Xo) 4% +4X/02
eo(n — 1)<} eo(n —1) €0 €0

= >

> >
2621+ 4(n — D)RF ~ 2214+ 4(n—1) ~ 2521+ 4 ~ 4K21

by 2(n—1) -
0 — (l )’%l2

where we use the fact that 2% and k; > 1, and similarly,

oA oA €00 coXo _ €o(n — )R], €0

2IAAT| T A[[AAT| T AJAAT| 4o} T 2w21 T 4R

Thus we can choose €31 = €22 = €o/4k?l to guarantee that the requirement we need for Level-2 (see Eq.(5.2))
holds. Finally we step into the innermost Level-3.

Part 4: Level-3 Preconditioning. As the innermost level (Algorithm 5), we use preconditioned Lanczos to
solve two positive definite linear systems (ATA)u =r and (ATA + S\I)v = r, with preconditioners M, == ATA
and My, .= ATA + I respectively, where A = ®A € R?** and & is the oblivious embedding matrix defined by
Lemma 2.2 with ¢ = O(s+log(1/d)). With probability 1—4§/3 we have kn,, = kmg, = O(1). Since in Algorithm 3
we pre-compute Mgal and Mgbl exactly, the error terms for these two preconditioners are 0. By using Lemma 4.1,
we need O(\/Kn,, log(kms,, /€2,1)) and O(,/Rn, log(km,,/€2,2)) iterations respectively to guarantee

{||f1 —u*[zrx < e [[utzT Al

IV —=vlarassr < €22 IVIaTarsr

Furthermore, since we choose €7 = €2 = 60/4/-$2l, thus the number of iterations in Level-3 are
O(y/FMs, log(km,, /€2,1)) = O(logl/ez1) = O(log(kl/ep)). Notice that the above guarantees are exactly the
requirements we need for Level-2, thus, by going back from Level-3 — Level-2 — Level-1 and applying a
union bound over the probabilities of “kn = O(Ri/\n/l),,‘ﬂ\/[2 = KM, = KM, = O(1)”, we conclude that
Ix — x*||a7asa1 < €]|x*]|aTa a1 holds with probability 1 — 4.
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Part 5: Total Cost. Finally we consider the total cost of Algorithm 3 together with Algorithm 4 and

5. We first pre-compute A = AST which takes O(nnz(A)log(l/d)), and also compute A = ®A which
takes O(nnz(A)log(s/d) + s?log*(s/8)) according to Lemma 2.2. With these, we can compute the Level-3
preconditioners Mz,! = (ATA)~! and M, = (ATA+AI)~! in time O(s¥). To conclude, line 2-6 of Algorithm 3
takes in total:

O(nnz(A)log(s/8) + s*log*(s/8) + 5*) = O(nnz(A) log?(1/8) + 1 log® (1/6)).

Within each iteration, we need to compute matrix-vector products of matrix AT A + AI which takes O(nnz(A)),
and call SolveM1 as in Algorithm 4. Denote Ths-1 as the time of calling SolveM1, and denote TM; as the

time of calling SolveM2 as in Algorithm 5. Observe that in each iteration of Algorithm 5 we need to compute
ATAr = SATASTr for any given vector r, which takes O(nlog(l/6) + nnz(A)) = O(nnz(A)log(l/)). Since
there are O(log(kl/ep)) iterations, the complexity for Algorithm 5 becomes

Tyt = O (nnz(A)log(1/d)log(kl/eo)) .
In each iteration of Algorithm 4 we need to compute AT Ar which is similar, thus we have
Tav-1 = O((nnz(A) log(1/9) + TM;1) -log1/eq)
= O(nnz(A)log(1/0)log(kl/€p) log1/e7)
= O(nnz(A)log(l/0) log(kl/e€o) log(k/€o)).

Finally, since there are tyax = O(F;x\/n/l - log(Rian/€)) iterations in total, we compute the overall complexity
of Algorithm 3 as the following:

O(nnz(A)log?(1/6) + 1¥ 1og” (1/8) + (nnz(A) + Tag—1) - Ryav/n/llog(Rian/e))

preconditioning iteration
(nnz(A)log?(1/8) + 14 log” (1/5) 4+ nnz(A) log(1/8) log(kl/eo) log(r/€o) - Rinv/n/llog(Ran/e€))
(nnz(A) log?(1/8) log*(k/€o) - Riav/n/llog(Rian/e) + 1% log”(1/6))

=0 (nnz(A)ﬁm’Alog?’(/ﬁ/e) - 1W> .

5.2 Proof of Lemma 5.1 For A = A+ \g > 2 T sl 02, denote I = AAT + Al and B = ATE;/Q. Here we
list some basic properties of B:

{|B||2 IBBT| = AT A <1

|B||2 =tr(BBT) = tr(AAT(AAT +AD)7Y) = d;

By using Lemma 4.4, we know that the sparse subspace embedding matrix with s = O(d;log(ds/0)) and each
column having v = O(log(ds /§)) satisfies the (}, 6, d5, log(ds /§))-OSE moment property, thus by using Lemma 4.5,
with probability 1 — ¢ we have

IBTSTSB - BTBH< (IB|I* +2[B|[%/d3) <

l\D\»—l

Conditioned on this guarantee, we have the following holds:
B'B - %1 <B'S'SB=<B'B+ %1
& PAATE V2 - 71 <3 2ASTSATE 2 < VPAATE V2 4 I
& AAT - 1(AAT + M) < ASTSAT < AAT + f(AAT + AI)

(AAT +AI) < ASTSAT 4+ A1 <= 5 (AAT + AI)
= AAT+>\I ~y AAT 4L
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Finally we bound d5 by I by using the fact that A > % D isi o2

AT = = N ~ > N~ 9 — obh
SN It i—l+1012+)\ i=l+12zj>lgj2 2

thus we conclude that s = O(llog(l/d)) and v = O(log(1/§)) suffices for the spectral approximation.

6 Analysis of Inexact Preconditioned Lanczos Iteration

Our Multi-level Sketched Preconditioning (MSP) algorithms described in Sections 4 and 5 rely on multiple calls
to a preconditioned Lanczos algorithm. This method requires routines for matrix-vector multiplication with A,
as well as matrix-vector multiplication with the inverse of the preconditioner, M. A key feature of our framework
is that, in many cases, we do not explicitly construct M~!, but rather compute M~'r for a given vector r € R"
approximately. It is not clear a priori that the outer iterative method used in our algorithms is robust to this
approximation, i.e. that Lanczos still converges as quickly as the case when M ™! is applied exactly. In particular,
while there has been significant work showing that the unpreconditioned Lanczos method is robust to inexact
matrix-vector multiplications, and actually to round-off error in all arithmetic operations [Pai76, Gre89, MMS18],
there is less work on analyzing preconditioned Lanczos.

One line of work studies the closely related Preconditioned Conjugate Gradient (PCG) method, which
returns exactly the same output as Lanczos when all computations are performed exactly [GY99]. That work
establishes that PCG still converges when M~ is applied approximately. However, it has the disadvantage of
only providing a non-accelerated convergence rate. l.e., it establishes convergence depending on the condition
number Ky = H(Mfl/zAM’l/z) of the preconditioned system. On the other hand, if M~! is applied exactly, a
dependence on /K is achievable. This better \/kn dependence is critical for obtaining our final results. Other
efforts to analyze the stability of iterative methods also fail to obtain an accelerated rate. For example, there has
been interesting recent work on the stability of preconditioned gradient descent [Epp24], but any gradient descent
type method will have convergence depending on sy instead of /K.

We address this issue by proving a new result for the Lanczos method with inexact preconditioning that
maintains the accelerated rate. We suspect that a similar result can be achieved for PCG, which is more commonly
used in practice than Lanczos, although we leave this effort to future work. As discussed in Section 1.2, we also
note that our analysis of Lanczos is not strictly necessary for this paper. For example, [ST14b] give an analysis
of inexact preconditioned Chebyshev iteration, which could have been used instead. However, the preconditioned
Lanczos method is easier to implement (e.g., does not require eigenvalue bounds) and much more widely used
in practice since it tends to converge much more quickly than Chebyshev iteration, even though it has the same
worst-case guarantees [ACG123]. As such, we expect that our stability analysis of the preconditioned Lanczos
method will be of general interest beyond this work.

6.1 Inexact Preconditioned Lanczos Method Concretely, in this section we analyze the preconditioned
Lanczos method described in Algorithm 6. The specific implementation of Lanczos in Algorithm 6 is based on an
implementation of an unpreconditioned Lanczos method whose numerical stability was analyzed in seminal work
by Christopher Paige [Pai7l, Pai76]. Paige’s work was later used to show that Lanczos can stably solve linear
systems and more general matrix function problems on finite precision computers [Gre89, MMS18]. Our analysis
will rely on these previous results. Formally, we prove the following result:

THEOREM 6.1. Consider solving Ax = b for positive definite A using Algorithm 6 provided with a function
SolveM that, for some positive semidefinite preconditioner M and any vector r returns

(6.1) [SolveM(r) — M~ 'r|m < € - |M ™ r||m.

Ifeg < (=5-)¢ for a fized constant c > 0, where Ky is the condition number of M~1Y/2AM™1/2 then the algorithm

KEMN

outputs x; such that ||x; — A7'b||a < €[|[A7Ib||a in t = O(\/km log(km/€)) iterations.

We prove Theorem 6.1 in an indirect way by comparing the output of Algorithm 6 to the output of a more
easily analyzed variant of Lanczos with symmetric preconditioning, which is given as Algorithm 7. This variant
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Algorithm 6 Preconditioned Lanczos Iteration

1: Input: positive definite A € R"*™, vector b € R", function SolveM, # of iterations t;
2: Output: vector x; € R™ that approximates A~'b;

3: Wg < SolveM(b), 2z’ = /(b,Wy);

4 qo=0,qr=w/z,q1 =b/z ] =0;

50 fori=1,...,t do

6: u; < Aq; — Biqi-1;

T a4 (U, )

8 Wi < W; — @jq;, W; = SolveM(w;);

o: 11 (Wi, W) V2

10: if §;,, == 0 then

11: break;

12: end if

13: qQit1 < &/5§+17 qit+1 < Wi/ﬂzﬁrl;

14: end for
of B 0

/ txt By b o) nxt — —

15: T/ € Rt , QeER™ @ ... @ |;

0 [CH

16: return x, = 2’QT'~le; where e; € R! denotes the first standard basis vector.

Algorithm 7 Symmetric Preconditioned Lanczos Iteration.

1: Input: positive definite A € R"*™ vector b € R™, positive definite preconditioner M € R"*"™  # of iterations
t;

2: Output: vector y € R™ that approximates A~ 'b;

3: W < Mil/Qb, Z 4 ||W0||,

4: qo < 0,q1 <+ w/z,61 =0;

5. fori=1,...,t do

6: u; « M-Y2AM~2q; — Biq;_1;

7

8

9

a; < (u;,q;);
W; < u; — ;q;;
c Biva <+ lwill;
10: if Bi+1 == 0 then
11: break;
12: end if
13: qQi+1 Wi/ﬂi+1;
14: end for
ar B 0
15: T € R¥*t « fzoaz ; QER™ [ ar ... a |;
R Br
0 Br o

16: return x;, = M~1/2 (ZQT_lel)7 where e; € R? denotes the first standard basis vector.

assumes access to the symmetrically preconditioned matrix M~1/2AM~1/2. To motivate the algorithm, observe
that:

Aflb — M71/2(M71/2AM71/2>71M71/2b.

Algorithm 7 is obtained by just running the standard unpreconditioned Lanczos method (see e.g., [MMS18])
with right hand side M~/?b and matrix (M~Y/2AM~1/2), and then multiplying the final result by M~1/2,
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In our application, we only have access to M ™!, so we cannot implement Algorithm 7 directly: it is only used
for our analysis of Algorithm 6. In particular, we will take advantage of the fact that it can be easily shown
that Algorithm 7 is robust to implementation in finite precision arithmetic. This is because, unlike Algorithm 6,
Algorithm 7 is formally equivalent to unpreconditioned Lanczos run with a particular choice of inputs. The
robustness of the unpreconditioned Lanczos method to round-off errors has been widely studied.

Formally, suppose all basic arithmetic operators are computed up to relative accuracy. 1.e., for any operation
x oy where o € {+, —, x, +}, the computer running Algorithm 7 returns a result

(6.2) z=(14+0)(zovy) such that 10| < €mach,

where €mach is the machine precision. Similarly, for any x, the computer can compute z = (1 + 0)(z o y) where
|0] < €mach- In this setting, we have the following bound:

FacT 6.1. (COROLLARY OF THEOREM 1 [MMS18]) Suppose Algorithm 7 is given access to the exact value of
M-Y2AM~/2 and M~2b and is then implemented on a finite precision computer with machine precision
€mach = Doly(e/nkm), except that the final multiplication by M~1/2 on line 16 is performed exactly. Here
kv = K(M™Y2AM™Y/2). Then the algorithm will return x; such that ||x; — A"'b|la < €|A~'b||a after
t =0 (\/rkmlog(km/e)) iterations.

Proof. This fact is obtained by applying Theorem 1 of [MMS18] to solving the positive definite preconditioned
system M~1/2AM~1/2x = M~'/?b, which has solution M'/2A~'b. Observe that Algorithm 7 is exactly
equivalent to the Lanczos method analyzed in that work, except for the last step: to return an approximate
solution to M—1/2AM~1/2x = M~'/2b, we should return just

y =2QT le;

instead of x; = Mfl/z(zQT’lel). Let A\; > ... > )\, > 0 denote the eigenvalues of the M~1/2AM~1/2. We
apply Theorem 1 with f(z) = 1/z and n = \,,/2, and use the well known fact (see, e.g. [She94]) that for any
0 < 1, there exists a degree O(,/km log(1/6)) polynomial such that:

5
— 1)z < —.
Lohax Ip(z) — 1/z| < N

Setting 6 = poly(e/km) and €mach = poly(nkn/e), Theorem 1 from [MMSI8] implies that after ¢ =
O(y/kmM log(km/€)) iterations,

— € —
(6.3) ly = MIZA7Tb|| < ——|[M~V2b)|.
KM An

—1/2

Using that x; = M~1/2y exactly (since we assumed the last multiplication by M is perfomed exactly on Line

16, we have:

”y o M1/2A—1b” — H(A1/2M—1/2)—1A1/2M—1/2y _ (A1/2M_1/2)_1A_1/2b||
1

_ 1 _
Tl A = A7) = —cx — AMblla.
1

VAL

Y

We further have that:

€

KM)\n

_ € _ _ _ € _
M2 = (AT AT b < /A A D

Plugging both of these bounds into (6.3), we conclude that, as desired.

6)\1

— A7 b|la <
[Ix: la < P

IA™"blla = ¢ A7"b]|a.
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We can actually slightly strengthen Fact 6.1. In particular, the analysis in [MMS18] is based in a black-box way
on a bound from [Pai76] on the output of the general Lanczos tridiagonalization method in finite precision. This
result is stated as Theorem 8 in [MMS18] and is the first theorem in [Pai76]. So, the fact actually holds for any
sequence of round-off errors for which this critical theorem remains true.

FACT 6.2. The result of Fact 6.1 holds when Algorithm 7 is implemented with any sequence of round-off errors
for which the main Theorem of [Pai76] (Theorem 8 in [MMS18]) holds with €mach = poly(nkm/e€). This includes,
e.g., any sequence of adversarially chosen round-off errors on basic arithmetic operations that satisfy (6.2), even if
those are not precisely the errors that would be made in a standard implementation of finite precision arithmetic.

We leverage Fact 6.2 to prove Theorem 6.1 by arguing that the output of Algorithm 6, the preconditioned Lanczos
method that we hope to analyze, is exactly equivalent to the output of Algorithm 7 for some choice of round-off
errors that satisfy the requirements to prove Paige’s theorem. The proof is completed below. It is not self-
contained: the reader will require access to [Pai76]. As of April 2024, a copy can be found on the author’s
webpage.

Proof. [Proof of Theorem 6.1] Before beginning the proof, we make a remark on notation. The variable names in
Algorithm 6 are chosen to mirror the variable names in Algorithm 7. In particular, if Algorithm 6 and Algorithm 7
are implemented in exact arithmetic and with exact applications of all matrix-vector multiplications, it can be
checked that any variable x satisfies the relationship

x=M"?x and X = M'/?x.

E.g., at Line 6 of Algorithm 6, u; would exactly equal M'/2u; computed at Line 6 of Algorithm 7. Additionally,
any variable that appears with a single tick mark in Algorithm 6 would be exactly equal to the corresponding
variable in Algorithm 7. I.e. we would have that 2’ = z on Line 3.

To motivate Algorithm 6, note that it is essentially equivalent to Algorithm 7, except that, instead of keeping
track of Q = [q1, ..., qx], it keeps track of M 1/2Q = [@1,...,d%]. This can be done without every having access
to M~1/2 and, importantly, allows use to avoid the final step of Algorithm 7, which requires multiplying M~'/2
by a vector in the span of Q.

Concretely, we will prove that there is a sequence of round-off errors in Algorithm 7 for which Paige’s main
theorem holds, and for which TV = T and Q = M~Y2Q, where T’ and Q are the quantities computed by
Algorithm 6 run with a procedure SolveM for applying M~! that satisfies the accuracy guarantee of (6.1). We
will actually argue that this equivalence holds when Algorithm 7 is run on a slight perturbation of b, b’. We will
account for this difference towards the end of the proof.

Our proof will proceed via induction. In particular, we will prove that for all 7,

(6.4) a

K2

= B; = Bi, @ =M /%, and llai — M'2q;||p-1 < €mach -

To establish this bound, we will inductively assume that it holds for all j < i. We begin with the base cases,
which includes any variable set outside of the for loop on Line 5.

Base Case. We start by noting that trivially, 0 = qo = M'/2qy = 0 and 0 = 8} = 51 = 0. Moreover, by (6.1),
Wo = M~!b + Ay, where A is a vector with ||Ag|m < o] M™tb|lm. Le. Wo = M~1(b +MAy). So, for some
b’ satisfying

(6.5) b’ — b = MA,,
we have that, for wy = M~1/2p/,
(6.6) Wo = M~ 2w,.
Next, we have that
(2')? = (b, W) = M~ "/?b||* + (A, b).
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By Cauchy-Schwarz, |(Ag,b)| < [|[M~/2b||||M'/2A,| and we have that [|[MY2Aq|| = [|Aollm < €o|M~Y?b|fs.
It follows that, as long as €y < €mach, (2')? = (1 4+ A)||[M~'/2b||? for some scalar A; with |[A;| < €mach, and
therefore that:

2= (14 Ay) M™%

for scalar Ag with |As| < €mach. On Line 3 of Algorithm 7, Paige’s analysis allows for z < ||wyg|| to be computed
up to relative error (1 4 emach(n + 2)/2) (see [Pai76], equation 12). So, there is a choice of acceptable roundoff
error for which 2z’ = z. Combined with (6.6), we conclude that:

(6.7) T =M /3q;.

This establishes the second equation in (6.4), so to complete the base case analysis for ¢ = 1, we are left to
address the third equation, i.e. that ||qi — M'/2q1|| < €mach [M'/2]|. We have from (6.7) that M'/2q; = May =
M- (M~ 'b+ Ag)/z". We have that q; = b/z’, so we conclude that:

lar — M 2qq v = [MAG /2 [lna-1 = [[ A0/ | m-
As shown above, as long as egpacn < 1/2, 2/ > %HM*/QbH, so we have that

2

<— A < 2¢p.
= a7z Aol = 26

lar — M 2qq|p-

So, we have prove the third equation of (6.4) as long as ¢y < “mgeh,

Inductive Case. We can now move onto the inductive case of (6.4). L.e., to proving the statement for all ¢ > 2,
assuming it holds for j < .
We proceed with a line by line analysis of Algorithms 6 and 7.

Line 6. Our first goal is to prove that for some choice of acceptable roundoff error in Algorithm 7,
(6.8) M2y, = u,.
Observe that
Mfl/Q& — M 2Aq; — 6£M71/2£
— M VZAM/2q, — BiM—Uzb
=M 2AM 2q; — Biqi_1 + Bils,

where, using our inductive assumption, As = q;_; — M~'/2q;_; is a vector with Euclidean norm bounded by
1/2

€mach- Paige’s analysis allows for u; < M~Y/2AM~1/2q; — 8;q;—1 to be computed up to additive error bounded

in norm by €mach 2||8iqi—1]| (see [Pai76], equation 8).

Using that ||q;|| > 1/2 as long as epmach < (see [Pai76] equation 14) we thus have that there is a choice

1
2(n+4)
of allowable error in Algorithm 7 such that M~'/2u; = u;. So, we have proven (6.8) as desired.

Line 7. Next, by our inductive assumption and (6.9), we have that
(wi, @) = (us, qi),

so we immediately have that, even with no roundoff error in Algorithm 7,

(6.9) a; = .

This establishes the first condition of (6.4).

Line 8. We want to prove that, for some choice of acceptable rounding error in Algorithm 7,

(6.10) M%%; = w;.
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By Equation (6.9) and Equation (6.1) we have:
(6.11) Wi =M'u, — ;M 'q; + Ay,

where [[Ag]lm < €l M™2(w; — a;q;)[. Furthermore, by (6.4), we have that M~/2q; = q; + As, where
IAs5]] < €mach. Combining with (6.8), it follows that:

(6.12) M'2%; = M2y, — M~V 2q; + MY2A,
(613) =Uu; — Q41 + OéiA5 + M1/2A4.

Paige’s analysis requires that w; equals u; —;q; up to additive error with norm bounded by €macn (||w;]| 4+ 20| a;||)
(see [Pai76], equation 8). So to establish (6.10), we need to show that:

(6.14) levi s + M2 Au]| < emacn([[wil] + 2ai]|as ).
Observe that, by triangle inequality,

IMY2A, | < €0 M2 (w; — ciqy) || = €ollui — M~ 2|
< eollu; — aiqi + i As.
Combined with our bound on As, we have:
o As + M2 A4 < eollug]] + 20; €mach -
Using that ||q;|| € [1/2,2] as long as €mach < 57— (see [Pai76] equation 14), we see that (6.14) holds as long as

2(n+4)
€0 < €mach- It follows that (6.10) holds.
We also claim that, directly from (6.10) and (6.1),

(6.15) [wi = M~ 2wil| = [[Wi = M~ willa < ol M willv = o[ M7 2w
Line 9. By (6.15) and (6.10), we have that:
(wi, W) = (M~ 2wy, MY2W5) = (wi, wi) + (Ag, wi),
where ||Ag|| < €o||M~/2w;||. Applying Cauchy-Schwarz, it follows that:
(Wi, Wy) = (W, W;) + A,

where A7 is a scalar with |A7| < eol|w;|[|M~Y2w;|. As long as ¢g < 1/2, we can check from (6.15) that
IM~1/2w; || < 2||w;||. It follows that (w;, W;) = (1 + Ag)(w;, w;) where |Ag| < 2¢, and thus

(6.16) (wi, Wi) = (14 Dg) v/ (Wi, wi),

again for [Ag| < 2¢. Paige’s analysis assumes that /(w;, W;) is computed up to multiplicative accuracy
(1 + €macn(n +2)/2) (see [Pai76] equation (12)), so as long as 2e¢p < €macn(n + 2)/2, then there is some choice of
acceptable roundoff error such that, as desired.

(6.17) Bit1 = Bit1,

This establishes the second condition of (6.4).

Line 10. By (6.17), the if condition in Line 9 evaluates to true in Algorithm 6 if and only if it evaluates to true
in Algorithm 7, so we can move onto Line 13.

Line 13. We have immediately from (6.10) and (6.17) that:

(6.18) G =M qip.
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This proves our third condition in (6.4) for ¢ 4+ 1. Additionally, from (6.15) and (6.17), we have that:

1 1 _ €0 Ing—

la; =M qifvr = —llwi = MY 2willv = — M7 Pw —wi v < 2 IMT 2w

Bi Bi Bi
As before, we have that || M~'/2w;|| < 2||w;|| and, from [Pai76] equation 12, as long as émach < n%r? Biv1 = 1wl
So, we conclude that

lai — M"2qi[lv-1 < 4eg

which implies our fourth condition in (6.4) as long as 4ep < €mach.

Completing the Proof. With (6.4) in place, we are ready to prove our main result, Theorem 6.1. We have
established that if Algorithm 6 is run with input b and function SolveM satisfying (6.1) with ey < €mach /4, then it
generates a tridiagonal matrix T’ that is identical to the output of Algorithm 7 run with input b’ and a particular
set of round-off errors that satisfy the condition of Fact 6.2. Moreover, the matrix Q generated by Algorithm 6 is
identical to M~1/2Q, where Q is the matrix generated Algorithm 7. Since we have also establishes that z = 2/,
it follows that Line 16 of each algorithm returns and identical output. We conclude from Fact 6.2 that, as long
as €mach = poly(e/nkm), for t = O (y/km log(km/€)), the vector x} returned by Algorithm 6 satisfies:

(6.19) Ix; = A7'b'||a < €| A7'D'| 4.

Recalling that b’ = b + MA for a vector A with |[M/2Aq|| < €||M~1/2b)|, we further have that:
JA~'b— A~'b[a = [A"1/b — A712H| = [ A"V2MA|

ol A~V/2MI/2 [ M2 |

co| A~1/2MY2|[|MY/2A V2| A1 2D

= cov/km[[A7'bl|a

Combining with (6.19) via triangle inequality, we have that, as long as ¢y < \/%,

A

IN

KM
lxi — A™"bl|a < 3¢[|A™"b]|a.

Adjusting the constant on e proves Theorem 6.1. 0

7 Lower Bound for Linear Systems with k Large Singular Values

In this section, we give a lower bound for the time complexity of solving linear systems with k large singular
values.

THEOREM 7.1. Assuming that the time complezity of solving an arbitrary n X n linear system to precision €
1/poly(n) is Q(n¥), the time complexity of solving an n x n linear system Ax = b such that o+1(A)/omin(A) =
O(1) is at least Q(n? + kv).

Proof. The proof will be divided into two parts. First, we will give an information theoretic lower bound showing
that to solve a linear system with k large singular values, one must read at least (n?) entries of the matrix A.
To do this, consider the following class of n X n matrices parameterized by an index pair (i, j), where e; denotes
the ith n-dimensional standard basis vector:

A:{InJreie;-'—feje;r : z;éj}

Matrix A € A is a matrix with identity on the diagonal and then two off-diagonal entries, 1 and —1, symmetrically
across from each other, and then zeros everywhere else. We then choose an all-ones vector b = [1,...,1]T € R®
and consider such a linear system:

"1 1T -
]. ]_ x2 1
1 I3 1
-1 1 Tn—1 1
L 1] | zn | 1]
1999 Copyright © 2025 by SIAM
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Note that this linear system can be written more concisely as satisfying the following equations:

forl #14,5, z; =1,
T, +x; =1,

—T; +£L'j = 1,

which implies that the solution vector x is an all-ones vector except for x; = 0. To find the singular values
associated with the matrix A, observe that:
ATA =1, + eie;-r —eje; ) (L, + eie;r —eje)) =1, +ee + eje;-r.

Since AT A is diagonal, its eigenvalues can be found immediately, which gives us the singular values of A (in
decreasing order): o1 = /2, 02 = /2 and 03 = ... = 0,, = 1. Thus, A is well-conditioned and it satisfies the k
large singular values property for any k. Suppose that the matrix A is given to us in an n x n two-dimensional
array. How long does it take to find either of the non-zero off-diagonal entries of A? Naturally, this will require
in the worst-case reading Q(n?) entries, since we have no information about the index pair 1 <4 < j < n. On the
other hand, if we were able to solve this linear system in time o(n?), obtaining (an approximation of) vector x,
then we could find 4, j pair in an additional O(n) time by finding the entry of x that is not equal 1. This shows,
by contradiction, that the time complexity of solving such a linear system must be (n?).

We note that, while our construction gives a sparse matrix, which may be stored more efficiently in a column-
row-value format, this does not circumvent our lower bound, since we can also consider the above matrix A
that has been distorted entry-wise with, say, random +1/poly(n) values, so that it is no longer sparse, but this
distortion will not meaningfully affect its condition number or the linear system solution. Thus, the above lower
bound applies also for such dense matrices.

In the second part of the proof, we observe that to solve an n x n linear system with & large singular values,
one must (effectively) solve an arbitrary k x k linear system. Namely, consider an arbitrary k x k rank k matrix
M and a vector ¢ € R¥, and consider the following n x n linear system that can be written in a block-diagonal

form:
" won b))

where we are solving for the vectors x and y. Note that the singular values of this system are simply the singular
values of M, with its smallest singular value additionally repeated n — k times. Thus, og4+1/0min = 1 for this
system, and it satisfies the k large singular values property. Also, note that the solution of this system is x = M~'c
and y = 0. Now, if we can solve this system in time o(k*), then, by simply reading off the first k entries of the
solution vector, we obtain the solution to the k x k system Mx = c. This concludes the proof of the lower bound.
|
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