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Abstract

A recent work introduces the problem of learning set functions
from data generated by a so-called optimal subset oracle. Their
approach approximates the underlying utility function with
an energy-based model, whose parameters are estimated via
mean-field variational inference. This approximation reduces
to fixed point iterations; however, as the number of iterations
increases, automatic differentiation quickly becomes compu-
tationally prohibitive due to the size of the Jacobians that are
stacked during backpropagation. We address this challenge
with implicit differentiation and examine the convergence con-
ditions for the fixed-point iterations. We empirically demon-
strate the efficiency of our method on synthetic and real-world
subset selection applications including product recommenda-
tion, set anomaly detection and compound selection tasks.

1 Introduction

Many interesting applications operate with set-valued out-
puts and/or inputs. Examples include product recommenda-
tion (Bonab et al. 2021; Schafer, Konstan, and Riedl 1999),
compound selection (Ning, Walters, and Karypis 2011), set
matching (Saito et al. 2020), set retrieval (Feng, Zhou, and
Lan 2016), point cloud processing (Zhao et al. 2019; Gio-
nis, Gunopulos, and Koudas 2001), set prediction (Zhang,
Hare, and Prugel-Bennett 2019), and set anomaly detection
(Maskova et al. 2024), to name a few. Several recent works
(Zaheer et al. 2017; Lee et al. 2019) apply neural networks to
learn set functions from input/function value pairs, assuming
access to a dataset generated by a function value oracle. In
other words, they assume having access to a dataset generated
by an oracle that evaluates the value of the set function for
any given input set.

Recently, Ou et al. (2022) proposed an approximate maxi-
mum likelihood estimation framework under the supervision
of a so-called optimal subset oracle. In contrast to traditional
function value oracles, a label produced by an optimal sub-
set oracle is the subset that maximizes an (implicit) utility
set function, in the face of several alternatives. The goal of
inference is to learn, in a parametric form, this utility func-
tion, under which observed oracle selections are optimal. As
MLE is intractable in this setting, Ou et al. (2022) propose
performing variational inference instead. In turn, they show
that approximating the distribution of oracle selections re-
quires solving a fixed-point equation per sample. However,

these fixed-point iterations may diverge in practice. In ad-
dition, Ou et al. (2022) implement these iterations via loop
unrolling, i.e., by stacking up neural network layers across
iterations, and calculating the gradient using automatic dif-
ferentiation; this makes backpropagation expensive, limiting
their experiments to only a handful of iterations.

In this work, we establish a condition under which the
fixed-point iterations proposed by Ou et al. (2022) are guar-
anteed to converge. We also propose a more effective gradient
computation utilizing the recent advances in implicit differ-
entiation (Bai, Kolter, and Koltun 2019; Kolter, Duvenaud,
and Johnson 2020; Huang, Bai, and Kolter 2021), instead of
unrolling the fixed-point iterations via automatic differentia-
tion (Paszke et al. 2017). This corresponds to differentiating
after infinite fixed point iterations, while remaining tractable;
we experimentally show that this improves the predictive
performance of the inferred models.

We make the following contributions:

* We prove that, as long as the multilinear relaxation (Ca-
linescu et al. 2011) of the objective function is bounded,
and this bound is inversely proportional to the size of the
ground set, the fixed-point iterations arising during the
MLE framework introduced by Ou et al. (2022) converge
to a unique solution, regardless of the starting point.

* We propose a more effective gradient computation by us-
ing implicit differentiation instead of unrolling the fixed-
point iterations via automatic differentiation. To the best
of our knowledge, we are the first ones to propose utiliz-
ing implicit differentiation in the context of learning set
functions.

* We conduct experiments to show the advantage of our
approach on multiple subset selection applications includ-
ing set anomaly detection, product recommendation, and
compound selection tasks. We also show, in practice, that
the fixed-point iterations converge by normalizing the
gradient of the multilinear relaxation.

The remainder of the paper is organized as follows. We
present related literature in Sec. 2. We summarize the learning
set functions with optimal subset oracle setting introduced
by Ou et al. (2022) in Sec. 3. We state our main contributions
in Sec. 4. We present our experimental results in Sec. 5 and
we conclude in Sec. 6.



2 Related Work

Learning Set Functions from Oracles. There is a line
of work where a learning algorithm is assumed to have ac-
cess to the value of an unknown utility function for a given
set (Feldman and Kothari 2014; Balcan and Harvey 2018;
Zaheer et al. 2017; Lee et al. 2019; Wendler et al. 2021;
De and Chakrabarti 2022). This is the function value or-
acle setting. Zaheer et al. (2017) and De and Chakrabarti
(2022) regress over input set - function value pairs by min-
imizing the squared loss of the predictions while Lee et al.
(2019) minimize the mean absolute error. However, obtain-
ing a function value to a given subset is not an easy task
for real-world applications. The value of a set may not be
straightforward to quantify or can be expensive to compute.
Alternatively, Tschiatschek, Sahin, and Krause (2018) and Ou
et al. (2022) assume having access to an optimal subset ora-
cle for a given ground set in the training data. Similarly, we
do not learn the objective function explicitly from input set -
output value pairs. We learn it implicitly in the optimal subset
oracle setting.

Learning Set Functions with Neural Networks. Multiple
works aim to extend the capabilities of neural networks for
functions on discrete domains, i.e., set functions (Zaheer
et al. 2017; Wendler, Piischel, and Alistarh 2019; Soelch et al.
2019; Lee et al. 2019; Wagstaff et al. 2019; Kim et al. 2021;
Zhang et al. 2022a; Giannone and Winther 2022). Diverging
from the traditional paradigm where the input data is assumed
to be in a fixed dimensional vector format, set functions are
characterized by their permutation invariance, i.e., the output
of a set does not depend on the order of its elements. We refer
the reader to a survey about permutation-invariant networks
by Kimura et al. (2024) for a more detailed overview. In this
work, we also enforce permutation invariance by combining
the energy-based model in Sec. 3.1 with deep sets (Zaheer
et al. 2017), following the proposed method of Ou et al.
(2022) (see also App. A).

Karalias et al. (2022) integrate neural networks with set
functions by leveraging extensions of these functions to the
continuous domain. Note that, their goal is not to learn a set
function but to learn with a set function, which differs from
our objective.

Learning Submodular Functions. Itis common to impose
some structure on the objective when learning set functions.
The underlying objective is often assumed to be submodular,
i.e., it exhibits a diminishing returns property, while the pa-
rameters of such function are typically learned from function
value oracles (Dolhansky and Bilmes 2016; Bilmes and Bai
2017; Djolonga and Krause 2017; Kothawade et al. 2020; De
and Chakrabarti 2022; Bhatt, Das, and Bilmes 2024; Gomez-
Rodriguez, Leskovec, and Krause 2012; Bach 2013; Feldman
and Kothari 2014; He et al. 2016). We do not make such
assumptions, therefore, our results are applicable to a broader
class of set functions.

Implicit Differentiation. In the context of machine learn-
ing, implicit differentiation is used in hyperparameter opti-
mization (Lorraine, Vicol, and Duvenaud 2020; Bertrand et al.
2020), optimal control (Xu, Molloy, and Gould 2024), rein-

forcement learning (Nikishin et al. 2022), bi-level optimiza-
tion (Arbel and Mairal 2022; Zucchet and Sacramento 2022),
neural ordinary differential equations (Chen et al. 2018; Li
et al. 2020) and set prediction (Zhang et al. 2022b), to name
a few. Inspired by the advantages observed over this wide-
range of problems, we use implicit differentiation, i.e., a
method for differentiating a function that is given implicitly
(Krantz and Parks 2002), to learn set functions for subset
selection tasks by leveraging the JAX-based, modular auto-
matic implicit differentiation tool provided by Blondel et al.
(2022).

Implicit Layers. Instead of specifying the output of a deep
neural network layer as an explicit function over its inputs,
implicit layers are specified implicitly, via the conditions
that layer outputs and inputs must jointly satisfy (Kolter,
Duvenaud, and Johnson 2020). Deep Equilibrium Mod-
els (DEQs) (Bai, Kolter, and Koltun 2019) and their vari-
ants (Winston and Kolter 2020; Huang, Bai, and Kolter 2021;
Sittoni and Tudisco 2024) directly compute the fixed-point
resulting from stacking up hidden implicit layers by black-
box root-finding methods, while also directly differentiat-
ing through the stacked fixed-point equations via implicit
differentiation. We adapt this approach when satisfying the
fixed-point constraints arising in our setting. The main dif-
ference is that in the aforementioned works, implicit layers
correspond to a weight-tied feedforward network while in
our case, they correspond to a deep set (Zaheer et al. 2017)
style architecture.

3 Problem Setup

In the setting introduced by Ou et al. (2022), the aim is to
learn set functions from a dataset generated by a so-called
optimal subset oracle. The dataset D consists of sample pairs
of the form (S*, V'), where (query) V' C ( is a set of options,
i.e., items from a universe €2 and (response) S* is the optimal
subset of V, as selected by an oracle. We further assume that
each item is associated with a feature vector of dimension
dy,ie., Q C R%f . The goal is to learn a set function Fy :
2 % 29 3 R, parameterized by € R?, modeling the utility
of the oracle, so that

S* = argmax Fp(S,V), (1
scv

for all pairs (S*, V) € D. As a motivating example, consider
the case of product recommendations. Given a ground set V'
of possible products to recommend, a recommender selects
an optimal subset S* C V and suggests these to a user. In
this setting, the function Fy (S, V') captures, e.g., the recom-
mender objective, the utility of the user, etc. Having access
to a dataset of such pairs, the goal is to learn Fy, effectively
reverse-engineering the objective of the recommender engine,
inferring the user’s preferences, etc.

3.1 MLE with Energy-Based Modeling

Ou et al. (2022) propose an approximate maximum likelihood
estimation (MLE) by modeling oracle behavior via a Boltz-
mann energy (i.e., soft-max) model (Murphy 2012; Mnih
and Hinton 2005; Hinton et al. 2006; LeCun et al. 2006).



They assume that the oracle selection is probabilistic, and the
probability that .S is selected given options V' is given by:
exp (Fp(S, V))
pe(S|V) = . 2)
B = v e (o5, 7))

This is equivalent to Eq. (1), presuming that the utility Fy.)
is distorted by Gumbel noise (Kirsch et al. 2023). Then, given
a dataset D = {(S;, V;)}¥.,, MLE amounts to:

N
argénaxz log pe (S} | Vi)] . 3)

i=1

Notice that multiplying Fp with a constant ¢ > 0 makes
no difference in the behavior of the optimal subset oracle
in Eq. (1): the oracle would return the same decision under
arbitrary re-scaling. However, using ¢ - Fp() in the energy-
based model of Eq. (2) corresponds to setting a temperature
parameter c in the Boltzmann distribution (Murphy 2012;
Kirsch et al. 2023), interpolating between the deterministic
selection (¢ — o0) in Eq. (1) and the uniform distribution
(c — 0).!

3.2 Variational Approximation of Energy-Based
Models

Learning @ by MLE is challenging precisely due to the ex-
ponential number of terms in the denominator of Eq. (2).
Instead, Ou et al. (2022) construct an alternative optimiza-
tion objective via mean-field variational inference as follows.
First, they introduce a mean field variational approximation of
the density pg given by q(S, V. 9) = [[;cs ¥; Hjev\s(l —
1), parameterized by the probability vector 4): this repre-
sents the probability that each element j € V' is in the optimal
subset S*. Then, estimation via variational inference amounts
to the following optimization problem:

Min.  L({9;}) = Epv, 5)[—logq(S, V,¥")| =~ 4

N
%Z =Y logy = Y log (1-v) |
=1

JjES! JEVI\S}
subj. to ;= argmin KIL(q(S;, Vi, ) | pe(Si | Vi),
P

foralli € {1,...,n},

where 17 € [0,1]!V is the probability vector of elements
in V; being included in S;, KLL(+||-) is the Kullback-Leibler
divergence, and pg(-) is the energy-based model defined in
Eq. (2). In turn, this is found through the ELBO maximization
process we discuss in the next section.

3.3 ELBO Maximization

To compute v*, Ou et al. (2022) show that minimizing
the constraint in Eq. (4) via maximizing the corresponding
evidence lower bound (ELBO) reduces to solving a fixed

'From a Bayesian point of view, multiplying Fp(-) with ¢ > 0
yields the posterior predictive distribution under an uninformative
Dirichlet conjugate prior per set with parameter « = e“ (Murphy
2012).

Algorithm 1: Dif£MF (Ou et al. 2022)

Input: training dataset {(S}, V;)}¥,, learning rate 7, num-
ber of samples m
Output: parameter 6
1: 0 < initialize
2: repeat
3:  sample training data point
(S*’V) ~ {(Sf, Vi) 1JZV:1
4:  initialize the variational parameter

P —05x1
5:  repeat
6: fork <+ 1,..., K do
7: for j «+ 1,...,|V|in parallel do
8: sample m subsets

St~ q(S, (" V|l 0))
9: update variational parameter
U o (L 0 [Fo(Se U {j})—Fo(S0)])

10: end for

11: end for

12:  until convergence of )

13:  update parameter € by unfolding the derivatives of the
K —layer meta-network resulting from the fixed-point
equations given in Eq. (8) during SGD
Do E) ()

99 (Ve 0 F (... (0(V o F'?))..))

Knested functions

VoLl(h'),0) « V¢<K)£(¢(K>(9)) - 999X (8)
0«60 —nVel (w(K), 0)
14: until convergence of 6

point equation. In particular, omitting the dependence on
1 for brevity, the constraint in Eq. (4) is equivalent to the
following ELBO maximization (Kingma and Welling 2013;
Blei, Kucukelbir, and McAuliffe 2017):

mgxﬁw, 6) + H(q(S,V, %)), (5)

where H(-) is the entropy and F': [0, 1]V x RY — R is the
so-called multilinear extension of Fy(S, V') (Calinescu et al.
2011), given by:

F(,0) =Y Fo(S.V)[[ws TT -vi)-

SCvV JjES  jEV\S

Ou et al. (2022) show that a stationary point maximizing the
ELBO in Eq. (5) must satisfy:

Y —o(VyF(1,0)) =0, )

where the function o : RIVI — RIVI is defined as o(x) =

[J(.Tj)]'}jl and 0 : R — R is the sigmoid function, i.e.,
o(x) = (1 + exp (—x))~!. The detailed derivation of this
condition can be found in App. C.1.

Observing that the stationary condition in Eq. (7) is a fixed

point equation, Ou et al. (2022) propose solving it via the



following fixed-point iterations. Given 8 € R¢,

9 « TInitialize in [0, 1]V,
P — a(Vy (1) 0)), (®)
P ),

where k € N, and K is the number of iterations. The exact
computation of the multilinear relaxation defined in Eq. (6)
requires an exponential number of terms in the size of V.
However, it is possible to efficiently estimate both the mul-
tilinear relaxation and its gradient V., F'(1), 0) via Monte
Carlo sampling (see App. C.2 for details).

3.4 DiffMF and Variants

Putting everything together yields the DiffMF algorithm in-
troduced by Ou et al. (2022). For completeness, we summa-
rize this procedure in Alg. 1. In short, they implement the
fixed-point iterative update steps in Eq. (8) by executing a
fixed number of iterations K, given 6, and unrolling the loop:
in their implementation, this amounts to stacking up K layers,
each involving an estimate of the gradient of the multilinear
relaxation via sampling, and thereby multiple copies of a
neural network representing Fy(-) (one per sample). Subse-
quently, this extended network is entered in the loss given in
Eq. (4), which is minimized w.r.t. @ via SGD.

They also introduce two variants of this algorithm, re-
gressing also 1/1(0) as a function of the item features via an
extra recognition network, assuming the latter are indepen-
dent (terming inference in this setting as EquiVSet, ) or
correlated by a Gaussian copula (Sklar 1973; Nelsen 2006)
(termed EquiVSet,,,,). Compared to DiffMF, both trans-
late to additional initial layers and steps per epoch.

3.5 Challenges

The above approach by Ou et al. (2022), and its variants,
have two drawbacks. First, the fixed-point iterative updates
given in Eq. (8) are not guaranteed to converge to an optimal
solution. We indeed frequently observed divergence experi-
mentally, in practice. Without convergence and uniqueness
guarantees, the quality of the output, '«/:(K ), is heavily depen-
dent on the selection of the starting point, ¢(O). Moreover,
as these iterations correspond to stacking up layers, each
containing multiple copies of Fg(-) due to sampling, back-
propagation is computationally prohibitive both in terms of
time as well as space complexity. In fact, poor performance
due to lack of convergence, as well as computational con-
siderations, led Ou et al. to set the number of iterations to
K <5 (even K = 1) in their experiments. We address both
of these challenges in the next section.

4 Our Approach

Recall from the previous section that minimizing the con-
straint of the optimization problem given in Eq. (4) is the
equivalent of the ELBO in Eq. (5), and the stationary condi-
tion of optimizing this ELBO reduces to Eq. (7). Stitching

everything together, we wish to solve the following optimiza-
tion problem:

{lz\b/[:fiib L)) ~ €)]
LN
N > logtij — Y log(1—vy) |,

1\ jes;

-
Il

JEViI\S}
subj. to ¥ = a(VyF(,0)), foralli € {i,...,n}.

To achieve this goal, we (a) establish conditions under
which iterations of Eq. (8) converge to a unique solution, by
utilizing the Banach fixed-point theorem and (b) establish a
way to efficiently compute the gradient of the loss at the fixed-
point by using the implicit function theorem. Our results pave
the way to utilize recent tools developed in the context of
implicit differentiation (Bai, Kolter, and Koltun 2019; Kolter,
Duvenaud, and Johnson 2020; Blondel et al. 2022) to the
setting of Ou et al. (2022).

4.1 Convergence Condition for the Fixed-Point

Fixed-points can be attracting, repelling, or neutral (Davies
2018; Rechnitzer 2003). We characterize the condition un-
der which the convergence is guaranteed in the following
assumption.

Assumption 4.1. Consider the multilinear relaxation F :
[0,1]V] x R? — R of Fy(-), as defined in Eq. (6). For all
0 € R4, )
sup |F(¢,0)] < —.
$e[0,1] \4
As discussed in Sec. 3, scaling Fp(S,V) by a positive
scalar amounts to setting the temperature of a Boltzmann
distribution. Moreover, neural networks are often Lipschitz-
regularized for bounded inputs and weights (Szegedy et al.
2014; Virmaux and Scaman 2018; Gouk et al. 2021). There-
fore, for any such Lipschitz neural network, we can satisfy
Asm. 4.1 by appropriately setting the temperature parame-
ter of the EBM in Eq. (2). Most importantly, satisfying this
condition guarantees convergence:

(10)

Theorem 4.2. Assume a set function Fg : 2V — R satisfies
Asm. 4.1. Then, the fixed-point given in Eq. (7) has a unique
solution p* € [0,1]IV where ¢* = o(V F(¢*, 0)). More-
over, starting with an arbitrary point 1/}(0) € [0, 1]‘V|, P*
can be found via the fixed-point iterative sequence described
in Eq. (8) where limy, _ o0 P*) = qp*.

The proof can be found in App. E and relies on the Banach
fixed-point theorem (Banach 1922). Thm. 4.2 implies that
as long as F'(1, 0) is bounded and this bound is inversely

correlated with the size of the ground set, we can find a unique
solution to Eq. (7), no matter where we start the iterations in

Eq. (8).

4.2 Efficient Differentiation through Implicit
Layers

Our second contribution is to disentangle gradient compu-
tation from stacking layers together, by using the implicit



function theorem (Krantz and Parks 2002). This allows us
to use the recent work on deep equilibrium models (DEQs)
(Bai, Kolter, and Koltun 2019; Kolter, Duvenaud, and John-
son 2020).

Define 1*(-) to be the map 8 — 1)*(0) induced by
Eq. (7); equivalently, given 8, 1™ (0) is the (unique by
Thm. 4.2) limit point of iterations given in Eq. (8). Observe
that, by the chain rule:

VoL(¥"(0)) = VyL(¥7(0)) - Derp™(0).  (11)

The term that is difficult to compute here via back-
propagation, that required stacking in Ou et al. (2022), is
the Jacobian 9g1p™ (0), as we do not have the map 1*(-) in a
closed form. Nevertheless, we can use the implicit function
theorem (see Thm. D.4 in App. D) to compute this quantity.

Indeed, to simplify the notation for clarity, we define a
function G : [0, 1]V x R¢ — [0, 1]1V], where

G(¥(0),0) £ a(VyF(¢,0)) — 1

and rewrite Eq. (7) as G(v(0),0) = 0. Using the implicit
function theorem, given in App. D , we obtain

—0yG(47(0),0) 0o9p"(0) = 06G(¢7(0),0) . (12)
—_— — — —

AcRIVIX|V] JERIVIxd BeRIVIxd

This yields the following way of computing the Jacobian via
implicit differentiation:

Theorem 4.3. Computing Dg1p* (0) is the equivalent of solv-
ing a linear system of equations, i.e., Og1p™(0) = A~1B,

A g (13)
B =%'(VyF (¥,0))-0gVyF (,6),

where Y (x) = diag ([J/(l‘j)]‘vl ) and o'(z) = (1 +

j=1
exp (~)) 2 - exp (~a).

The proof is in App. F. Eq. (12) shows that the Jacobian of
the fixed-point solution, 9g1p™(0), can be expressed in terms
of Jacobians of G at the solution point. This means implicit
differentiation only needs the final fixed point value, whereas
automatic differentiation via the approach by Ou et al. (2022)
required all the iterates (see also (Kolter, Duvenaud, and John-
son 2020)). In practice, we use JAXopt (Blondel et al. 2022)
for its out-of-the-box implicit differentiation support. This
allows us to handle Hessian inverse computations efficiently
(see App. G).

4.3 Implicit Differentiable Mean Field Variation
Putting everything together, we propose implicitly
Differentiable Mean Field variation (1Dif£MF) algorithm.
This algorithm finds the solution of the fixed-point in Eq. (7)
by a root-finding method. Then, computes the gradient of
the loss given in Eq. (11) by using the result of the implicit
function theorem given in Thm. 4.3, and updates parameter 8
in the direction of this gradient. We summarize this process
in Alg. 2.

To emphasize the difference between Alg. 1 and Alg. 2,
let us focus on lines 13 and 9, respectively. On Line 13 of the

Algorithm 2: iDiffMF

Input: training dataset {(S}, V;)}¥,, learning rate 7, num-
ber of samples m
Output: parameter 6
1: 0 < initialize
2: repeat
3:  sample training data point
(S*’V) ~ {(Sf, Vi) 1JZV:1
4:  initialize the variational parameter

P —05x1
5: forj <« 1,...,|V|in parallel do
6: sample m subsets
St ~ q(S, (i — 0))
7: update variational parameter

P o (5 20my [Fo(SeU{j}) — Fa(S0)])
8: end for
9:  update parameter 8 by computing Eq. (11) through
Thm. 4.3
o™ (0) + A1 B (see Thm. 4.3)
VoL(Y™,0) < V- L(P"(0)) - Ogtp™(0)
0+ 60— VoL(y)",6)
10: until convergence of 6

pseudo-code for the DiffMF algorithm, gradient of the loss
corresponds to

VoL (v) = vy (p1) - 9™,
where 1,b(K ) is a nested function in the form of

P = o (VyF(... (a(VyF(,0)),...,0)).

Therefore, automatic differentiation has to unroll all K layers
during gradient computation. On the other hand, on Line 9
of the iDif fMF algorithm, gradient of the loss is computed
through Eq. (11) where dgtp™ (0) has a closed form formula-
tion as a result of Thm. 4.3.

4.4 Complexity

Reverse mode automatic differentiation has a memory com-
plexity that scales linearly with the number of iterations per-
formed for finding the root of the fixed-point, i.e., it has a
memory complexity of O(K) where K is the total number of
iterations (Bai, Kolter, and Koltun 2019). On the other hand,
reverse mode implicit differentiation has a constant memory
complexity, O(1), because the differentiation is performed
analytically as a result of using the implicit function theo-
rem. Fig. 1 in Sec. 5 reflects the advantage of using implicit
differentiation in terms of space requirements numerically.
In the forward mode, the time complexity of the itera-
tive sequence inside DiffMF is again O(K) as the num-
ber of iterations is pre-selected and does not change with
the rate of convergence. Inside iDiffMF, the convergence
rate depends on the Lipschitz constant of the fixed-point
in Eq. (7) and the size of the ground set. In particular,
the number of iterations required for finding the root of
Eq. (7) is bounded by log (el—w)/y[V]) (c(—e)//IV]) where ¢ is the

log w ’



tolerancez threshold and w~is the Lipschitz constant, i.e.,
|o(VyF (2,0)) — (Vg (y,0))]]2 < wl|l@ — yll2 (see
App. H for computation steps). Thus, the root-finding routine
inside iDiffMF has O (bg(e(l_w)/ Vlvl)) time complex-

log w

ity.

5 Experiments

We evaluate our proposed method on five datasets including
set anomaly detection, product recommendation, and com-
pound selection tasks (see Tab. 1 for a datasets summary and
App. I for detailed dataset descriptions). The Gaussian and
Moons are synthetic datasets, while the rest are real-world
datasets. We closely follow the experimental setup of Ou et al.
(2022) w.r.t. competing algorithm setup, experiments, and
metrics.’

5.1 Algorithms

We compare three competitor algorithms from (Ou et al.
2022) to three variants of our iDiffMF algorithm (Alg. 2).
Additional implementation details are in App. L.

DiffMF (Ou et al. 2022): This is the differentiable mean
field variational inference algorithm described in Alg. 1. As
per Ou et al., we set the number of iterations to K = 5 for
all datasets.

EquiVSet;,; (Ou et al. 2022): This is the equivariant vari-
ational inference algorithm proposed by Ou et al. (2022). It is
a variation of the Dif £MF algorithm where the parameter 1) is
predicted by an additional recognition network as a function
of the data. As per Ou et al. (2022), we set K = 1 for all
datasets.

EquiVSet,,,,, (Ou et al. 2022): A correlation-aware ver-
sion of the EquiVSet; 4 algorithm where the relations among
the input elements are modeled by a Gaussian copula. As per
Ou et al. (2022), we set i = 1 for all datasets.

iDiffMF (Alg. 2): Our proposed implicit alternative to the
DiffMF algorithm where we solve the fixed-point condition
in Eq. (7) with a low tolerance threshold (¢ = 10~%), instead
of running the fixed-point iterations in Eq. (8) for only a
fixed number of times. Although DNNs are bounded, the
exact computation of their Lipschitz constant is, even for two-
layer Multi-Layer-Perceptrons (MLP), NP-hard (Virmaux
and Scaman 2018). In our implementation, we use several
heuristic approaches to satisfy the condition in Asm. 4.1.
First, we multiply the multilinear relaxation F' by a constant
scaling factor 2/(|V|c), treating ¢ as a hyperparameter. We
refer to this as iDiffMF.. We also consider a dynamic adap-
tation per batch and fixed-point iteration, normalizing the
gradient of the multilinear relaxation by its norm as well as
size of the ground set; we describe this heuristic in App. 1.3.
We propose two variants, termed iDiffMF5 and iDiffMF,,
using ¢ (|| - ||2) and nuclear (|| - ||..) norms when scaling,
respectively.

*https://github.com/neu-spiral/LearnSetsImplicit

Dataset [ D] [VT T avg([S™]) | min([S*]) | max([S¥]) | d; [ Split ratio
CelebA 202,599 | 10000 8 2.5 2 3 128 11:1
Gaussian 100 1000 | 100 10 10 10 2 2:1
Moons 100 1000 | 100 100 10 10 2 2:1
apparel 100 4,675 | 30 4.52 3 19 768 2:1
bath 100 3,195 | 30 3.80 3 11 768 2:1
bedding 100 4,524 | 30 3.87 3 12 768 2:1
carseats 34 483 30 3.26 3 6 768 2:1
= | diaper 100 6,108 | 30 4.14 3 15 768 2:1
% feeding 100 8,202 | 30 4.62 3 2 768 2:1
£ | furniture 32 280 30 3.18 3 6 768 2:1
< | gear 100 4,277 | 30 3.8 3 10 768 2:1
health 62 2,995 | 30 3.69 3 9 768 2:1
media 58 1,485 | 30 4.52 3 19 768 2:1
safety 36 267 30 3.16 3 5 768 2:1
toys 62 2,421 | 30 4.09 3 14 768 2:1
BindingDB | 52,273 | 1,200 | 300 15 15 15 512 11:1

Table 1: Summary of the datasets. {2 denotes the universe with
all possible options. D is the dataset with (S*, V') pairs. V C
) is the ground set of options and S* is the optimal subset of
V. d; is the size of the feature vector for each item in 2. The
optimal subset, ground set (S*, V') pair selection/generation
is instance specific and we describe these processes in the
App. I. Optimal subsets are subject to cardinality constraints.

For all algorithms, we use permutation-invariant NN ar-
chitectures as introduced by Ou et al., described in App. 1.6.
We report all experiment results with the best-performing
hyperparameters based on a 5-fold cross-validation. More
specifically, we partition each dataset to a training set and a
hold out/test set (see Tab. 1 for split ratios). We then divide
the training dataset in 5 folds. We identify the best hyperpa-
rameter combination through cross-validation across all folds.
To produce standard-deviations, we then report the mean and
the standard variation of the performance of the 5 models
trained under the best hyperparameter combination on the
test dataset.

We explore the following hyper-parameters: learning rate
n, number of layers L, and different forward and backward
solvers. Additional details, including ranges and optimal hy-
perparameter combinations, can be found in App. L.7.

We use the PyTorch code repository provided by Ou et al.
(2022) for all three competitor algorithms.> We use the
JAX+Flax framework (Bradbury et al. 2018; Frostig, John-
son, and Leary 2018; Heek et al. 2023) for its functional
programming abilities for our iDiffMF implementations. In
particular, we implement implicit differentiation using the
JAXopt library (Blondel et al. 2022). It offers a modular
differentiation tool that can be combined with the existing
solvers and it is readily integrated in JAX. We include our
code in the supplementary material and will make it public
after the review process.

5.2 Metrics

Following Ou et al. (2022), we measure the performance of
different algorithms by (a) using the trained neural network
to predict the optimal subsets corresponding to each query
on the test set, and (b) measure the mean Jaccard Coefficient
(JC) score across all predictions. We describe how the trained
objective Fg(-) is used to produce an optimal subset 5‘;“ given
query V; in the test set in App. L.5.

We also measure the running time and the GPU memory us-
age of the algorithms. During training, we track the amount of

*https://github.com/SubsetSelection/EquiVSet



D: EquiVSet; EquiVSet 1, DiffMF iDiffMF, iDiffMF,
atasets - L - = -
Test JC Time (s) Test JC Time (s) Test JC Time (s) Test JC Time (s) Test JC Time (s)
CelebA 55.02+0.20 1151.17 £ 698.13 56.16 + 0.81 1195.47 £731.84 54.42+£0.70 1299.13 £ 984.20 56.30 £ 0.58 1880.86 + 266.84 56.55 +0.49 | 1827.76 £472.78
9,: Gaussian 90.55 + 0.06 30.68 + 3.86 90.94 £0.09 39.11 £6.09 90.96 + 0.05 85.75 + 35.82 90.95+£0.18 39.41 + 3.64 91.03 +0.09 46.05 £ 3.44
Moons 57.76 £0.11 66.99 +4.43 58.67+0.18 62.03 £ 6.82 58.45+0.15 58.24 + 3.01 58.48 £0.15 70.26 4 13.96 58.97 +0.04 53.80 +10.79
apparel 68.45 + 0.96 38.32+6.63 78.19+0.89 77.14 +£14.37 70.60 £ 1.35 63.06 £ 16.12 76.13 £ 4.65 110.74 + 42.12 73.80 £5.71 98.43 + 35.07
bath 67.51 +1.19 34.01 +£5.89 77.72+1.98 53.29 £ 6.68 71.87+0.27 61.84 £12.73 77.68 £+ 0.98 70.90 £+ 12.26 76.43 +0.81 80.12 +14.43
bedding 66.20 £ 1.10 40.99 £ 3.59 77.26 +1.24 67.13 £12.78 67.66 + 0.39 72.69+7.73 77.88 £0.80 103.64 £ 17.76 76.94 £ 1.05 88.56 +19.34
. carseats 19.99 4 1.01 12.38 +4.19 20.03 £ 0.15 12,19 £2.71 20.15 £ 0.65 10.53 £ 5.01 21.94+1.43 40.98 £ 7.77 22.42+1.04 45.00 + 8.46
g diaper 74.26 £0.73 60.96 + 17.79 83.66 + 0.69 193.55 + 80.28 81.74+1.18 95.22 + 10.54 82.76 + 0.62 127.09 + 23.58 82.07 +0.90 144.33 £ 30.65
é feeding 71.46 +0.43 68.43 + 26.08 82.47+0.19 95.18 £21.75 77.44 +0.46 93.27 +18.81 81.93 +1.00 145.46 £ 50.13 81.52+1.84 179.65 + 18.05
< furniture 17.28 +£0.88 10.98 +2.44 17.95 + 0.80 10.03 £3.23 16.84 £+ 0.05 9.31+£1.79 19.93 +2.68 34.31+£6.03 18.69 £+ 0.93 34.30 £ 5.96
4 gear 65.35+0.91 40.89 £ 3.19 77.33+0.90 69.44 +10.22 66.06 + 2.86 60.95 £+ 10.38 73.90 +10.29 92.30 + 45.44 73.57+£6.74 132.10 £+ 30.14
~ health 63.04 £ 0.41 33.51+5.22 72.03+0.77 60.18 +£6.31 59.64 + 0.81 51.66 + 2.54 72.55+1.10 78.65 £+ 13.01 72.324+1.03 88.71 + 21.76
media 56.60 + 0.56 37.45 £ 11.06 55.73+1.18 45.02 £4.95 51.32+1.11 40.69 £ 4.65 56.39 + 2.68 65.15 + 18.41 55.58 £ 1.75 67.83 +21.18
safety 21.99 +1.85 10.39 + 1.87 22.09 +3.30 13.14+3.13 24.66 + 5.56 8.59 £ 1.31 26.02 £1.68 47.66 + 8.62 25.38 +1.88 44.63 £6.45
toys 62.36 + 1.31 34.06 + 6.69 69.08 +1.04 47.81 +9.46 64.39 + 1.64 43.96 + 6.89 68.53 + 1.35 68.34 + 17.82 68.91 + 1.00 80.30 + 18.76
BindingDB | 73.59 £0.75 [ 9934.30 £2591.36 | 73.57 £2.05 | 13983.93 +4458.52 | 73.22 £1.08 | 21472.44 £3239.73 | 76.83 £0.50 | 10887.64 £1709.79 | 77.48 +1.04 | 10612.98 + 946.64

Table 2: Test Jaccard Coefficient (JC) and training time for set anomaly detection (AD), product recommendation (PR), and
compound selection (CS) tasks, across all five algorithms. iDiffMFy and iDiffMF, correspond to our algorithm with Frobenius
and nuclear norm scaling. Bold and underline indicate the best and second-best performance results, respectively. The confidence
intervals on the table come from the standard variation of the measurements between folds during cross-validation.
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Figure 1: Effects of the choice of differentiation method on the relationship between the allocated GPU memory and the number
of fixed-point iterations across different datasets. Blue lines represent automatic differentiation (DiffMF), while the orange lines
represent implicit differentiation (iDiffMF). The markers denote the average memory usage. The area between the recorded

minimum and maximum memory usage is shaded.

memory used every 5 seconds with the nvidia-smi com-
mand while varying the number of maximum iterations. For
each number of maximum iterations, we report the minimum,
maximum, and average memory usage.

5.3 Results

We report the predictive performance of our proposed
iDiffMFs and iDiffMF, methods against the existing
DiffMF method and its variants on Tab. 2, and iDiffMF,
in App. L.7. For the vast majority of the test cases, iDiffMF
variants achieve either the best or the second-best JC score.
While the next best competitor, EquiVSet,,,, performs the
best on some datasets, its performance is not consistent on
the remaining datasets, not being even the second best. For
the Amazon carseats, furniture and safety datasets, iDiffMF
variants give significantly better results than EquiVSet .
even though EquiVSet,,, is faster. This is probably be-
cause EquiVSet,,, converges to a local optimum and fin-
ishes training earlier. It is also important to highlight that we
evaluate iDiffMF using JAX+Flax while we use PyTorch to
evaluate the baselines. Therefore, the differences in running
time can also be explained with the framework differences.
Even though iDiffMF executes fixed-point iterations until
convergence, as opposed to K = 1 or K = 5 in remain-

ing methods (Ou et al. 2022), the average running times are
comparable across datasets.

In Fig. 1, we demonstrate the advantages of using implicit
differentiation in terms of space complexity. As discussed in
Sec. 4.4, memory requirements remain constant in an inter-
val as the number of fixed-point iterations increases during
implicit differentiation. On the contrast, memory require-
ments increase linearly with the number of iterations during
automatic differentiation.

6 Conclusion

We improve upon an existing learning set functions with an
optimal subset oracle setting by characterizing the conver-
gence condition of the fixed point iterations resulting during
MLE approximation and by using implicit differentiation
over automatic differentiation. Our results perform better
than or comparable to the baselines for the majority of the
cases without the need of an additional recognition network
while requiring less memory.
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Appendix

A Permutation Invariance

In this section, we formally define permutation invariant functions and state the relationship between sum-decomposable and
permutation-invariant functions following the works of Zaheer et al. (2017) and Wagstaff et al. (2019). We use these definitions
to explain how we also enforce the property of permutation invariance in this work.

Definition A.l. (Zaheer et al. 2017, Property 1) A function f(x) is permutation-invariant if f(x1,...,xp) =
Jf(@ry, -, Tr(ar)) for all m permutations.

Definition A.2. (Wagstaff et al. 2019, Definition 2.2) A set function f is sum-decomposable if there are functions p and ¢ such

that
£8) =p (Z ¢(s>) .

seS

Theorem A.3. (Zaheer et al. 2017, Theorem 2) (Wagstaff et al. 2019, Theorem 2.8) Let f : 25 — R where S is countable. Then,
f is permutation-invariant if and only if it is sum-decomposable via R.

In Ou et al. (2022), ¢ is a dataset specific initial layer that takes set elements, s, as inputs and transforms them into some
representation ¢(s). These representations are added up and go through p, a fully connected feed forward neural network. We
use the same architectures for ¢ and p (see App. 1.6). As a result, our model satisfies the permutation invariance property.

B Proof of Equation (5)
Proof. Starting from the definition of the KL divergence, we get:

B o0p 165 %)
KL(q(S,%)|Ipe(5)) = SQZVCI(S,w)l 8o (5)

= Z q(S, ) (log q(S, ) — log pa(S))
SCvV

=Y (q(S, %) log q(S, %) — q(S, ) log pe(S))
SCV

= Z q(S, 1) logq(S, 1) — Z q(S, %) log pe ()
SCV SCV

= —H(q(S, %)) — Eq(s,p)log e (5)]-

Observe that, by Eq. (2):
Eq(s.4)[10g po(S)] = By(s,4)[Fo(S)] — Z = F(¢,0) — Z,

where Z =3 )y exp (Fp(S’, V)) does not depend on 4 and thus can be dropped, and F(ap,0) is the multilinear relaxation.
Therefore, minimizing the KL divergence w.r.t. v is equivalent to maximizing F'(1, ) + H(q(S,1)). In summary,

minKL(g(S, %)llpe(S)) < mng(«b, 6) +H(q(S, %)) . (14)
ELBO
O

C Derivations for Sec. 3
C.1 Derivation of the Fixed-Point
Rewriting the ELBO by plugging in the definition of entropy,

V]

F(,0) + H(q(S,9)) = F(3,60) = Y _ [¢hilog + (1 — ;) log(1 — ¢y)] - (15)

i=1



Taking the partial derivative of this expression with respect to the i coordinate and setting it to zero, yields

aﬁ(¢30) —lo 11% o
OY; S1- Vi
OF(v,0)
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where o(z) = (1 + exp (—x)) ! is the sigmoid function.

C.2 Gradient Computation via Sampling
Lemma C.1. Given a set function F : 2V — R and a vector of probabilities 4 € [0, 1]V where 1; = P[i € S], the gradient of
the multilinear relaxation of the set function F'(S) is

OF ()

St = BsiucolF(S +i) = F(S)L

Proof.

OF 9
aiff) =5 2 PO v [ - v,

SCV i€S ¢S
= Es~¢|wie1[F(S)] - ES~wlwie0[F(S)],

S FS) IT willa-vn- Y. F&OI[w I -

SCV,ieS jeS\{i}  j¢s SCV\{i} JES ¢S, j#i
= > [FS+)-FOI e [T -,
SCV\{i} jes  j¢s

= Egnply; o[ F(S +1) — F(9)].
O

In the proof above, the fourth line holds because on the first summation of the right-hand side, ¢ is included in all instances of
S. This is equivalent to iterating over all S that exclude 7 and then adding i to these sets. In the expectation Eg.. |y, o [F (S +
i) — F(S)], we are sampling a set S based on 1 where 1); = 0. Then, we are adding the element i to .S.

Corollary C.2. Knowing Lemma C.1, the gradient of the multilinear relaxation F(1,ZJ, 0), is defined as follows

OF(1,0) - .
OE0) _ p)s.0) - F(1]-1.0) (16)
;i
where 1] 14, [tp]—; are operands setting 1; = 1 and 1; = 0, respectively.
Note that this derivation is a classic (Calinescu et al. 2011) and Eq. (16) can be computed by producing random samples of S.

D Technical Preliminaries

Theorem D.1. (Multivariate Mean Value Theorem (Apostol 1974; Rudin 1976, Burke 2014)) If f : R™ — R™ is continuously
differentiable, then for every x,y € R", there exists a z € [x,y], such that

[f(x) — F(y)ll2 < sup [0F(2)[rlle—yl2,

ze|x,y

where || - ||2 is the Ly norm and || - || p is the Frobenius norm.



Definition D.2. A mapping T : X — X is called a contraction on X if there exists a constant € € [0,1) such that for all
z,y € X,
1T(x) = T(y)ll2 < €llz — yllo-
Theorem D.3. (Banach’s Fixed Point Theorem (Banach 1922)) Let T : X — X be a contraction on X. Then T has a unique
fixed point x* € X where T'(x*) = x*.
Theorem D.4. (Implicit Function Theorem (Krantz and Parks 2002; Blondel et al. 2022)) Given a continuously differentiable
function G : R™ x R — R", an implicitly defined function x* : R® — R" of @ € R?, and an optimal solution x*(8); let
G(x*(6),0) = 0. (17)

For (xg, 0y) satisfying G(xo,0¢) = 0, if the Jacobian 0, G evaluated at (xo, 0¢) is a square invertible matrix, then there exists
a function x*(-) defined on a neighborhood of 0y such that x*(0o) = x. Furthermore, for all 0 in this neighborhood, we have
that G(z*(0),0) = 0 and 0x*(0) exists. According to the chain rule, the Jacobian 0x*(0) satisfies

0:G(x*(0),0)0x*(0) + 0gG(x*(0),0) = 0. (18)

Therefore, computing Ox*(0) becomes the equivalent of solving the following linear system of equations

—0,G(x*(0),0) 9" (0) = 0eG(z"(6),0). (19)
e —— — . N — et
AERnXn JERnXxd BeRnxd

E Proof of Theorem 4.2
Before stating our proof we need to state the following corollary:
Corollary E.1. Knowing Corollary C.2, we can write the Hessian of the multilinear relaxation as
P*F (1), 0)

vas, = (P 0] = F(8l-i3,0) = (F(1)s-5:0)] = F(]-1.-5:0)])

= F(W’]H,Ha 0)] — F([¥]-i+,0) — F([¢]+iﬁjv ) + F([’lz)]f’i,*jﬂ 09),

PN L, OPF(,0) _
if i # j, otherwise o0, 0.

We proof the following lemma using this corollary:

(20)

Lemma E.2. Elements of the Hessian given in Eq. (20) are bounded with 4sup¢e[0,1]‘ﬁ('¢,0), ie.,

*F (.0 . =
(%i(g;j )‘ < 4supyepo,1] ’F ('(/),0)‘

SUPy; 1;€(0,1]
Proof. By Corollary E.1, we have
OPF(¢,0)
00y
Using the triangular inequality twice, we get
O*F(1,0)

;015

= (P15 0)) = F(8]-s:0)1) = (P[] 0)) = Fl(0] i, 0)])

)

< | P[]0, 0)] = P(]115.0)]| + | F(]41,5,0)] = P[], 0)]

)

| Pl )|+ | P (8] it 0))| + | P ()i, O))| + | F (05, 6)]

<4 sup ‘ﬁ'('z,bﬁ)’.
$€[0,1]

Equipped with this lemma, we are ready to proof Thm. 4.2:

Proof. For simplicity, define a mapping Tp : [0,1]!V1 — [0, 1]V! where Ty (1p) = o(Vy F (2, 0)). Given F is a polynomial
w.r.t. b and the sigmoid is a smooth function, T is continuously differentiable w.r.t. 2 in [0, 1]V]. By the multivariate equivalent
of the mean-value theorem (see Thm. D.1 in App. D), for every x,y € |0, 1||V‘ , there exists a ¢ € |0, 1|‘V|, such that

[ To(x) — To(y)ll2 < sup [[0Te ()| rllz — yll2,
$€[0,1]

~ ~ ~ 1)
lo(VyF (z,0)) — a(VyF (y,0))]2 < S 10w (Vo F (3, 0))|| |z — yll2-

)



From Eq. (25), we know that 9o (Vy F (1, 0)) = [O’l (8Fa(f’e)) 825(%’9)} i where o/(z) = (1 + exp (—z))~ 2 -
i Y 114,V
exp (—x). Then,
Vi Vi - 2
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Since arg max,cp 0’ (z) = 0, we know that SUPy, €[0,1] o’ (aﬁ(w,e)) ’ < 1 . Moreover, Lemma E.2 gives us a bound for the
. . ) 0)
elements of the Hessian matrix where supy,, . c0,1] ‘ 05 56, ’ < 4dsupyeioq) ’F P, )‘ As aresult,
sup (9o (Vo (,0)) 1 < V| sup |F(3,6)]. 22)
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According to Asm. 4.1, we know that sup¢(g 1] ‘F (v, )‘ ﬁ Therefore,
sup 050 (Vo F (1,0))]|p < 1. (23)
$€[0,1]
Plugging this in Eq. (21) above, we get
lo(VyF (x,0)) = o (VyF (y,0))]2 < = — yll. (24)

This means Eq. (7) is a contraction on [0, 1]IV'! (see Definition D.2 in App. D). Thus, according to Banach fixed-point theorem

(see Thm. D.3 in App. D) the iterations given in Eq. (8) are bound to converge to a unique solution.

F Proof of Theorem 4.3

Proof. Forn = |V,
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where the function ¥/ : R” — R"*" is defined as

O'/((I,'l) 0
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o'(x) = (1 +exp (=) % - exp (—x).
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G Hessian Inverse Computation During Implicit Differentiation
Note first that the Hessian in question can be computed efficiently through Cor. E.1, using only function oracle calls: this is a
well-known property of the multilinear relaxation.

Subsequently, we never have to invert matrices appearing in Eq. (12) to compute the Jacobian J: we need to solve a linear
system. Better yet, as highlighted by Blondel et al. (2022), it is not necessary to form the entire Jacobian matrix: all of the readily
implemented algorithms are so-called “matrix-free”. It is sufficient to left-multiply or right-multiply the Jacobian by 0, G and
OpG in our notation (see Eq. (12): these are respectively called vector-Jacobian product (VJP) and Jacobian-vector product
(JVP), which can be computed efficiently without computing the full Jacobian. JVPs in turn show up in forward passes while
VJPs show up in backward passes of standard back-prop. In particular, left-multiplication (VIP) of v = V- £(2)*(0)) with .J,
can be computed by first solving A" = v for u, where A as in Eq. (12). Then, v " J can be obtained by v'J = u" AJ = u" B.

Finally, we solve these linear systems via the readily implemented conjugate gradient method (Hestenes and Stiefel 1952)
(normalcg) or via GMRES (Saad and Schultz 1986) (gmres). We treat the choice of backward solver selection as a hyperparam-
eter and optimize w.r.t. different combinations using cross-validation. They are both indirect solvers and iteratively solve the
linear system up to a given precision.

H Time Complexity of Finding the Root of the Fixed-Point in Equation (7)
In App. E, we base our proof on the fact that U(V¢F (1,0)) is a contraction mapping when
SUPyeio,1] 0w (Vo' (¥,0))[|F < 1. Substituting ¢ = supyeio1) 10w (VyF (¥,0))[[r < 1 back in Eq. (21), we
obtain the Lipschitz constant for the fixed point as
lo(VyF (2,0)) = o (Ve F (,0))ll2 < qllx — yl-.
For the sequence defined in Eq. (8), it holds that
[ — "l

" 1 0
< fq”"ﬂ( S = 5.

K
We wish to stop the iterations when {-— ™ — 4@, < € and we know that 4 in [0, 1]!V], this means we need to run the

. . L 1 1-q9)/+/IV]) . .
iterative sequence given in Eq. (8) for K < W iterations.



I Additional Experiment Details and Results
I.1 Datasets

Moons and Gaussian. There are two classes in the synthetic datasets, whose labels are Bernoulli sampled with p = 0.5.
Based on this label, the optimal subset and ground set pairs are constructed as follows: 1) sampling 10 points within the class
as S*; and 2) sampling 90 points from the other class as V'\ S*. This process is repeated until | Dyajidation + training| = 2000 and
| Diest| = 1000.Following the experimental procedure of Ou et al. (2022), we use the SCIKIT-LEARN package (Pedregosa et al.
2011) to generate the Moons dataset, consisting of two interleaving moons with some noise with variance 02 = 0.1. For the

Gaussian dataset, we sample data from a mixture of Gaussians 2\ (po, ) + s (u1, X), where pg = [%, %], p1 = —[i0,
and 3 = ;L

CelebA. The CelebFaces Attributes dataset (CelebA) (Liu et al. 2015b) is a large-scale face dataset used extensively in
computer vision research, particularly for tasks such as face detection, face attribute recognition, etc. The dataset contains
202, 599 face images of 10, 177 celebrities with various poses and backgrounds. Besides, each image is annotated with 40 binary
attributes, describing facial features and properties (e.g., having a mustache, wearing a hat or glasses, etc.). Following previous
work, we select 2 attributes at random and construct the set V' with a size of 8 and the oracle set S* with a size of 2 or 3, where
neither attribute is present (e.g. not wearing glasses and hats).

Amazon. The Amazon Baby Registry dataset (Gillenwater et al. 2014) includes various subsets of baby registry products
chosen by customers. These products are then organized into 18 distinct categories. From these, 12 categories are selected. Each
product in the dataset is described by a textual description, which has been transformed into a 768-dimensional vector using
a pre-trained BERT model (Devlin et al. 2019). For each category, the (V, S*) pairs are sampled using the following process.
First, we exclude subsets chosen by customers that contain only one item or more than 30 items. Next, we divide the remaining
subsets into training, validation, and test sets equally. For each oracle subset S* € S, we randomly sample 30 — |S*| additional
products from the same category to ensure that V' contains exactly 30 products. This method constructs a data point (V, S*) for
each customer, simulating a real-world scenario where V' represents 30 products shown to the customer, and S* represents the
subset of products the customer is interested in.

BindingDB. BindingDB is a dataset designed to facilitate target selection in drug discovery. Given a set of compounds, the goal
is to select the target to which a drug can bind to treat the disease effectively (Liu et al. 2015a). An ideal target should possess
certain properties such as high biological activity, diversity, absorption, distribution, metabolism, excretion, and toxicology
(ADME/Tox) (Bhhatarai et al. 2019; Singh et al. 2024). Thus, one needs to go through multiple filters sequentially, requiring
intermediate signals that can be very expensive or impossible due to the privacy policy (Ou et al. 2022). However, by approaching
the target selection from a set function perspective, we only require the compound sets and optimal target pairs. Here, we follow
the steps in (Ou et al. 2022): a) choose two filters: high bioactivity and diversity. b) construct ground set with size |V| = 300. c)
filter out one-third of the compounds with the highest bioactivity via a distance matrix based on the fingerprint similarity of
molecules. d) ensure diversity by generating OS oracle S* according to the centers of clusters which are presented by applying
the affinity propagation algorithm. e) split the datasets so that the training, validation, and test set are 1,000, 100, and 100.

.2 Hyperparameters

Both baseline and the proposed models are trained with an Adam optimizer (Kingma and Ba 2015) with a learning rate
n € {107*,1073,1072, 107!} and a batch size of 4 for BindingDB and 128 for the remaining datasets. We explore the number
of layers, denoted as L, as a hyperparameter L € {2, 3}.# For our proposed algorithms, we experiment with different root finding
methods, i.e., forward solvers € {fpi, anderson} where fpi corresponds to fixed-point iterations in Eq. (8) and anderson
corresponds to Anderson acceleration (Anderson 1965). For these root finding methods, we set the tolerance threshold to 1076, a
very small value, to ensure convergence of fixed-point iterations. This is feasible as convergence is fast. We also try different
methods to solve the linear system of equations (see Thm. 4.3) that show up during implicit differentiation, i.e., backward
solvers in € {normalcg, gmres} where they stand for the conjugate gradient (Hestenes and Stiefel 1952) and GMRES (Saad
and Schultz 1986) methods, respectively.

I.3 Normalizing the Gradient

Scaling the gradient of the multilinear relaxation as discussed in Sec. 5.1, modifies the fixed-point equation given in Eq. (7). In
particular, when we scale V, I’ (1, 0); we, in effect, solve the following fixed-point equation:

s 2V F (1, 0)
v = ( ViQ ) @

“The BindingDB dataset requires larger memory for training and, thus, is only tested for 2 layers due to computational limits.



Set Function (Fp)
InitLayer
SumPooling
FC(256, 500, ReLU)
FC(500, 500, ReLU)
FC(256, 1, —)

Table 3: Summary of the architecture of Fy. InitLayer is dataset specific. FC(d input> @ output> f) is a fully connected layer with an
input dimension of d jppy, output dimension of d ouepu, and activation function f.

CelebA Gaussian Moons Amazon BindingDB
Drug Target
Conv(32, 3, 2, ReLU) Conv(32, 4, 1, ReLU)  Conv(32, 4, 1, ReLU)
Conv(64, 4, 2, ReLLU) Conv(64, 6, 1, ReLU)  Conv(64, 8, 1, ReLU)
Conv(128, 5, 2, ReLU) Conv(96, 8, 1, ReLU) Conv(96, 12, 1, ReLU)
MaxPooling FC(2, 256, —) | FC, 256, —) | FC(768, 256, —) MaxPooling MaxPooling
FC(128, 256, —) FC(96, 256, ReLU) FC(96, 256, ReLU)
Concatenation

FC(512, 256, —)

Table 4: Summary of the initial layer architectures for Fy.

We choose () = c to be a constant for iDiffMF, and treat c as a hyperparameter. We report the results in Tab. 6. For iDiffMF,

and iDiffMF,, we choose Q = ||V F(1),0)|2 and Q = ||V (1), 8)]|., respectively. We note that when computing the
gradient through implicit differentiation, we take this change into account.

I.4 Software and Hardware

We conduct experiments on a DGX Station A100 equipped with four A100 (80GB). The operating system is Ubuntu 22.04.4
LTS with x86-64 architecture, powered by an AMD EPYC 7742 64-Core Processor(4TB of DDR4 memory and a 256MB L3
cache). All experiments are executed using Python 3.9, with PyTorch 2.2.1 and JAX 0.4.26 as the primary software packages.
We provide an environment file in the supplement illustrating the version of all other packages.

1.5 Inference Details

After training, the learned objective Fp(-) is used to produce an optimal subset S';‘ given query V; in the test set. In particular,

during inference in the test time, dz(o) is set to 0.5 * 1 and one step of the fixed-point iterations is applied to 1,[;(0) with the learned
Fy to obtain 1" except for the DiffMF algorithm. For the DiffMF algorithm, K = 5 steps of fixed-point iterations is applied.
This is in accordance with the implementation of Ou et al. (2022). We also experiment with letting fixed-point iterations converge
during inference. We report these results in Tab. 7. Then, the corresponding prediction, §j, is found by applying topN rounding
to ¥, i.e., top | S| elements are chosen to be in the prediction set gf .

The mean JC is obtained by computing the Jaccard coefficient between these prediction sets and the ground truth sets .S} in
the test set. The Jaccard Coefficient of two sets is defined as the average of the size of their intersection divided by the size of

their union. Mathematically, for two sets A and B, the Jaccard Coefficient J(A, B) is given by J(A, B) = I‘:Bg} . Then, the
mean JC overall optimal oracle subset pairs are M.JC(S*, S¥) = + vazl J(S;F,S5).

1.6 Architectures

We use the same permutation invariant architecture for the set function Fy as in Ou et al. (2022). For completeness, we also
include the architecture information here. All datasets share the same architecture except for their initial layer which encodes the
set objects into vector representations. The summary of the set function architecture is given below.

1.7 Additional Results

We report the hyperparameter settings that perform best on the validation sets for each dataset and method for reproducibility
purposes. Please see Tab. 5 and Tab. 6 for details.



Datasets | EduiVSety, | EquiVSet,,,, | DiffMF iDifENF, iDiffMF,
" I 0 I 0 I 0 I forward | backward I forward | backward
solver solver solver solver
CelebA 0.001 3 0.001 3 0.001 | 3 0.01 3 fpi normal cg 0.01 3 fpi normal cg
9: Gaussian 0.0001 | 3 | 0.0001 3 0.0001 | 3 | 0.001 | 2 fpi normal cg | 0.0001 | 2 fpi gmres
Moons 0.00001 | 2 | 0.00001 2 0.0001 | 3 | 0.001 | 3 | anderson gmres 0.00001 | 2 fpi gmres
apparel 0.001 3 | 0.0001 3 ] 0.0001 | 3 | 0.0001 | 3 | anderson | normalcg | 0.0001 | 3 fpi normal cg
bath 0.0001 | 3 | 0.0001 3 | 0.0001 | 3 | 0.0001 | 2 | anderson | normalcg | 0.00001 | 3 fpi normal cg
bedding 0.0001 | 3 | 0.0001 3 | 0.0001 | 2 | 0.0001 | 2 | anderson | normalcg | 0.0001 | 2 fpi normal cg
_ carseats 0.001 2 | 0.0001 2 0.001 | 3 | 0.0001 | 3 fpi normal cg | 0.0001 | 3 | anderson | normal cg
g diaper 0.001 2 | 0.0001 2 | 0.0001 | 2 | 0.0001 | 3 fpi normal cg | 0.0001 | 3 fpi normal cg
§ feeding 0.0001 | 3 | 0.0001 3 10.0001 | 3 | 0.001 | 3 | anderson | normal cg | 0.001 3 | anderson gmres
< furniture 0.001 2 0.001 2 0.001 | 3 | 0.0001 | 2 fpi gmres 0.0001 | 3 fpi normal cg
o gear 0.0001 | 2 | 0.0001 2 0.0001 | 2 | 0.0001 | 3 fpi normal cg | 0.0001 | 3 fpi normal cg
a health 0.0001 | 2 | 0.0001 3 | 0.0001 | 3 | 0.0001 | 3 | anderson | normalcg | 0.0001 | 3 fpi normal cg
media 0.0001 | 3 | 0.0001 3 0.001 | 3 | 0.0001 | 3 fpi gmres 0.0001 | 3 fpi normal cg
safety 0.0001 | 3 0.001 3 0.0001 | 3 | 0.0001 | 3 fpi gmres 0.0001 | 3 fpi normal cg
toys 0.001 3 | 0.0001 3 0.0001 | 3 | 0.0001 | 3 | anderson | normalcg | 0.0001 | 3 | anderson | normal cg
¢ | BindingDB | 0.0001 | 2 | 0.0001 2 0.0001 | 2 | 0.0001 | 2 fpi normal cg | 0.0001 | 2 fpi normal cg

Table 5: Best performing hyperparameters on average across all folds during cross-validation. We obtain the results on Tab. 2
based on the hyperparameter combinations we report on this table. We perform grid search on the Cartesian product of

n € {0.00001,0.0001,0.001,0.01} and L € {2,3} for the EquiVSet

ind>

EquiVSet

copula®

and DiffMF algorithms, where we

perform grid search on the combinations of 7 € {0.00001, 0.0001,0.001,0.01}, L € {2, 3}, forward solver € {fpi, anderson},
and backward solver € {normalcg, gmres} for the iDiffMF5 and iDiffMF, algorithms on all datasets except for BindingDB.
Due to its size, we only explore the same range of learning rates for fixed L, forward and backward solver choices.

Datasets ADIffMF,
Test JC Time (s) . I forward | backward c
solver solver
CelebA 53.93 £0.63 2211.87 £ 140.61 0.001 2 | anderson | normal cg | 10000
% Gaussian | 90.94 + 0.08 60.61 £+ 10.19 0.01 2 | anderson | normal cg | 1000
Moons 58.37 £0.32 87.62 £ 20.65 0.001 2 | anderson | normal cg 100
apparel 48.08 = 0.95 77.97 +£4.07 0.001 2 fpi normal cg 100
bath 50.17 £0.97 42.46 £+ 2.11 0.00001 | 2 | anderson gmres 100
bedding 4793 +£1.29 132.59 £ 14.31 0.001 2 | anderson | normal cg | 10000
_ carseats 20.60 +1.39 38.00 +11.92 0.01 2 fpi normal cg | 1000
g diaper 57.13 £ 5.37 100.37 £ 31.09 0.0001 2 | anderson gmres 100
§ feeding 49.15+£7.20 124.59 + 45.12 0.0001 | 2 | anderson gmres 100
< furniture 17.65 + 0.70 30.77 £ 3.35 0.01 2 fpi gmres 100
[ gear 42.39 £ 1.00 52.27 £ 1.15 0.001 2 | anderson | normal cg 100
& health 39.82£0.34 57.10 + 2.88 0.001 2 fpi normal cg | 1000
media 41.324+1.35 46.02 +4.25 0.01 2 | anderson | normal cg 100
safety 20.50 £ 2.00 36.76 +6.84 0.01 2 fpi gmres 100
toys 40.87 £ 2.96 40.00 = 3.23 0.01 2 fpi gmres 100
¢ | BindingDB | 74.72+1.73 | 11121.13 + 2553.24 0.001 2 | anderson | normal cg 100

Table 6: Test Jaccard coefficient and training time for set anomaly detection (AD), product recommendation (PR) and compound
selection (CS) tasks for the iDiffMF, algorithm, i.e., the version of iDiffMF after scaling the objective with a constant c. We

construct this algorithm by multiplying V., F'(1, @) with 2/(|V|c).




Datasets EquiVSet, EquiVSet,yu, DiffMF iDifiNF, IDifENF,
Test JC Time (s) Test JC Time (s) Test JC Time (s) Test JC Time (s) Test JC Time (s)
CelebA 55.02 +0.20 1151.17 + 698.13 56.16 £ 0.81 1195.47 + 731.84 54.42+0.70 1299.13 + 984.20 55.18 £0.77 1955.56 + 260.31 56.33 +0.73 1670.36 + 259.22
2 Gaussian 90.55 + 0.06 30.68 + 3.86 90.94 +0.09 39.11 +£6.09 90.96 £ 0.05 85.75 + 35.82 91.0 £0.02 46.0 £5.23 90.95 + 0.06 55.76 +14.16
Moons 57.76 £ 0.11 66.99 + 4.43 58.67 £+ 0.18 62.03 + 6.82 58.45 4+ 0.15 58.24 + 3.01 58.45 +0.32 77.56 + 16.27 58.95 + 0.1 57.33 +10.38
apparel 68.45 +0.96 38.32+£6.63 78.19 +0.89 7714 +£14.37 70.60 + 1.35 63.06 +16.12 76.06 & 4.56 121.7 £52.21 73.73+5.91 139.77 £ 58.75
bath 67.51+1.19 34.01+£5.89 77.72+1.98 53.29 + 6.68 71.87+0.27 61.84 £12.73 7 +1.19 79.65 + 11.73 75.51 +£0.45 151.23 £ 22.02
bedding 66.20 +1.10 40.99 + 3.59 77.26 +1.24 67.13 +12.78 67.66 + 0.39 72.69 +7.73 77.07 4 2.02 118.84 +40.73 76.93 +1.05 93.63 + 18.62
. carseats 19.99 £1.01 12.38 £4.19 20.03£0.15 1219 +£2.71 20.15 4+ 0.65 10.53 £5.01 22.24+1.44 45.82 £ 8.58 22.42+1.04 54.50 +12.11
g diaper 74.26 £0.73 60.96 + 17.79 83.66 + 0.69 193.55 + 80.28 81.74 £ 1.18 95.22 + 10.54 8 +0.63 154.05 + 27.68 81.65+0.74 184.36 + 57.70
é feeding 71.46 £0.43 68.43 & 26.08 82.47+0.19 95.18 £ 21.75 77.44 £+ 0.46 93.27 +18.81 81.54+1.80 165.30 £ 45.35 81.52+1.84 245.12 +55.21
< furniture 17.28 £0.88 10.98 +£2.44 17.95 £ 0.80 10.03 £+ 3.23 16.84 £ 0.05 9.31+1.79 20.29 + 2.50 42.42 +6.82 18.69 + 0.93 36.90 + 6.05
o gear 65.354+0.91 40.89 +3.19 77.33 +0.90 69.44 +10.22 66.06 + 2.86 60.95 + 10.38 73.91 +10.30 112.19 + 56.94 73.47 +10.81 127.13 £ 56.82
~ health 63.04 +£0.41 33.51£5.22 72.03+0.77 60.18 +6.31 59.64 +0.81 51.66 + 2.54 7 +1.39 95.60 £ 25.53 72.31+1.04 116.89 £ 32.01
media 56.60 + 0.56 37.45 4+ 11.06 55.73 £ 1.18 45.02 +4.95 51.32 4+ 1.11 40.69 + 4.65 56.41 4 2.63 73.14+21.26 55.20 + 1.62 67.3 +6.66
safety 21.99 +1.85 10.39 £1.87 22.09 +3.30 13.14 £3.13 24.66 & 5.56 8.59 £1.31 25.98+1.73 51.08 + 7.64 25.73+2.33 47.96 £ 6.39
toys 62.36 + 1.31 34.06 + 6.69 69.08 +1.04 47.81 +9.46 64.39 + 1.64 43.96 + 6.89 68.55 +1.13 79.46 + 23.40 68.70 + 1.01 109.88 + 34.23
BindingDB | 73.59 £0.75 | 9934.30 +2591.36 | 73.57 £2.05 | 13983.93 £4458.52 | 73.22 4+ 1.08 | 21472.44 £3239.73 | 76.97 £0.74 [ 13004.75 £ 5611.39 | 77.42+0.64 | 12097.14 & 1985.58

Table 7: Test Jaccard Coefficient (JC) and training time for set anomaly detection (AD), product recommendation (PR), and
compound selection (CS) tasks, across all five algorithms. iDiffMF, and iDiffMF, correspond to our algorithm with Frobenius
and nuclear norm scaling. This table differs from Tab. 2 in its iDiffMF columns. In this table, fixed-point iterations are run
until convergence during inference. Bold and underline indicate the best and second-best performance results, respectively. The
confidence intervals on the table come from the standard variation of the measurements between folds during cross-validation.



