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Abstract

We introduce the abstract problem of rounding an unknown fractional bipartite b-matching x
revealed online (e.g., output by an online fractional algorithm), exposed node-by-node on one side.
The objective is to maximize the rounding ratio of the output matching M, which is the mini-
mum over all fractional b-matchings x, and edges e, of the ratio Pr[e € M]/z.. In analogy with
the highly influential offline dependent rounding schemes of Gandhi et al. (FOCS’02, J.LACM’06),
we refer to such algorithms as online dependent rounding schemes (ODRSes). This problem,
with additional restrictions on the possible inputs x, has played a key role in recent developments
in online computing.

We provide the first generic b-matching ODRSes that impose no restrictions on x. Specifi-
cally, we provide ODRSes with rounding ratios of 0.646 and 0.652 for b-matchings and simple
matchings, respectively. This breaks the natural barrier of 1 — 1/e, prevalent for online match-
ing problems, and numerous online problems more broadly. Using our ODRSes, we provide a
number of algorithms with similar better-than-(1 — 1/e) ratios for several problems in online
edge coloring, stochastic optimization, and more.

Our techniques, which have already found applications in several follow-up works (Patel and
Wajc SODA’24, Blikstad et al. SODA’25, Braverman et al. SODA’25, and Aouad et al. 2024), in-
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clude periodic use of offline contention resolution schemes (in online algorithm design), grouping
nodes, and a new scaling method which we call group discount and individual markup.
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1 Introduction

We initiate the study of the abstract problem of online randomized rounding of fractional b-matchings.
Here, nodes on one side of an unknown bipartite graph G = (V| E) are revealed over time; each
such online node and its edges’ associated fractions in a fractional b-matching x are revealed online
(e.g., provided by some online fractional algorithm). An online dependent rounding scheme (ODRS)
must decide immediately and irrevocably, upon a node’s arrival, which of its edges to match.! The
objective is to match each with probability close to the value associated with it in x.

Definition 1.1. An ODRS A for online matching has (oblivious) rounding ratio « € [0, 1] if, when
a vertex with edges eq,...,e, are revealed online with their associated fractions xe,,...,Te,, with

the guarantee that x € {x € RLEO‘ | z(d(v)) < 1 Vv € V} is a fractional matching, A outputs an
integral matching M satisfying

Pree M| >a-z. Vec E.

In offline settings a rounding ratio of one is achievable, by the integrality of the bipartite matching
polytope. In contrast, in online settings, this is provably impossible [24, 32, 34]. Nonetheless, as
illustrated by the FOCS 2023 workshop on online algorithms and online rounding,? algorithms for
rounding fractional matchings online are central to numerous breakthroughs in online computing in
recent years, for problems such as online bipartite edge-weighted matching [13, 44, 52|, stochastic
online bipartite matching [55, 83|, and online edge coloring [14, 31, 63], among others. Despite
the impossibility of rounding ratios of one or 1 — o(1) in general, many of the above results follow
from ODRS with such high rounding ratios for structured fractional matchings. Echoing these recent
developments, Buchbinder et al. [24] asked what additional constraints can be imposed on fractional
matchings to allow for lossless (i.e., rounding ratio of one) online rounding.

Breaking from prior work, we explicitly study the problem of designing ODRSes for unrestricted
fractional (b-)matchings, and their applications. While recent work of [78| implies an ODRS with
non-trivial rounding ratio of 0.526 for matchings (but not for b-matchings), our understanding of
such rounding schemes is nascent, both on the techniques side, as well as the applications side.

Our ODRSes. We provide a number of ODRSes, for both structured and unrestricted fractional
b-matchings, as well as a host of applications.

For star graphs, or equivalently rounding in a uniform matroid (i.e., fractions summing up to
at most some b are revealed online), we provide two simple ODRSes with rounding ratio of one
respecting prefix constraints, thus providing a counterpart to the classic pivotal sampling of [79].
Indeed, as we show (in Theorem 4.5), one of our algorithm’s output distribution is identical to
the offline algorithm’s output distribution, and thus inherits the latter’s known strong negative
correlation properties, which we leverage later.

For ODRS for unrestricted fractional matchings, we rule out any better than 2v/2 — 2 ~ 0.828
rounding ratio. On the positive side, we show that combining ODRS for star gaphs with the single-
item offfine contention resolution scheme (CRS) of Feige and Vondréak [45] yields a simple ODRS
with rounding ratio of 1 — 1/e ~ 0.632. Our main result breaks this ubiquitous bound.

Theorem 1.2. There exist bipartite matching (b-matching) ODRSes with rounding ratio 0.652
(0.646). No bipartite matching ODRS has rounding ratio greater than 2v/2 — 2 = 0.828.

! As in the offline dependent rounding schemes of [51], the term dependent here underscores the need for random
choices to depend on each other, since independent coin tosses do not yield a valid high-value (b-)matching.
20nline Algorithms and Online Rounding: Recent Progress @ FOCS 2023.
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1.1 Extensions and Applications

Our ODRSes and the techniques underlying them have a number of applications. We briefly discuss
our three main applications here, deferring detailed discussions to Section 5, where we also present
other applications of our ODRS to fairness in machine learning and to algorithms with predictions.

Online edge coloring. Our ability to round fractional matchings has implications to the recent
active line of work on online edge coloring [3, 6, 11, 14, 15, 16, 31, 37, 63, 78|. Here, a graph is
revealed online (either vertex-by-vertex or edge-by-edge), and we must decompose this graph into
color classes that form matchings (i.e., no vertex has two edges of the same color). A reduction due
to [31] shows that online (a4 o(1))A-edge-coloring can be reduced to online matching algorithms
that match each edge with probability 1/(aA). Ignoring the o(1) term, these problems are in
fact equivalent, since sampling a color at random among the aA color yields an online matching
algorithm matching each edge with probability 1/(aA). This reduction has motivated the interest
in online rounding a particular structured fractional matching: the uniform solution, x = % -1
[14, 31, 32, 63|, culminating in a competitive ratio (and rounding ratio for such “spread out” fractional
matchings) of (1 + o(1)) for general (simple) graphs under edge arrivals [14]. For multigraphs, in
contrast, positive results were only known under random-order arrivals [3|. Addressing this gap
between simple graphs and multigraphs, in Section 5.1.1 we extend the above reduction from a-
competitive edge coloring to computing online matchings that match each (in this case, parallel)
edge with probability ﬁ We thus show that a rounding ratio of 1/« implies a competitive ratio of
a+ o(1) for edge coloring multigraphs (and is, in fact, equivalent to it). Our positive and negative
results for ODRS yield the first positive and negative results for online edge-coloring in multigraphs
under adversarial arrivals. For example, we achieve a competitive factor of e/(e — 1) — Q(1) in
bipartite multigraphs, answering a question of Schrijver [31, acknowledgements].

Stochastic optimization. Another application of our techniques concerns the online stochastic
bipartite weighted matching problem, much studied in the online Prophet-Inequality literature
[41, 43, 47, 62]. (See Section 5.1.2 for formal definition.) Recently, Papadimitriou et al. [73] initiated
the study of efficiently approximating the optimum online algorithm for this problem. They showed
that it is PSPACE-hard to approximate the optimum algorithm within some universal constant 5 < 1,
and provided a polynomial-time online algorithm that 0.51-approximates this online optimum. (In
contrast, the best competitive ratio, or approximation of the offline optimum, is 0.5 for this problem
[43].) The bound of [73] can be improved to 0.526 using ideas in [78] and was significantly improved
to1—1/e =~ 0.632 by [20]. All three results are achieved via online rounding. Extending our online
rounding approach of Theorem 1.2 to such stochastic settings, we improve on the recent bound of
[20] and break the ubiquitous bound of 1 — 1/e, providing an online polytime 0.652-approximation
of the optimal (computationally-unbounded) online algorithm.

Multi-Stage stochastic optimization. Our ODRS for star graphs and its strong negative corre-
lations allows us to generalize a result of [80] for multi-stage stochastic optimization. Here, uncertain
parameters are stochastic but their distributions get refined over time: actions in earlier stages are
cheaper but perhaps less accurate due to the stochasticity, while actions in later stages are more
expensive but more accurate. (See the survey [81].) A basic example is the (hyper-)graph covering
problem, where sets (hyperedges) are revealed in k stages, and must be covered by bought elements
(nodes). Swamy and Shmoys [82] presented a 2k-approximation for this problem, later improved to
2, in [80], matching the offline hardness of the non-stochastic single-stage problem. Building on the
framework of [80, 82], in Section 5.2.1 we generalize this result to allow for sets with muti-coverage
demands. Our algorithms have approximation ratio of 2 (and tending to one in some settings), and
these ratios hold w.h.p.



1.2 Techniques

In this section we highlight some of the key ideas that allow us to achieve our main results, namely
Theorems 1.2 and 4.5, deferring detailed discussions of applications to later sections.

For level-set rounding, we provide two simple ODRS that achieves a rounding ratio of one.
Surprisingly, we show via a coupling argument that for this problem, our main online algorithm’s
distribution is identical to that of (offline) pivotal sampling, a.k.a. Srinivasan sampling [79]. This
allows us to inherit this well-studied algorithm’s concentration properties [19, 35, 79]. In particular,
this implies that our online algorithm’s output distribution satisfies the Strong Rayleigh property (see
Section 2), which in turn implies a slew of negative correlation properties, useful for our applications
in later sections.

For our impossibility result, we rely on a Ramsey-theoretic probabilistic lemma, whereby in any
sufficiently large set of binary variables, some (near-)positive correlation is inevitable. An extension
of this lemma (Lemma 6.3), of possible independent interest, rules out algorithmic approaches based
on guaranteeing strict negative correlation between offline nodes’ matched statuses.

ODRSes for b-matching. Our first ODRS for b-matchings more broadly is obtained by inter-
leaving level-set ODRSes with repeated invocations of the offfine single-item contention resolution
scheme (CRS) of Feige and Vondrék [45]. (This is, to the best of our knowledge, the first online al-
gorithm to use offline CRSes in such a black-box manner.) Specifically, we run independent copies of
our level-set algorithm, one per offline node, thus having each offline node ¢ “bid” for arriving online
node ¢ independently of other offline nodes with probability x;;, while preserving the b-matching
constraints of the offline nodes. To preserve online nodes’ matching constraints, we then use the
single-item offline CRS of [45] at each time ¢: this CRS guarantees for such product distributions
that ¢ is allocated to at most one buyer, with every buyer i being allocated item ¢ (i.e., (i,t) being
matched) with probability at least (1 — 1/e) - z;, thus yielding a rounding ratio of 1 — 1/e.

To improve on the above, we first note that the (1 — 1/e) - z;; bound is loose if any of the z;
fractions are bounded away from 0. Indeed, this 1 — 1/e factor is of the form

<1 - H(l - xt)>/2xt >1—1/e,

where the inequality is loose if any x;; is large. To beat this 1—1/e bound, we therefore simulate the
existence of a large x;, by grouping offline nodes via a bin-packing algorithm, and letting at most
one node per group (bin) B bid for ¢. The obtained distribution over biding offline nodes is no longer
a product distribution, but it is strongly negatively correlated, and even negatively associated (see
Section 2). This allows us to achieve the same 1 — 1/e bound using CRSes for negatively correlated
distributions of Bansal and Cohen [7]. Moreover, this grouping allows us to beat the 1 —1/e ratio in
some cases: In a very concrete sense, it results in effectively a single aggregated offline node bidding
with large probability >, 5 2;, thus allowing us to beat the bound of 1 — 1/e if much grouping
occurs. Furthermore, thinking of bids as “costing” the offline node future matching opportunities, we
can even beat the bound of 1—1/e after giving nodes in a group a “group discount”, and having them
bid with lower probability than z;;. This discounting then leaves offline nodes with more budget
(probability of not being matched), thus allowing us to charge these nodes more at later times: in
particular, when these offline nodes are not grouped, we charge them an “individual markup”, by
having them bid with higher probability than z;;. This then increases the matching probability of
those t for which little grouping occurs to beyond 1 — %, and the improved rounding ratio follows.



1.3 Further related work

Online bipartite b-matching is a prototypical online problem, tracing its origin to the seminal work
of Karp et al. [59]. Here, nodes on one side of a bipartite graph are revealed over time, and each
node v can be matched at most b, times, with arriving nodes matched immediately and irrevocably.
This influential problem has been widely studied in various settings (e.g., fractional/integral, sim-
ple/capacitated, unweighted /vertex-weighted /edge-weighted) [2, 12, 13, 34, 42, 44, 46, 58, 59, 70]
and has been a cornerstone of the online algorithms literature. (See the surveys [33, 56, 69].)

A natural approach to round a fractional matching x is to activate each edge e independently
w.p. z. and then pick a feasible subset Z of active edges, such that Prle € Z] > « - x.. This is
obtained by contention resolution schemes (CRSes), first studied in offline settings for single-item
problems (rank-one matroids) by Feige and Vondrék [45] (see Section 2), and later for arbitrary
matroids by Chekuri et al. [28].This was extended to online settings by Feldman et al. [48], and
has since become a bedrock of stochastic online algorithms, for prophet inequalities [48], secretary
problems [38, 39|, posted-price mechanisms [27, 60], sequential pricing [76], algorithmic contract
design [9] and more. CRSes and OCRSes have been intensely studied for numerous constraints,
inspired by [60]; most related to our work is the active line of work on (O)CRSes for matchings
[22, 48, 50, 53], where the optimal balance ratio (the counterpart of rounding ratio for ODRSes)
is still not fully understood, despite recent exciting progress |23, 67, 68, 72, 76]. While this is an
exciting and active area, such OCRS-based ODRSes cannot have rounding ratio better better than
0.5, even for rank-one matroids, by connections to the prophet-inequality problem [43, 62], or even
1/e =~ 0.362, as we assume x is unknown upfront, and would therefore require oblivious OCRS [49].
Going beyond independent bids for each pair (i,t) is therefore crucial in order to obtain matching
ODRSes with high oblivious rounding ratios.

Another online matching rounding scheme is provided by the recent exciting literature on Online
Correlated Selection (OCS), first introduced in the groundbreaking paper of Fahrbach et al. [44].
Specifically, the OCSes of [52] underlie many rounding-based online algorithms for edge-weighted
matching [52|, fair matching [54] and i.i.d matching [55, 83]. This powerful machinery can be
interpreted as providing oblivious rounding ratios of one for some particular structured solutions
(see [24] for discussion). For unrestricted fractional matching, in contrast, this machinery provides
useful per-offline-vertex guarantees, but not per-edge oblivious rounding guarantees, as we require.

Follow-up work. Following the posting of our paper online, its techniques have found applications
in subsequent work. Patel and Wajc [74] and subsequently Aouad et al. [5] use our approach of
combining proposals from one side of a bipartite graph with contention resolution schemes on the
other, for an infinite-horizon Markovian setting. Blikstad et al. [16] similarly used offline CRS
and the derandomization approach of [10] to obtain deterministic online bipartite edge coloring
algorithms. Finally, [21] build on the discount and individual markup technique together with
pivotal sampling [79] to improve on our results of Section 5.1.2 for approximating the optimal
stochastic online bipartite matching algorithm (which they refer to as a philosopher). We anticipate
further applications of our techniques, in particular the use of offline contention resolution schemes
for online algorithm design.

2 Preliminaries

Problem Definition. In the online b-matching rounding problem, an a priori unknown bipartite
graph G = (L, R, F) is revealed online, together with fractions on the edges incident to the arriving
edge’s vertices that satisfy the b-matching constraints. In more detail, at each time ¢ an online vertex
t € L arrives, together with fractions x;; assigned to its edges to offline neighbors i € R = [n]. The



fractions x;; € [0, 1], are promised to satisfy the (fractional) b-matching constraints, namely each
vertex v € (L U R) has fractional degree ) . z. at most b, (the integer b, is revealed when v is
revealed). By splitting each online node t with capacity b; into by online unit-capacity nodes with
identical edge sets and fractions x;;/b; for each copy of edge (i,t), we can assume WLOG that all
online nodes have unit capacity. Following arrival ¢, we must decide, immediately and irrevocably,
which edges of ¢t to add to the output b-matching M, while satisfying the (integral) b-matching
constraints of matching each vertex v no more than b, times, and striving for a large oblivious
rounding ratio.

Our ODRSes for b-matchings repeatedly invoke offline contention resolution schemes (CRSes),
whose guarantees for product distributions, due to Feige and Vondrak [45], and arbitrary distribu-
tions, due to Bansal and Cohen [7], are given below. (For completeness, we provide a self-contained
proof for the general case in Appendix A.)

Lemma 2.1. Let D : 2" — R be a distribution over subsets of [n], and denote this distribution’s
support by supp(D) :={S C [n] | Prrp[R = S] # 0}. Then, there exists a randomized algorithm
CRS(R,v) which on input set R ~ D and vector v € R™, outputs a subset O C R of size |O| < 1
satisfying

Prli € O] =v; - min PriRn S #0] Vi € [n].
SCln) > ies Vi
2ies vi70

The algorithm runs in time polynomial in n if D is a product distribution. Otherwise, it runs in
time poly(n,T), where T > |supp(D)| is the time to compute and write down the support of D.

2.1 Negative association and strong Rayleigh properties

Definition 2.2. Random real-valued variables X1,..., X, are negatively associated (NA) if for any
two disjoint index sets I, J C [n], INJ =0, and two functions f : R = R and g : RVl — R both
non-decreasing,

ELf(X;:i€1)-g(X;:j € )] SE[f(X;:ie D) -Elg(X;:j e J).
By a simple inductive argument, negative association implies negative cylinder dependence [57].
Lemma 2.3. For any real NA r.v.s X1,..., X, and reals x1,...,2Ty,, it holds that

Pr [/\(XZ- > xi)} < IZIPr[XZ- > 1] and Pr [/\(XZ- < xi)] < 1:[Pr[Xi < z].

The following family of NA distributions is due to Dubhashi and Ranjan [36].
Lemma 2.4. If Xy,...,X,, are binary r.v.s with ), X; <1 always, then they are NA.

More elaborate NA distributions can be obtained via simple NA-preserving operations [57].

Lemma 2.5. NA is closed under products and under disjoint non-decreasing function composition.
That is, if X = (Xq,...,Xy) is NA, then:

1. if Y = (Y1,...,Ym) is NA and Y is independent of X, then so is (X1,...,Xpn,Y1,...,Ym);

2. (i(X; : i€ )y, fu(X; 2 i € 1)) are NA, for any concordant functions (i.e., all non-
decreasing or all non-increasing) f1, ..., fr and disjoint sets I, ..., I, C [n], ;NI = O0Vj # k.



Negative association implies many more useful properties, most notably the applicability of
Chernoff-Hoeffding type tail bounds [36] and submodular stochastic dominance (see Appendix A).

An even stronger negative correlation property than NA is the strong Rayleigh property (SRP)
(see Appendix A for a precise definition). This property implies NA (even under conditioning), as
well as concentration of any Lipschitz function [75], and numerous other useful properties.

3 Rounding Matchings Online

In this section we mostly focus on the ODRS problem for bipartite matching, deferring a general-
ization to b-matchings to Appendix B.3.

We start with a simple b-matching algorithm, combining our ODRS for uniform matroids (Al-
gorithm 5) with repeated invocations of an offline CRS (Lemma 2.1).

Warm-up: 1 — 1/e rounding ratio. We consider the following simple algorithm: Run, for each
offline node 4, an independent instance of the online level-set rounding Algorithm 5, applied to
Zi1, Ti2, - ... When the i-th copy of Algorithm 5 fixes X;; = 1, we say that i bids for online node
t. Out of the set of bidders (potential buyers) P;, we then pick at most one ¢ € P, to match ¢ to,
using the offline contention resolution scheme of Lemma 2.1, guaranteeing each node i a probability
I’%iﬂiﬁ of being matched. This step runs in polytime, by independence of the
bids. Since Algorithm 5 is an online algorithm, so is the resultant algorithm. Moreover, since the
output of Algorithm 5 satisfies the b-matching constraints, and ¢ is matched to at most one neighbor
by the CRS, this algorithm’s output satisfies the b-matching constraints. Finally, for each offline
node set S C [n], by independence of the bids, the Taylor expansion of exp(—x) and convexity (see
Claim A.6), we have

of @it - mingcy]

Pr[SNP£0]=1- H(l —xy) > 1— Hexp(—:pit) > (1 - é) . Z:pit. (1)

€S €S €S
Therefore, by Lemma 2.1, this ODRS matches each edge (i,t) with probability at least (1—1/e)-x; ;.
Lemma 3.1. There ezists a polytime ODRS for bipartite b-matching with rounding ratio 1 — 1/e.

One natural approach to improve the above algorithm’s rounding ratio would be to attempt to
negatively correlate the probability of different offline nodes to have previously bid, thus increasing
Pr[S N P, # 0] for all offline sets S C [n]. Unfortunately, for a sufficiently large number of offline
nodes, (near-)positive correlation is, generally, unavoidable: see Lemma 6.3 for a proof of such a
Ramsey-theoretic statement. Instead, to achieve a better rounding ratio, we explicitly negatively
correlate the bids of previously-non-bidding offline nodes when they do bid.

3.1 The improved ODRS: Overview and intuition

In this section we outline our improved ODRS. We focus here and in most subsequent sections on
simple matchings, for clarity’s sake, deferring an extension to b-matchings to Appendix B.2.

A bad example, and a false start. Consider a graph with a single online node ¢ with x;; = % for
all n offline nodes. In this case, under independent bids, ¢ gets no bids with probability (1— %)" ~ %,
and so one of the n offline nodes must get matched with probability no greater than (1 — %) . % For
this simple example a rounding ratio of one is possible, by correlating bids for ¢: if we pick exactly
one neighbor i to bid with probability x;;, then each offline node both bids and buys (is matched

to) t with probability x;;. Unfortunately, this approach is impossible to implement in general: if



we let each offline node ¢ bid for at most one time ¢ (recall that this is a simple matching instance)
with probability z;, then, for s; := >, _, z; the fractional degree of 7 at time ¢, we must have i
bid for ¢ with probability p; := x;/(1 — sit), and yet >, p;x may exceed one.

Bin-packing low-degree nodes. Our first step is to adopt a partial implementation of the above
approach, by grouping offline nodes into groups B for which } ;.5 pi < 1, and using one Uni(0, 1)
variable to offer at most one bid per group. Specifically, if we denote the set of low-degree neighbors
of t by Ly := {i € N(t) | siz < 0} for some threshold 6 € [0, 1] that we will optimize later, we will
pack low-degree neighbors into bins using a greedy bin-packing algorithm such that each bin B has
> icp Pit < 1. Moreover, each such bin B (but one) has ) ..z piy > 1/2 and hence has high total
z-value of ) ., p i > 15—9. (Here we use that p;+ = x;4/(1 — sit) < z;¢/(1 — 0).) Using negative
association arguments (see Section 2), we can show that this approach essentially replaces multiple
bids of small z-value with bids of x-value equal to the small bids’ sum. In particular, if the total
z-value of low-degree neighbors ¢ € Ly is high, this results in mingcy %iﬂiﬁ >1- % + Q(1),
and a rounding ratio greater than 1 — %, by Lemma 2.1.

Group discounting and individual markup. It remains to address the challenge of increasing
Pr[SN P, # 0] if the total z-value of low-degree nodes L; is small, and so very little grouping occurs.
For this, we note that from the perspective of every offline node i, a time step ¢ has: (1) a value
(matching probability), and (2) a cost (bidding probability). The latter is indeed a cost, since we
do not allow offline nodes to bid more than once. The value at each time is monotone increasing in
offline nodes’ costs. Now, when we use grouping we decrease the contention faced by the CRS, as it
now faces fewer bidding nodes, due to each bin only providing one bid (or none). We can therefore
safely decrease the bidding probability (cost) in the case that much grouping occurs, giving the
grouped nodes a group discount, while still obtaining a rounding ratio greater than 1 — 1/e. The
upshot of the group discount is that offline nodes now have a higher chance of not having bid before
later time steps where they are not grouped, in which case such individual bidders can pay an
individual markup, allowing us to guarantee that in this case too mingcy P%iﬁiﬁ >1-— % +Q(1),

with the ensuing 1 — % + Q(1) rounding ratio following from the offline CRS of Lemma 2.1.

3.2 The core of the improved ODRS

In this section we introduce our improved ODRS’ core subroutine, Algorithm 1. (The parameter
6 € [0,1] will be optimized later, and for now it is safe to think of the input vectors x,v as both
equaling the input fractional matching.) At each time step ¢, the algorithm groups low-fractional-
degree offline nodes, and then all remaining nodes, into buckets, using the classic first-fit bin-packing
algorithm,? with each offline node i having a size of 1?5: . This is the conditional probability with
which ¢ should bid for ¢ if 4 is free, i.e., has not bid before, to guarantee a marginal bidding probability
of z; +. (This follows from our online level-set rounding algorithm’s probabilities.) Items are grouped
into bins of size one, and then at most one offline node bids per bin (lines 9-12), resulting in the
set of candidates, Cy. The free candidates P, = Cy N F then bid for ¢, who is then matched to (at
most) one bidding neighbor i € Py, chosen by a CRS.

First, we note that Algorithm 1—including the bin-packing steps that require 11:,5 < 1—is
well-defined provided ), x;; < 1 for all 4,¢, since this implies that 2;; <1 -, ., iy =1- Sit-
Next, by construction, each offline node bids (and is thus matched) at most once, while the CRS
guarantees that each online node is matched at most once. To summarize, we have the following.

3This algorithm maintains a sorted list of bins with each bin B containing items of overall size at most one,
ZZEB s; <1, and for each item ¢ in order, adds i to the first (possibly newly-opened) bin that has enough room left.



Algorithm 1 ODRS-core(4,x, V)

LM<+ 0
2: F < [n] >> Free offline nodes
3: for each time ¢ do
4: for each i € [n] do
5: Sit < Zt’<t T
6: B; + FirstFit ({ (z’, 1&;) i€n],si < 9}) > Bucketing low-degree nodes
7: B; <+ B, U FirstFit ({ (’i, 1ZZ t) ‘ i€ n],sit> 9}) > Bucketing high-degree nodes

: Cr+ 0 7 > Candidates
9: for each B € B; do
10: U ~ Uni[0, 1]
11: if U< ,cp % then
12: Ct%CtUmIHZ{ZG[k]‘USZjiB%}
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13: P+ FNG > Bidders = free candidates
14: F+ F\P > Bidders cease being free
15: O < CRS(P;,{vi+t}i) > Contention Resolution
16: if |O| =1 then
17: M~ MU{(i,t) | i € O}
18: Output M

Observation 3.2. Algorithm 1 is well-defined and outputs a matching if Y, x;y <1 Vi € [n].
We turn to analyzing the algorithm’s rounding ratio, starting with the following fact implying
that if much grouping occurs, then most bins have high z-value.

Fact 3.3. For each time t, at most one bin B € B; at Line 6 has ZiEB Tit < 1;29.

Proof. A well-known property of First-Fit is that at most one bin in the output of this algorithm is
less than £ full (see, e.g., [85, 86]). Therefore, since s;; < 0 for each offline node i in a bin B € B,
computed in Line 6, each such bin B (barring perhaps one) has

Tgt Tgt
— < — < —2 O
2 T 4 1—3”_21—9
i€EB ’ i€EB

—_

The following lemma, combined with Fact 3.3, provides a guarantee no worse than the independent-
proposals approach. Indeed, as we will show shortly, it implies a better rounding ratio if much
grouping of low-degree neighbors occurs.

Lemma 3.4. For any time t and set of offline nodes S C [n], Algorithm 1 satisfies

PriSnP#0]>1- [] (1— > xt>

BeB: 1€BNS

Proof. Let F; denote F' at time t, and let Cy and P, = C; N F} be as in Algorithm 1. Next, let
Ciy = 1[i € Cy] indicate whether i is a candidate at time ¢, and define Fj; and P;; similarly.
By independence of C;; and F;; and since Pr[C;;] = 1””5 and Pr[F;;] = 1 — s;; (provable by a

—Si,t




simple induction on ¢t > 0), we have that Pr[P;;] = ;. Therefore, by linearity of expectation and
> icg Cit < 1, we have that Pr[P,NSNB = 0]=1- > icBns it It remains to show that the
events [P,NSN B = (] for different B are negative cylinder dependent, giving the desired inequality,

PriPnS=0=Pr| A\ (BnSnB=0)| < [[ PrlpnSnB=0= [] (1— > xt>

BeB: BeB: BeB: i€BNS

To this end, we will show that the events [P, NS N B = ()] are negatively associated (NA),
which by Lemma 2.3 yields the required above inequality, and hence yields the lemma. First, by
Lemma 2.4, for any bin B’ at time ¢’ < ¢, the binary variables C; y for all nodes ¢ € B'N S, whose
sum is at most one, are NA. Moreover, the distributions over different bins and different time steps
are independent, and so by closure of NA under products (Lemma 2.5), all C; p are NA. Therefore,
the variables F; ; = 1 — maxy «; C; ¢ are non-increasing functions of disjoint NA variables C; , and
so by closure of NA under such functions (Lemma 2.5), the variables Fj; are NA. Moreover, the
variables C;; are independent from the variables F;; (who are functions only of C; p for all ¢’ < t),
and consequently, by another application of closure of NA under products (Lemma 2.5), all variables
{Fi:,Cis | i € S} are NA. Finally, since 1[N SNB =0] =1 -3, g Ci¢ - Fi; are monotone
decreasing functions of disjoint NA variables (different bins B), then by closure of NA under such
functions (Lemma 2.5), the variables 1[P, NS N B = ()] are NA, as desired. O

3.3 The improved ODRS

Lemma 3.4 and Fact 3.3 allow us to argue that if much of t’s fractional degree is contributed by
neighbors ¢ with low fractional degree, s;; < 6, then Pr[SN P, # 0] > (1 -1 +Q(1)) -3 ,cg 7. By
Lemma 2.1, this allows to match edges of such nodes ¢t with probability greater than (1 — %) C Tt
Indeed, we can afford to decrease the fractions z;; of low-degree nodes (that may be grouped
effectively) and still retain a similar 1 — % + Q(1) rounding ratio for such ¢. In return, we can afford
to increase the fractions z;; of nodes of high degree (who might not be grouped). More precisely,
we consider the following transformation to x, capturing this aforementioned group discount and
individual markup. For 6 := %, with €, 6 € [0, 1] chosen later, we use the assignment X : £ — R>q:

max(0, s; ¢+x;,t)

Tig=xig- (1 —¢€)+ / (e+9)dz. (2)

z=max(0,s;,¢)

Intuitively, x decreases/increases the z-value of (parts of) edges of i until/after i has fractional
degree 6, by a (1 —€) and (1 4+ J) factor, respectively. So, for example, &;; > x; ;- (1 —€) if 5,4 <6
and ;4 = x4 - (1 +0) if s;; > 6. While X is not a fractional matching, since online nodes ¢ may
have ), ;; > 1, this assignment does satisfy the fractional degree constraints of offfine nodes.

Fact 3.5. For every offline node i € [n] and time t, we have that 3;; =, &y < 854 < 1.

Proof. If s;4 <0, trivially 8;; = s;4 - (1 —€) < ;4. Otherwise, by our choice of 6 = 54%57 we have

Sit=8i1 (1—€)+ (80— (e+0)=sit-(14+6) =6 < sy O

Our ODRS, given in Algorithm 2, first scales the fractions as in Equation (2) (easily computable
online, as these &; ; only depend on information known by time ¢) and feeds the resultant vectors X, x
(playing the roles of x and v, respectively) into our core ODRS subroutine, Algorithm 1. By Fact 3.5
and Observation 3.2, we have that Algorithm 2 is a well-defined online algorithm, outputting a valid
matching. It remains to analyze this algorithm’s rounding ratio, starting with the following lemma.



Algorithm 2 ODRS(, 0, x)

[
e+6
: Init ODRS-core( - (1 —¢€), %X, x)
: for each time t do
for each i € [n] do

1
2
3
4
5: Sit Zt’<t Tj ¢
6
7
8

c 0

Compute Z; ¢ from (x4, s;¢,€,0) as in Equation (2)
Run next step of ODRS-core(d - (1 — ¢€), X, x)
: Output M computed by ODRS-core(d - (1 — €), %X, x)

Lemma 3.6. Let €,6 € [0,1] be such that the function fe5(z) :==exp(—z-(1+6))—(1—2-(1—¢))
satisfies:
0 €

fs(2) 20 forallz> 10 = et (3)

Then Algorithm 2 with parameters € and & has rounding ratio at least

e—|—5> 1—c¢

1— —-1-94 . .
exp< +1—e 1+

Proof. By construction of &;+, we have that §;; < 6-(1—¢) iff s;; < 6. Define L; := {i | s;; <0} =
{i]5+<6-(1—¢)}. By Lemma 3.4 and the Taylor expansion of 1 — exp(—z), for any offline node
set S C [n] and time ¢, the set of bidders P; computed by ODRS-core(d - (1 — €), X, x) satisfies

PriSnP#0]>1- [] (1— > xt> 1T (1— > xt>

BZL, i€eBNS BCL, i€BNS

>1—exp | — Z xi- (146) ] - H (1— Z xit'(l—e)>.

i€S\ Lt BCLy i€BNS

P%L:gim. To do so, we note that our lower bound for Pr[SN P; # (]
i€ ?

is a concave function in ) ; ¢y in the range [0,1], and so our lower bound for the above ratio
is minimized by virtually increasing » . ¢ xs until ). qxy = 1, by adding all i ¢ S to the set
and possibly adding dummy nodes J with s;; = 0 for all j € Jand )z =1—-> 24 >0
(see Claim A.6).* On the other hand, by Fact 3.3, every bin B C L; but at most one bin B* has
Y iepTit = 1_0(21_6) > (1_9)2(1_6), and hence ), p i > 12;9. Combining the above, we get

We now lower bound the ratio

Pr[Sm—Pt?’é@]Zl—exp - 1—2:% (14 9) H (1—23%-(1—6))
2 Tt i@ Ly BCLy i€B
21—exp<—<1—2xit>-(1—|—5)>-<1—int'(1—e)>
i€eB* ieB*
zl—exp<—1—5+ii_i>-i__i_§. (4)

4Concretely: adding any value to Zie s it corresponding to adding (part of) another (dummy) element to S
decreases the value, so concavity of the resulting function together with Claim A.6 completes the proof of this claim.

10



Above, the second inequality follows from the lemma’s hypothesis, in Equation (3), and the last
inequality follows from the following claim, whose proof by inspection of g is deferred to Appendix B.

Claim 3.7. Ife, 0 € [0,1], the function g(y) :=1—exp(— (1 —y)- (1 +9))-(1 —y- (1 —€)) satisfies

e+0 e+0 1—c¢
: > B —— = — — 1 — . .
VyeR g<y)_g<(1—e)(l+5)> ! exp( : 6—’_1—6) 1+

Finally, the rounding ratio of the ODRS then follows from Lemma 2.1 and Equation (4). O

Lemma 3.6 provides a sufficient condition for €,0 to (possibly) allow for greater-than-(1 — 1/e)
rounding ratios, though this condition requires satisfying infinitely many non-linear constraints.
The following lemma, which follows from convexity of f, s and is proven in Appendix B, provides a
simpler condition that is sufficient to guarantee all the above infinitely-many constraints.

Lemma 3.8. Let fcs(z) be as in Lemma 3.6. If fes(a) > 0 and f] 5(a) > 0, then fes(b) >0 Vb > a.
Combining the above, we are finally ready to optimize the rounding ratio of Algorithm 2.
Theorem 3.9. Algorithm 2 run with (e,d) ~ (0.0480,0.0643) achieves a rounding ratio of 0.652.

Proof. By lemmas 3.6 and 3.8, the rounding ratio of Algorithm 1 with parameters (e,0) is at least

as high as 1 — exp <—1 -0+ ii_i) . i—ﬁ_—g’ provided that f, s (1%9) > 0 and f/; (15—9) > 0, where
1-0 e

T = 3(erd) and f s is as in Lemma 3.6. Thus, the algorithm’s rounding ratio is at least as high as

the value of the following program, when run with parameters given by its optimal solution (e, J).
Off-the-shelf numerical solvers yield a maximum value of a = 0.652 at (e, ) ~ (0.0480,0.0643).

e+ 1—c¢
1—c¢ 1+9

max azl—exp<—1—5—|—

s.t.

-(1+5)>—1+ (1—€)>0

(-5 vy (792

—(1+5)-exp<—2(€715)-(1+5)>+1—620
e,8 € 0,1]. 0

Computational considerations. The algorithm implied by Theorem 3.9, as stated, takes expo-
nential time, due to its reliance on the CRS of Lemma 2.1 for non-independent bid distributions.
As we show in Appendix B.1, a slight downscaling of the z-values allows us to achieve essentially
the same rounding ratio, while also guaranteeing that the number of bidders at each time step is
small. This allows us to compute the support of the distribution of P; in polynomial time, which
by Lemma 2.1 then gives us the following polytime counterpart to Theorem 3.9.

Theorem 3.10. For any~ > 0, there exists an n®/7) -time bipartite matching ODRS with rounding
ratio of 0.652 — 7.

4 Online Level-Set Rounding

In this section we present two online level-set rounding algorithms. The guarantees of such algo-
rithms, first obtained by [79, 80] in offline settings, are as follows.

11



On input x € [0, 1]™ with integer sum ), z; € Z (possibly by adding a dummy value) and partial
sums s; = Zig ;Tj, a level-set rounding algorithm must output a set S C [n| with characteristic
vector X given by X; := 1[i € §] with partial sums S; := >, ; X; = [SN[j]| satisfying the following
properties for all 7.

(P1) (Marginals) E[X;] = z;.
(P2) (Rounding) S € {[si], [s:]}.

Property (P1) and linearity of expectation imply that E[S;] = s;. Property (P2) requires that S;
always equals this expectation, “up to rounding”.

In this work, we require online counterparts to the above. Here, the input is again a sequence of
reals, 1, z2, -+ € [0, 1], but now they are revealed in an online fashion. An online level-set rounding
algorithm maintains a monotonically increasing set S C N (initially empty), and decides at time ¢
(when x; is revealed) whether to add ¢ to its output set S, immediately and irrevocably.

As we shall see shortly, obtaining these first two properties is easy to achieve online. However,
for several of our applications in Section 5 it will be more useful to additionally guarantee strong
negative correlation between the elements of X. Specifically, we require the following.

(P3) (Strongly Rayleigh) The joint distribution X is strongly Rayleigh (and thus, also NA).

A warm-up: We start with a simple algorithm that satisfies Properties (P1) and (P2), but not
Property (P3).> Upon initialization, we draw a uniform threshold 7 ~ Uni[0,1]. Next, for every
time step j, for s; := Eig ;T the running sum until the j* arrival (inclusive), we add element
Jj to the output set S if the interval (s;_1,s;] contains a point n + 7 for some integer n. Thus,
Pri € §] = Pr[(sj—1,5;) N (N4 7)] = s; — sj_1 = @, and this algorithm satisfies Property (P1).
Moreover, as we output one element for any sum interval (n,n + 1], it is easy to see that the output
by time j contains either |s;]| or [s;] many elements, and so this algorithm satisfies Property (P2).
To see that this algorithm does not satisfy (P3), which implies pairwise negative correlation, we
note that for an input x = %1 (i.e., z; = 1/2 for all i), negative correlation is (very much) violated,
since X; = X9 for all 4.

The main contribution of this section is an online level-set rounding algorithm satisfying both
basic properties of an online level-set algorithm, and the strong negative correlation Property (P3)
(necessary for some of our applications in Section 5). As this algorithm’s analysis involves coupling
with the offline level-set rounding algorithm of Srinivasan [79, 80|, we first start by revisiting this
offline algorithm and its properties.

4.1 Offline level-set rounding

Here we consider an offline procedure due to [79]. Recall that our objective will be to design
an online algorithm satisfying the aforementioned properties, but for now we revisit the offline
algorithm of [79] and prove that when run with a certain specific way of choosing the key indices i;
and iy (see Algorithm 3), then it satisfies the above three properties.

As usual, “min(S)" in Algorithm 3 refers to the minimum element of a nonempty set S; the
index iy in Algorithm 3 is always well-defined since ), z; € Z and, as we shall see, >, v; = >, x;
always. We emphasize that the algorithm of [79] allows much liberty in the choice of i1 and iy, and
that our specific choice of i1 and iy is required to satisfy Property (P2). Also, the random choice in
each call to STEP is independent of the random choices of the past.

5 . - .
°We thank an anonymous reviewer for this suggestion.
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Algorithm 3 Offline Level-Set Rounding Algorithm 4 STEP(A, B) © modifies inputs

1: Initialize y + x 1: if A+ B <1 then

2: while frac(y) == {i | vy; 0,1 ¢ do A+ B,0 p. 2

3 Let i1 < min(frac(y)) (0,A+ B) w.p. AJFLB

4: Let ig < min(frac(y) \ {i1}) 3. else > A+ Be[lL2)

5 STEP (i, ¥i») (1LLA+B—-1) wp. =52

6: Output S == {i | y; = 1} 4 (AB)«1, ] 2438
P Yi (A+B—-1,1) w.p. 2—1AéB

That Algorithm 3 terminates and outputs a random set satisfying Property (P1) is known [79].
Nonetheless, for completeness, we provide a proof of this fact in Appendix C. In the same appendix
we prove by induction on the number of invocations of STEP() that every prefix sum is preserved
with probability one, up to rounding, and so Algorithm 3 satisfies Property (P2).

Lemma 4.1. Let s := Zigj x; and th = Zigj yt, where y! is the value y; after t applications of
STEP in Algorithm 3. Then, Y} € [|s;], [s;]] for all j and t.

Strong negative correlation (Property (P3)) was proven in [19] for any instantiation of [79], as
long as we use some fixed choice of i1 and is, as we do in Algorithm 3:

Lemma 4.2. Let X; := 1[i € S] be the indicators for i being in the output set of Algorithm 3.
Then, X = (X1, X2,...,Xn) is a family of strongly Rayleigh random variables.

To conclude, we have the following.

Lemma 4.3. Algorithm 3 satisfies properties (P1) (P2) and (P3).

4.2 The online level-set rounding algorithm

We now turn to providing an online counterpart to Algorithm 3. Here, the input is a sequence of
reals, x1,xo, - € [0, 1], revealed in an online fashion. Algorithm 5 maintains a set S C N (initially
empty), and decides at time ¢ (when z; is revealed) whether to add ¢ to its output set S, immediately
and irrevocably. Let X; :=1[t € S|, and let Sy := >, ., Xy denote the cardinality of S right after
time ¢, i.e., Sy = |[SN[t]|. Finally, let s; := > .., 7y. We will show that Algorithm 5 satisfies
properties (P1), (P2) and (P3) given by its offline counterpart, Algorithm 3.

Algorithm 5 Online Level-Set Rounding

1: Initialize S + 0
2: for arrival z; (at time ¢t > 1) do

0 |S] = st]
1 S| < [si]
3: add t to S with probability p = § H75=5 IS| = |st] = | st-1]
% S| = [st] > [st-1] and s;—1 # [s¢-1]
0 else.

4: Output S

The random bits used to make the random choice in each step of Algorithm 5 are independent
of the random bits used in the past: i.e., while p; depends on S;_1, the random bits used to generate
the event of probability p; in step ¢, are independent of the random bits of past steps.

13



4.3 Coupling the online and offline algorithms

Here we prove that Algorithm 5 satisfies properties (P1), (P2) and (P3). Proving properties (P1),
(P2) directly is not too hard (see Lemma C.2).° Proving Property (P3), on the other hand, is
slightly more involved; we do so now, using that the much-simpler properties (P1) and (P2) hold
for both the offline and online algorithms. To prove that the last property holds, we show that both
algorithms induce the same distribution over outputs. We outline a proof here, deferring a complete
proof to Appendix C.

Theorem 4.4. Fiz a vector x € [0,1]™. Let D and D’ denote the probability distributions on {0,1}"
induced by the online and offline algorithms run on x, respectively. Then, D = D’.

Proof (Sketch). We prove by induction on t € [n] that the following holds:

V(bl, . ,bt—l) € {0, 1}t_1, PDI"[Xt =1 ‘ (VZ <t, X;= bl)] = gﬂXt =1 ‘ (VZ <t X;= bl)] (5)
The (strong) inductive hypothesis, whereby Equation (5) holds for all ¢’ < ¢, clearly implies that for
all (by,...,b) € {0,1}71 we have that Prp[(Vi < t, X; = b;)] = Prp/[(Vi < t, X; = b;)]. Similarly,
Equation (5) holds for all ¢ < n iff the two distributions are equal. The proof then proceeds by
considering the different possibilities for the prefix sums s;_1 and s;, which for the online algorithm
directly determine the above conditional probability. These conditions also determine the offline
algorithm’s performance up to the (¢t — 1)% invocation of STEP(), from which a careful analysis
implies that the conditional probabilities of the offline and online algorithms are equal. O

Theorem 4.4 combined with Lemma 4.3 immediately implies the desired properties of our Algo-
rithm 5, as these properties are determined by the distribution over output sets.

Theorem 4.5. Algorithm 5 is an online algorithm satisfying properties (P1), (P2) and (P3).

5 Applications

In this section we provide applications and extensions of our online rounding algorithms. Mirroring
the exposition in Section 1.1, we start with the application of our online (b-)matching algorithms,
omitting the edge-weighted matching application with ML predictions, which follows directly from
our main result.

5.1 Applications and extensions of the matching ODRS
5.1.1 Online edge coloring (multigraphs)

We show here how to obtain the first online algorithm that achieves a better-than-2 competitive
factor for online edge-coloring in bipartite multigraphs under adversarial arrivals, specifically under
one-sided node arrivals, as studied in [31]. We assume that upon arrival of each node, its neighboring
edges are revealed and must be colored. As already mentioned, for online edge coloring, it is known
that the greedy algorithm’s competitive ratio of 2 is tight for graphs of low maximum degree
A = O(logn) [8], while better competitive ratios are known for high-degree graphs under various
arrival models, all for simple graphs [6, 11, 14, 15, 31, 63, 78], with the exception of the random-order
result of [3].

SIn fact, Algorithm 5 can be shown to be the only online algorithm satisfying both these simple properties if we
further restrict it to only storing in memory the partial sums s;—1 and S;—1 at the beginning of step ¢.
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We obtain our improved bounds for multigraphs by extending a reduction from online edge
coloring to “fair” matching, suggested by [31]| for simple graphs (see also [78, Appendix B]), given
in Lemma 5.2.

Definition 5.1. We say that a random matching M in a multigraph with mazimum degree A is
a-fair if for each (parallel) edge e we have that Prle € M] > L.

An o-fair algorithm with o = 1 gives the highest uniform lower bound on edges’ matching
probability. An a-fair algorithm with other o (o > 1) therefore a-approximates this maximally-fair
algorithm.

With the above terminology, we can now state the reduction.

Lemma 5.2. An online a-fair matching algorithm yields an online (a4 o(1))A-edge-coloring algo-
rithm for n-node bipartite multigraphs with mazimum degree A = w(logn).

We defer a brief proof sketch of the above to the end of the section, and turn to discussing its
consequences and converses.

Corollary 5.3. An ODRS with rounding ratio 1/a yields an online (o + o(1))A-edge-coloring
algorithm for n-node multigraphs with mazimum degree A = w(logn).

Proof. Consider the fractional matching x assigning value x, = “(Ae) to the simple edge e with x(e)

parallel copies in the multigraph. (Note that » . (e) < A by definition, so this is indeed a
fractional matching.) Applying an ODRS with rounding ratio 1/« to this fractional matching x
yields a randomized matching M that matches every (parallel) edge in the graph with probability
ﬁ, i.e., it yields an a-fair matching. U

We note that there is in fact an equivalence between a-fair matching algorithms and a-competitive
edge-coloring algorithms, as “the converse” also holds.

Observation 5.4. An online alA-edge-coloring algorithm A for n-node multigraphs with maximum
degree A yields an ODRS with rounding ratio 1/« for fractional matchings x with x. - A integral
for all e.

Proof. Given a fractional matching x € QF in a simple graph G = (V, E), using that z.-A is integral
for each edge e, we provide to A a multigraph H = (V, F) with each edge e having multiplicity
k(e) = xz.- A in H, and then randomly sample one of the «A edge colors (matchings) M computed
by A. This yields an ODRS with rounding ratio of 1/, since for each edge e € E we have that
1 Te
Prle e M] = — = —. O
e e M= n(e) ==
By the equivalence between edge coloring multigraphs and ODRSes for matchings, together
with our (upper and lower) bounds on the rounding ratio of such ODRSes, we obtain the following
bounds on the number of colors needed to edge-color multigraphs online.

Theorem 5.5. In n-node bipartite multigraphs with maximum degree A under adversarial one-sided
vertex arrivals, there exists an online 1.533A-edge-coloring algorithm, assuming A = w(logn). In

contrast, no (1/(2v/2 — 2+ ¢€))A = (1.207 — O(e))A-edge-coloring evists even for A = 2.

We note in passing that all known positive results for online edge coloring under adversarial
arrivals follow from Lemma 5.2, and indeed from Corollary 5.3 [31, 63, 78]. The reason most of
these results do not extend to multigraphs is that their ODRSes required their input fractional
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matchings x to be of the form z, = %, or more generally for z. = o(1) for each edge e (including its

multiplicities). The work of Saberi and Wajc [78] is a lone exception to this rule, and combining its

ODRS with Lemma 5.2 also yields an algorithm for multigraphs, but using as many as 1.9A colors.
We conclude the section with a brief proof sketch of Lemma 5.2.

Proof sketch of Lemma 5.2. We describe the algorithm in an offline setting first. Let C' be such
that C' = w(logn) and C' = o(A). (Such C exist, by our necessary assumption that A = w(logn).)
Initially, the entire multigraph is uncolored. For some A/C many rounds, compute « - C colors
as follows: In the uncolored subgraph U, compute « - C' many a-fair matchings My, ..., Muc,
and let these occupy the next aC' colors. Since every vertex has at most aC' = o(A) many edges
colored during a round, any vertex with degree close to A at the beginning of the round has degree
A — o(A) by the end of the round. Therefore, since these M; are a-fair matchings, and so match
each (parallel) edge with probability at least ﬁ, by standard concentration bounds, all vertices
that have degree close to A have some C - (1 — o(1)) many edges colored during a round (with
high probability). This allows us to compute a high-probability upper bound of on the resultant
uncolored multigraph at the end of the round (possibly useful to compute a-fair matchings), and
moreover implies that after A/C many rounds (and so with (A/C)-«a-C = a- A colors used), the
uncolored multigraph has maximum degree A — (A/C)-C - (1 —o(1)) = o(A), and can be colored
greedily using a further 2 - o(A) = o(A) many colors, for (a + o(1))A colors overall.

While the above algorithm was described in an offline setting, if one can compute an a-fair
algorithm online (possibly with information regarding the high-probability upper bound on A in each
round), then the entire algorithm can be made to run online: for each (vertex/edge) arrival, perform
the next steps of the oA many a-fair matching algorithms outputting color classes My, ..., Maa,
where for the i-th such algorithm, we simulate only the arrival of the parts of the subgraph that
are not contained My,..., M;_1. The same approach is used to simulate the final greedy coloring
steps, using the fact that the greedy (2A — 1)-edge-coloring algorithm is an online algorithm. [

5.1.2 Stochastic extension

In this section, we generalize our matching ODRS and its analysis to the following stochastic online
bipartite matching problem. At each time ¢, an online node arrives with weight vector wy ~ Dy,
where D1, D,, ... are a priori known independent distributions. A simple example which we focus
on for notational simplicity (though our approach generalizes to this problem in full generality)
is as follows: each online node ¢ arrives according to a Bernoulli event A; ~ Ber(p;), each edge
(,t) having some intrinsic value w;, but realized weight v;; = wj - A¢. This problem (in its full
generality) is an online Bayesian selection problem, and a number of algorithms with competitive
ratio of % are known for it [41, 43, 47]. By the classic lower bound of Krengel and Sucheston for the
single-item prophet inequality problem [62], the above ratio is best-possible when comparing with
the offline optimum algorithm.

In [73], Papadimitriou et al. initiate the study of this problem in terms of the (polytime) approx-
imability of the optimum online algorithm. Perhaps surprisingly, they show that while for simple
cases of the problem (e.g., the single-offline-node problem), the optimum online algorithm is com-
putable using a simple poly-sized dynamic program, in general it is PSPACE-hard to approximate the
optimum online algorithm within some absolute constant o < 1 (say, a ~ 0.999999), and showed
that a better-than-0.5 approximation of the optimum online algorithm can be obtained by polytime
online algorithms. This positive result was subsequently improved to 0.526 implicitly [78] and to
1—1/e ~ 0.632 explicitly [20]. All these results are achieved by rounding the following LP, which
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can be shown to upper bound the optimum online algorithm’s value [73, 84].

max Z Wit - iy (LP OPT,,)
it

st Y wip<1 Vi € [n] (6)
t,r

Z Tit < Py vt (7)

Tit < pp- <1 — Z$i7t’> Vi, t (8)

t'<t

Lemma 5.6. The optimum of the above LP upper bounds the expected gain of any online algorithm.

Most of these constraints are evident, and follow from (expected) matching constraints, which
apply also to offline algorithms. The one constraint which applies to online algorithms but not to
offline ones is Constraint (8). This constraint follows from the fact that if offline node i is matched
to t, then t has already arrived, and that ¢ is unmatched before time ¢ — two events which are
independent for online algorithms.

We note that in their paper’s full version, Papadimitriou et al. [73] (private communication) show
that the above LP has a “gap” of 1— %, in the sense that no online algorithm (even computationally-
unbounded ones) can get a better-than-(1 — 2—16) fraction of this LP’s value. So, an approximation
ratio greater than 1 — 2—16 is unachievable using this LP, and a ratio of 1 — % is achievable [20]. Is the
latter bound tight? In what follows, who show how the approach underlying our ODRSes, combined
with (and simplifying) the high-level analysis of [20], allows one to break this bound.

ODRS for the stochastic setting. As in the non-stochastic setting of Section 3, specifically
Algorithm 1, we group offline nodes and have them coordinate a single bid per group (bin). Similarly,
our stochastic counterpart to Algorithm 2 applies group discounting and individual markup to the
target marginal bidding probability, and then calls the (soon-to-be) modified Algorithm 1 with
parameter 6 - (1 — €) and vector Z;; given by Equation (2), restated below for ease of reference.

max (0, s;, ¢+ )

Tig=xit- (1 —€)+ / (e+0)dz.

z=max(0,s;,¢)

The three main differences compared to Section 3 are as follows: First, to account for the probability
p¢ of t to arrive, the conditional probability for i to bid if  is free and ¢ arrives used in Line 6-Line 12
is now #fém, for 3,4 = Zt’<t Z;¢. Second, we allow offline nodes to bid more than once, and
denote them as free (i.e., belonging to F) as long as they are not matched. This avoids offline nodes
becoming positively correlated due to an unlikely online node’s arrival. The offline nodes’ matching
constraints are trivially satisfied. Finally, satisfying the online nodes’ matching constraints is even
easier than in Algorithm 1 for the non-stochastic setting. Rather than using a CRS, we have an
arriving online node t that receives bids simply greedily match to the bidding node ¢ maximizing
the value w; ;. See the pseudocode in Algorithm 6.

Fact 5.7. Algorithm 6 is well-defined. In particular, 5 '(i‘"'ﬂ

P G <1 for every pair (i,t).
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Algorithm 6 Stochastic Matching Algorithm

1. M0

2: X < solution to (LP OPT,,)
3: for each time t do

4: for each i € [n] do

5: compute &;; as in Equation (2), and 8;; = > ., i

6: B; + FirstFit ({ (i, ﬁ) "L €[nl,sit < 9}) > Bucketing low-degree nodes
7: By« By U{{i}|i € [n],si+ >0} > Trivially bucketing high-degree nodes
8: Cy 0 > Candidates
9: for each B € B; do

10: U ~ Uni[0, 1]

11: if U < Y cp 5y then

12: Ct%CtUmini{iE [k]‘UngGBJS”%}

13: P, C,\ V(M) > Bidders = free candidates
14: if P, #( and t arrived then

15: pick some i € arg max{w; ¢ | ¢ € P;}

16: M — MU{(i,t)}

17: Output M

Proof. By Fact 3.5, we have that §;¢ = s;; - (1 —€) + (six — 0)T - (e + ) < s;4. Therefore, by our
choice of § = EJ% and LP Constraint (8), we have that, indeed

i r(og) |
_ Pt < {pt‘(l—si,z)l Sé) p-(1—s4,t) =1 Sip < 0 0
(1 —8:4) — T, (14 — Tiyt )
pe- (1= 8i) D= (LFOF) — pr(iosiy) =1 six > 0.

Algorithm 6 is clearly a polytime algorithm. It remains to analyze its approximation ratio.

The following lemma makes explicit a fact implicit in the proof of the main theorem of [20]:
specifically, that a per-online-node “approximation ratio”, relating w(M(t), t)—the weight obtained
by matching t—to the LP solution’s value from ¢, implies a global approximation ratio of the same
value. We provide a short self-contained proof of this fact for completeness.

Lemma 5.8. If for each online node t and z > 0 we have that Priw(M(t),t) > 2] > Y .., 5. @ @iy,
then the algorithm is an a-approximation of the optimum online algorithm.

Proof. Denote by w; := w(M(t),t) the weight of the matched edge of ¢, with w; = 0 if ¢ is not
matched (possibly due to non-arrival). Then, the weight of the output matching M satisfies

ZE[wt] = Z/OO Prjw; > z]dz > Z/OO o- Z xipdz = a-ZwM “ T g
t ¢ 7z=0 t J2=0 G > it

The proof is then completed by Lemma 5.6, implying that the RHS upper bounds « times the value
of the optimum online algorithm’s gain. O

The objective of our analysis will therefore be to lower bound Pr{w(M(t)) > z| for all z > 0.
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In our analysis, we let Fy = [n] \ V(M) be the set of free offline nodes at time ¢, and let
Fiy=1fi € ] = 1= ,_,1[(i,t) € M] indicate whether i is free by time ¢. Similarly, we let
E;; =1 — F;; indicate whether ¢ was matched (“engaged”) before time t.

Our first observation is that our modification to the notion of freedom results in the following
lower bound on the probability of a node being free at time t.

Observation 5.9. For each time t and offline i € [n], we have that Pr[F;;] > 1 — §; 4.

Proof. Let Bil,t indicate that ¢ bid for the first time before time t. We prove that E[Bi{t] = 5i¢, by
induction on ¢t > 1. The base case, is trivial, as F; 1 = 1 and 5,1 = 0. Now, by induction, we have
E[Bly1 — Bl = pe- —— o (1L E[BL)) = 2.

’ ’ pe- (1 —54) ’
where the first equality relies on independence of t’s arrival, ¢ becoming a candidate at time ¢, and

1 not having yet bid, and the second equality follows from the inductive hypothesis. By linearity,
we then have that E[Bil,t+1] =8 ¢41. Since 1 — F; = E;; < Bil’t, the claim follows. O

Next, for any time ¢ and offline node set S C [n], we let Fg; = A\;cq Fiy and Eg; = \;cq i
indicate whether all of S is free (respectively, engaged) by time ¢t. So far, we have established that
Pr[E;;] < §;+. The following lemma, whose statement and proof mirror that of [20, Lemma 3.3] (who
use x;; and s; ¢, as opposed to &;; and §;), asserts that this upper bound is “sub-multiplicative”.

Lemma 5.10. For each time t and set of offline nodes S C [n], we have that
PI‘[E&t] S Hgi’t'
€S

To prove the above, we need the following claim from [20]. For completeness, we provide a short
probabilistic proof of this lemma (see [20, Lemma 3.2] for a longer algebraic proof).

Lemma 5.11. For all i € [n], let ¢; € [0,1]. Then,

S PrlEas Foagl- [ ao=> PrlEad-[[0—a) []

ACS ieS\A ACS icA ieS\A

Proof. Consider a probability space where at time ¢ each offline node i tosses a coin with probability
of heads ¢;, independently. The LHS corresponds to all free nodes having their coin come up heads.
The RHS corresponds to the same event, i.e., all nodes whose coin came up tails were engaged. [J

Proof of Lemma 5.10. The proof is by induction on ¢ > 1 for all sets S. The base case t = 1, for
which s;; = 0 for all ¢, is trivial. For the inductive step, denote the marginal probability of ¢ bidding
at time ¢ (requiring t’s arrival) by

Y
My ¢ 1= PI‘[Z S Pt] = ;{
1-— Sit
We note that with this terminology, we have that
Siga1 = Sig + Tig = Sig +mig - (1= 8ip) = 8i - (L — mit) + mie. (10)

The inductive step follows by noting that at most one of the nodes i € S may be matched at time
t, and this requires that the single free node i € S bid for ¢, which happens with probability m;
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(conditioned on any event determined by randomness up to time ¢ that implies that the node is
free), as follows.

Pr(Bsi] < Y Pr(Eay, Fouadl- [ ma

ACS i€S\A
[S\AJ<1

= Z Pr(Ea4 - H (1 —miy) H mi ¢ Lemma 5.11

ACS i€A i€S\A

[S\AJ<1

< Z Pr[Eay] - H (1 —miz) H Mt
ACS 1€A 1€S\A

S Z H Ui,t . H (1 - mi,t) H mi,t I.H.
ACSicA i€A 1€S\A

= H (St - (1 —mir) + myy) binomial expansion
€S

< H 8i 141 Equation (10). O
€S

The preceding lemma allows us to prove the following counterpart to Lemma 3.4, key to our
improved approximation ratios.

Lemma 5.12. For any time t and set of offline nodes S C [n], Algorithm 6 satisfies

PriSNP #0] >1— H (1— Z @t/]%)-

BeB: i€BNS

Proof. Let Cy and P; be as in Algorithm 6. Since P, = C;\ {i | E;+ = 1}, there are no bids from set
S(SNP,=0)iffall i € A = C; NS are no longer free, i.e., iff E4; holds. So, by total probability
over Cy NS, we have that (x) := Pr[t arrives and S N P, = ()] satisfies

() = ) _PrlCinS = A]-Pr[Eay]
ACS

=> JI micinBnA=0 [] > PrCinBnA={i}] Pr[Ea,]

ACS B:|BNA|=0 B:|BnA|=1i€BNA
<> II PlGnBnaA=0 [ > PrlCinBnA={i}] Pr[E;]
ACS B:|BNnA|=0 B:|BNA|=1i€BNA
=11 (Pr[C’t NBNS =0+ Y Pr[C,nB={i}] -Pr[Ei,t]>
BeB; 1€BNS
=11 (1 - > PriCin B ={i}] -Pr[FM])
BeB; i€BNS
< H (1 - Z @‘,t/]%) .
BeB i€BNS

Above, the second and third equality follow from independence of the sets {C;NB | B € B;} and from
|CyNB| < 1 always. The first inequality follows from Lemma 5.10. The fourth equality follows from
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Tqt

|CtNB| <1, and F;; = 1—E; ;. Finally, the last inequality follows from Pr[C;NB = {i}] = TR )

and Observation 5.9, implying that Pr[C; N B = {i}] - Pr[F; ] > % (1 =58i4) > Zig/pe. O

The following lemma, which is a counterpart to Lemma 3.6 for the non-stochastic setting, allows
us to obtain a concrete lower bound from Lemma 5.12.

Lemma 5.13. If¢,6 € [0,1] guarantee that for all z > 15—9 = 2(5—15)’

fes(z) =exp(—z-(14+9))—(1—2-(1—¢€)) >0, (11)

then Algorithm 6 with parameters € and § satisfies for each time t and set S C [n]

€+90 1—¢
> — —1 — . . ;i .
Pr[SNP, £ 0] > <1 exp< 1—-0+ 1_€> 1+5> iegsxz,t/pt

The proof is near identical to that of Lemma 3.6, and is therefore omitted.”
Finally, the same optimization over €,d as in Section 3 yields our main result of this section.

Theorem 5.14. Algorithm 6 with parameters (e,0) ~ (0.0480,0.0643) is a polytime online stochastic
weighted bipartite matching algorithm that 0.652-approximates the optimum online algorithm.

Proof. Let a =1—exp <—1 -0+ ii_i) . %__H‘; > 0.652. By our algorithm’s greedy matching choice, ¢
gets matched to a node ¢ with w;; > w iff t arrives and gets a bid from the set Sy, 1= {i | w;+ > w}.

So, by Lemma 5.13, as (¢, d) above satisfy Equation (11) for all z > 0 (see the proof of Theorem 3.9),

Priw(M(t),t) > w] = Pr[t arrives A P, N Sy # 0] > p1 - v - Z Tit/pr =0 Z Ti

ilw;i, ¢ >w iw;, ¢ >w

The approximation ratio of Algorithm 6 then follows from Lemma 5.8, while the algorithm’s poly-
nomial running time is immediate. O

5.1.3 A simple direct application: Algorithms with predictions

Our ODRS of Theorem 1.2 finds a direct application in the burgeoning area of online algorithms
with advice (see the survey [71]| and site [1]). Here, an online algorithm is equipped with machine-
learned (ML) predictions concerning the input. For example, many works show that for related
problems (including bipartite matching), high-quality fractional solutions are efficiently learnable
and can guide integral algorithms, provided an effective online rounding scheme is given [64, 65, 66].
We add to this line of work, as follows: By linearity of expectation, our ODRS can round any
fractional edge-weighted bipartite matching while preserving its value up to a ratio of 0.652. This
immediately yields the first online edge-weighted bipartite matching algorithm with predictions,
getting a competitive ratio of (1 —1/e + (1)) with sufficiently good predictions. In contrast, with
no predictions, only recently was it shown how to break the barrier of 1/2 for this problem (using
free disposal) |13, 44, 52|, and 1 — 1/e + (1) is impossible to achieve even in unweighted graphs
[59].

"The only changes to the proof are (1) the syntactic generalization of Fact 3.3 implies that all but one bin B € B;
computed in Line 6 has . i :/pt > 1%9, and (2) the convexity argument requires that we add dummy nodes J

with s;; = 0 for all j € J and ZjEJ Tjt =Dt — >, Tit, where this sum is non-negative, by LP Constraint 7.
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5.2 Application of the level-set ODRS

We now turn to discussing applications of our main level-set algorithm, and its strong negative
correlation properties.

5.2.1 Multi-stage stochastic optimization

We consider an application to multi-stage stochastic optimization, building on the framework of [80].
We recall briefly that in such multi-stage problems, various parameters of an optimization problem
materialize stochastically over some number k of stages, where each stage contains stochastic in-
formation about the following stage(s) and wherein we can take actions—with actions cheaper in
earlier stages, but possibly inaccurate since we only know the future stochastically.

Motivated by the results of [82], a broad class of multi-stage stochastic covering problems can
be cast as the following family of online problems: see Section 2 of [80], from which we quote the
framework almost verbatim next. There is a hidden covering problem “minimize ¢! - subject to
Az > b and with all variables in « being non-negative integers” that is revealed online as follows. We
let m denote the number of rows of A; also, the variables in x are indexed as z;,, where 1 < j <n
and 1 < ¢ < k. (We interchange m and n from [80].) Such a covering problem, as well as a feasible
fractional solution z* for it (where each 7, is allowed to be a non-negative real), are revealed to us

in k stages as follows. In each stage ¢ where 1 < ¢ < k, we are given the (*"-stage fractional values
(x;fl : 1 < j < n) of the variables along with their respective columns in the coefficient matrix
A, and their respective coefficients in the objective-function vector ¢. Given this setup, we need to
round the variables (x;fl : 1 < j <n)immediately and irrevocably at stage ¢, using randomization
if necessary. (Note the direct connection to online computation.) The goal is to develop such a
rounded vector (SM 1 <35 <mn,1</? < k) that satisfies the constraints Ay > b, and whose
(expected) approximation ratio E[c” - y]/c’ - 2* is small, where the expectation is only over any
random choices made by our online algorithm in this arrival model. This completes the description
of the framework from [80].

We make two contributions in this framework. A motivating family of problems to consider is
vertex-(multi-)cover on graphs and hypergraphs. The multi-stage stochastic version of the classical
vertex-cover problem on a given graph G = (V| E) is basically as follows: the coverage constraint
corresponding to an edge e = (u,v) € F is now

k k
(Z xwg) + (va,g) > 1. (12)
/=1 /=1

Improving on the 2k-approximation of Swamy and Shmoys [82] for this problem—in the “online
rounding” model mentioned in the previous paragraph—a 2-approximation is developed in [80].

Our first contribution is the following generalization of the 2-approximation for multi-stage
stochastic vertex cover from [80]. Consider the following more-general problem in d-regular hy-
pergraphs H = (V, E) (or hypergraphs with all edge-sizes lower bounded by d): for some integer
parameter t, we want the vertices in each edge e € E to be covered in total to an extent of at
least ¢, where vertices can be multi-covered. That is, generalizing (12), the coverage constraint
corresponding to an edge e = {v1,va,...,v04} € E is

d k
S we >t (13)

i=1 (=1
where each z,, ¢ is allowed to be any non-negative integer; note that the above-seen stochastic vertex
cover is the special case where d = 2 and ¢t = 1. Recalling our online arrival model, we need to
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round the LP solution (z ,: v € V) right away at stage ¢, for each ¢ € [k]. We proceed as follows
to obtain an « := (d + ¢t — 1)/t—approximation in this model, generalizing the 2-approximation for
d =2 and t = 1. In particular, if ¢ is large, this is essentially a l-approximation.

Our algorithm works as follows. For each vertex v € V, consider the scaled vector z(v) :=
(- ,: £ € [k]) and independently for all v, run Algorithm 5 on z(v) to obtain the final rounded
values X, ¢ : ¢ € [k]). (As usual, we imagine padding this vector with a dummy final element so
that the sum of the entries is an integer.) We first verify that (13) is satisfied with probability one
for each e = {vy,v9,...,v4} € E:

d k d k
ZXUM > Z \‘Za . x:i’ZJ (by Property (P2)) (14)
i=1 (=1 i=1 Le=1
d k
> Z ((Za . azfji’z> — 1) (18] > B —1 for all ) (15)
i=1 \ \¢=1
>a-t—d (since x* satisfies (13))
—t—1,

which implies that 2?21 2521 Xy, ¢ > t, as required, since the LHS here is an integer and because
of the strict inequality connecting (14) and (15). We thus obtain an online solution to the rounding
problem which satisfies all constraints with probability one, and whose expected objective function
value is at most a(c! - z*). We observe that the work of [80] also runs an online rounding algo-
rithm, but that the problem considered there is much simpler since all we require there (in place of
Property (P2)) is that if the entries of the given input vector sum to at least one, then at least one
entry is rounded to one with probability one. In particular, this does not address the multi-coverage
constraint we satisfy here.

Our second contribution is that because of Property (P3), the objective function is strongly
concentrated around its mean (given by the Chernoff bound). This is an especially useful property
in areas like stochastic optimization, where the algorithm can be run only once. This is in comparison
to offline minimization problems with a non-negative objective where we can repeat the algorithm
O(1/¢) times and choose the best solution obtained, and apply Markov’s inequality to each iteration
to show that the best solution is at most (1 + €) times the expected value with high probability.
Thus, the fact that Algorithm 5 yields sharp concentration as implied by Property (P3)—and does
not just guarantee Properties (P1) and (P2)—is very useful in the stochastic-optimization context.

Summarizing the preceding discussion (and formalizing the preceding paragraph), we obtain the
following result.

Theorem 5.15. For any k > 1, there exists a k-stage stochastic hypergraph vertex cover algorithm
for d-reqular hypergraphs where each hyper-edge must be covered t times, with approximation ratio
that is o = % in expectation and is o1 + o(1)) w.h.p. if costs are polynomially bounded and
OPT = w(logn).

Proof. Our algorithm satisfies the (multi-)coverage constraint, by the above, and has expected ap-
proximation ratio « by construction. The high-probability bound follows from standard Chernoff
bounds for negatively-associated variables, relying on Property (P3) and closure of NA under prod-
ucts (Lemma 2.5), relevant since we run independent copies of Algorithm 5 for each vertex. O

5.2.2 Negative association, fairness, diversity, and streaming

While Section 5.2.1 only required the fact that Property (P3) yields sharp tail bounds for sums of
the X; with non-negative weights, we go further now and use the negative association guaranteed by
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Property (P3), which helps us correlate multiple such sums as well as handle submodular objectives
well. The submodular-objective application further benefits from the fact that Algorithm 5 can
also be viewed as a data-stream algorithm: note that at when x; arrives, the algorithm need only
remember s;_1 and S, and hence can be implemented with O(logn) space.

Intersectionality is a key notion in the study of fairness, where the intersection of multiple
attributes (e.g., race, gender, age) can impact the outcomes of a person in a more fine-grained
manner than does standard group-fairness (where we typically take a single attribute). Its study
has naturally impacted AI/ML fairness as well—see, e.g., [25] and its followups—and is a topic
of much debate in terms of precise definitions (see, e.g., [61]). We make a contribution to this
nascent area, while being aware that many such formulations/contributions in the still-early stages
of research in AI/ML fairness are speculative.

Consider people arriving online and requesting a resource whose availability expands over time:
e.g., vaccines for a new pathogen or a popular new model of car. It is anticipated that by time ¢, at
most a; units of this resource will be available. An ML system that adapts to the changing realities
on the ground (e.g., how the pathogen is spreading and which communities seem to be impacted the
most) decides online, the probability z; with which to allocate the resource to the request arriving
at time t; we naturally require Zzzl x; < aq for all £. We respond to this in real time by constructing
X; € {0,1} using Algorithm 5; Property (P2) ensures that we never exceed the supply-limits a;.
(In reality, a batch of requests will arrive at time ¢, which of course Algorithm 5 naturally extends
to.) The ML system outputting the vector x may be (required to be) unware of protected attributes
that characterize our underlying demographic groups and their intersections: given z, can we show
that while intersectional unfairness may be present in z (in which case the ML system needs to be
refined), our rounding algorithm tries to at least limit the scope of such intersectional unfairness in
some way?!

We formulate this problem as follows. Suppose each person requesting the resource has three
attributes A1, Ao, and As: the “three" here is just for simplicity, and it is easy to see that the
framework below generalizes to any number of attributes. Suppose Uy, Us,...,U, is some given
partition of the population according to their values for A; (e.g., if A; is age, the U;’s may be
disjoint age-intervals). Similarly, suppose we have a partition of the population according to As
as V1,Va,..., Vg and according to A3 as Wy, Wa,...,W,. In order to model intersectionality, let
us define the subgroup G;;r := U; N V; N Wy. Let s; ;5 = EreGi,j,k X, be the random variable
denoting the amount of resource received in total by members of G; ; .. We ask: “While intersectional
unfairness may be present, say inherently in the vector x, does our rounding at least limit the extent
of it?" That this is indeed true follows from Property (P3) which guarantees negative association,
as follows. For any sequence of thresholds (¢; 1), the probabilities of different subgroups Gj ;
receiving intersectional unfairness in the sense of s; j » < t; ; 1, can be bounded as well as if the X,.’s
had been independent:

o VS C ([o] x [B] x [7]), Pr[/\(i,j,k)es(si,j,k < tigw)] < H(i,j,k)es Prls; jx < t;;x]; and, more
generally,

e in disease-spread and meme-spread-like contexts, we are often interested in monotone non-
linear functions that model phase transitions: e.g., if a heavily-interacting subgroup receives
fewer than a threshold of vaccines, an explosive epidemic could happen within that subgroup—
with monotone behavior away from this threshold. Given any sequence of monotone functions
(all increasing or all decreasing) (f; k), we have

VSC(la] x B x ), B| T fiswGsige)| < TI Elfisalsiiml-

(i.j,k)€S (i,4,k)€S
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As is well-known, letting x(:) be the indicator function, this implies that Z(i,j,k)es X(8i 4k <
ti ;i) has Chernoff-like concentration around its mean; in particular, while some subgroups in
S may face intersectional unfairness (that needs to be separately analyzed by inspecting x),
it is unlikely that many do.

We next present an application to diversity in search results. In addition to the classical interest
in this problem in information retrieval [18], there has been much recent work in search-result
diversification, motivated, e.g., by the fact that the document-set retrieved should account for the
interests of the user population [26, 30]. By developing a model of knowledge about the topics the
query or the documents may refer to, the work of [4] presents an (1 — 1/e)—approximation for their
objective of maximizing average-user satisfaction with the search results. Given a search query g, a
corpus of N documents D, and a bound k on the number of documents to retrieve from D for ¢, a
monotone submodular function f : 2P — [0,1] is developed in [4], where f(T') is the (approximate)
mix of relevance and diversity if the set 7" with |T'| < k is then returned to the user. The problem
is thus to approximately maximize f(T') subject to |T'| < k. Consider the setting where D is very
large, we only get streaming access to it, and where, after encountering document d € D, we get
ML advice on the probability z; with which to choose d. Algorithm 5 is tailor-made for this, as
it needs only O(log N) space. Furthermore, by the already-known Theorem A.4, we obtain that
our final expected value E[f(X1, Xs,..., Xn)] is at least as large as if we had instead chosen the
X;’s independently with marginals z;. Moreover, by Theorem A.5, the subdmodular objective value
obtained exhibits strong lower tail bounds (i.e., is unlikely to fall much below its expectation).

6 Lower Bounds

In this section we present some impossibility results for ODRSes.
A simple example in [34] rules out a rounding ratio of one, or even just greater than % = 0.875.
In this section we improve this bound to (2v/2 — 2) ~ 0.828 with a similarly simple example.
Before providing our lower bound, we provide an even simpler example ruling out a rounding
ratio of one. This example highlights the need of ODRSes with high rounding ratio to create
some form of negative correlation between all subsets of offline nodes, motivating our lower bound
example. (We are also hopeful that this insight may inform future ODRSes.)

Example. Suppose an ODRS A with rounding ratio of one exists, and apply it to the following
input on n = 3 offline nodes and 4 online nodes: For k = 1,2, 3, online node k only neighbors offline
node k, and zx = 1/2. So, each offline node’s matched status so far is a Ber(1/2) random variable.
Finally, online node ¢ = 4 arrives, neighboring some two offline nodes, 4, j, and x;; = x;; = 1/2. The
above is clearly a feasible fractional matching, but since we assumed that A has a rounding ratio
of one, it must match ¢ with probability one. Since t cannot be matched if both i are j previously
matched, and both are matched with probability 1/2 before time ¢, this requires i’s and j’s matched
status before time ¢ to be perfectly negatively correlated. That is, ¢ is unmatched iff j is matched,
and vice versa. Since 1,7 could be any two offline nodes, this requires perfect negative correlation
between any two of these three variables, which is impossible.® Thus, we reach a contradiction, and
an ODRS with rounding ratio of one is impossible.

To generalize the above and obtain a concrete numeric bound, we need the following fact,
whereby (near-)positive pairwise correlation is unavoidable in a large set of Bernoulli random vari-
ables. (See Lemma 6.3 for a potentially useful generalization to k-wise correlations.)

8Perfect negative pairwise correlation between three binary variables X1, Xa, X3 € {0, 1} can be stated succinctly
as X1 + X2 = X1 + X3 = X2 + X3 = 1, but this linear system only has a fractional solution X; = Xo = X3 = 1/2.
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Fact 6.1. Let Y; ~ Ber(p) fori=1,...,n be (possibly dependent) Bernoulli variables. Then,

max Cov(¥;,Y;) > ~2p/(n — 1).
Z?]

Proof. This bound follows from non-negativity of variance and the following, after rearranging.

0 < Var (Z YZ) = ZVar(Yi) + Z Cov(Y;,Y;) <n-p+ <Z> mi?xCov(Y;,Y}). O

1,J

Lemma 6.2. Any online rounding algorithm for bipartite fractional matchings has some fractional
matching x = % -1 on graph G = (V, E) such that for some edge e € E, the output matching M
satisfies

Prle € M] < (2V2 —2) -z, ~ 0.828 - .

Proof. Consider an input with x, = 1/2 for each edge, with the first n online nodes neighboring
two distinct offline nodes, with one last online node neighboring two (judiciously chosen) offline
nodes, from two prior online nodes’ neighborhoods. We wish to show that for some instantiation of
this family of x and G, some online node (and hence some edge) is matched with low probability.
Specifically, letting p = 2v/2 — 2, we wish to show that for some such x and G,

p

< R
3t € [n + 1] such that Pr[t €e V(M)] < p+ 2n—1)

(16)
Since each online node ¢ has ), x;; = 1, this implies that some edge e is matched with probability
at most (2v/2 — 2 + ﬁ) - Te, by linearity of expectation. Taking n to be sufficiently large rules

out any (2v/2 — 2 + ¢)-approximate rounding. We turn to prove Equation (16).

If any of the first online nodes is matched with probability less than p, we are done. Otherwise,
let Y; = 1[t € V(M)] be indicators for online node ¢t being matched. We couple these with variables
Z; > Ber(p) such that Y; > Z; always. By Fact 6.1, there exist two online nodes ¢ # t' with
Cov(Zy, Zy) > —2p/(n—1). Let N(t) = {i1,i2} and N(¢') = {i3,i4} be the neighborhoods of t and
t', respectively. By a simple averaging argument, some pair of nodes (i,5) € N(t) x N(t') are both
matched before the online last arrival with probability at least

Pr(Yy, Yyl  PrZ, Zv] _ Pr(Z] - Pr(Zy] —2p/(n—1) _ p?—2p/(n—1)
4 - 4 - 4 - 4 '

So, if the last online node neighbors {3, j}, it is matched with probability at most 1 — w.

However, as p = 2v/2—2is aroot of 1 —y— y;, this probability is precisely 1— %—G—L = p+-L

2(n—1) 2(n—1)"
as desired. O

Inevitable near-positive cylinder dependence. A useful extension of Fact 6.1 of possible
independent interest argues that for any (sufficiently large) subset of Bernoulli variables, some
subset of these variables must be (nearly) positively cylinder dependent. In Appendix D we prove
this Ramsey-theoretic lemma.

Lemma 6.3. Let r € N and 0 < e < p < 1. Then, there exists some n = n,(p,€) such that any
Bernoulli variables Y1,...,Y, ~ Ber(p) contains some subset I C [n] of size |I| = 2" such that

[Iv:

E

> [[EW] -«
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7 Summary and Open Questions

In this work we provided a methodical study of online dependent rounding schemes (ODRSes)
for bipartite b-matching. We obtained optimal rounding ratios with strong concentration for star
graphs (uniform-matroid rounding) and improved bounds beyond a ratio of 1 — % for (b-)matchings,
including the first results for b-matchings not obtained via OCRSes. (Consequently, ours is the only
ratio beyond 1/2 known for this problem.) We furthermore provided a number of applications of our
ODRSes and their algorithmic approach. Beyond the natural question of improving our rounding
ratios for b-matchings (and the approximation/competitive ratios of their derived applications), our
work raises a number of directions for future research.

Online applications. We provided a number of online applications of our ODRSes. What further
applications do these schemes have? The bipartite setting seems particularly relevant for online
scheduling problems, with machines and jobs represented by offline and online nodes, respectively.
For minimization problems, it may prove useful to observe that our ODRSes for b-matching have
modest two-sided error: edges (i,t) are matched with probability at most the probability that ¢ bids
for ¢, namely &;; < (14 0)z;+ ~ 1.064 - z; ;. Moreover, these latter events satisfy strong upper-tail
bounds, by our ODRS’ strong negative correlation properties (see Property (P3) and Lemma B.4).

Streaming applications. We note that our ODRSes are not only online algorithms, but moreover
are streaming (for uniform matroids) or semi-streaming algorithms (for arbitrary b-matchings).
Indeed, they require us to only remember O(logn)-bit partial sums and a single number per offline
node. Does this property have further applications in streaming or graph-analytics contexts?

Beyond matchings. Finally, we recall that oblivious online contention resolution schemes (OCRSes)
yield ODRSes, though this connection does not yield optimal rounding ratios. Recent years have
seen an explosion of work on OCRSes for increasingly-rich families of arrival models and combina-
torial constraints. These have been fueled in large part by connections to various other online and
economic applications, most notably the prophet-inequality problem under more involved combi-
natorial constraints (see discussion in the influential work of Kleinberg and Weinberg [60]). Can
a similarly rich theory of online dependent rounding more broadly be developed, capturing other
combinatorial constraints beyond matchings?
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APPENDIX

A Additional Preliminaries

In this section we provide omitted proofs and additional preliminaries not covered in Section 2.

A.1 Contention Resolution Schemes

We start with a brief, self-contained proof of Lemma 2.1, restated below for ease of reference.
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Lemma 2.1. Let D : 2" — R be a distribution over subsets of [n], and denote this distribution’s
support by supp(D) :={S C [n]| | Prrup[R = S] # 0}. Then, there exists a randomized algorithm
CRS(R,v) which on input set R ~ D and vector v € R™, outputs a subset O C R of size |O| < 1
satisfying
PrlRN S
Prji € O] =v;- min PriRnS # 0]
SClnl — Ylies Vi
2ies viF0
The algorithm runs in time polynomial in n if D is a product distribution. Otherwise, it runs in
time poly(n,T), where T > |supp(D)| is the time to compute and write down the support of D.

Vi € [n].

Proof. The lemma for product distributions follows from the work of Feige and Vondréak [45]. We
focus on the more general case, addressed by Bansal and Cohen 7], but proven here for completeness.

Let a := mingcpy, P%[:}j:ijfn. We prove the existence of conditional probabilities p; g with

pis =0if i € S and >, p;s = 1 for all S such that setting Pr[O = {i} | R = S| = p; g yields
PrlO = {i}] = > ¢Pr[O = {i} | R = 5] - Pr[R = S] > a - v;. We prove the existence of these
probabilities using the max-flow/min-cut theorem applied to the following directed flow network
that has a source vertex src, a sink vertex sink, and two other disjoint sets of vertices A and B.
Vertices on side A correspond to subsets of elements in [n], with an edge of capacity Pr[R = S| from
sre to the node in A representing set S. Vertices on side B correspond to elements ¢ € [n], with an
edge of capacity a-v; leaving this vertex to sink. Infinite-capacity directed edges go from each vertex
in A corresponding to some set S, to vertices in B corresponding to each ¢ € S. Each vertex i € S
in B, has a directed edge to sink with capacity « - v;. This network is reminiscent of the network

used to prove Hall’s Theorem via the max-flow /min-cut theorem. Indeed, mingcy %Lﬁm >« is
- i€ g

a (scaled) version of Hall’s condition, and implies by the same argument the existence of a “perfect”
flow f of value -, v;, implying that each edge of the form (i, sink) has its capacity «-v; saturated
by this flow. This in turn implies the existence of the probabilities p; 5 as desired, where if the flows
through the edges (src, S) and (S,1) are fsc g and fs; respectively, then p; g = fg;/Pr[R = S5] (if
Pr[R = S] = 0, we take arbitrary non-negative p; s with p; g = 0if i ¢ S and > ,,.gpis = 1).
Thus, the above algorithm outputs a set O C R of size at most one with each element belonging to
O with the requisite probability. The running time of the algorithm for general distributions follows
by polytime solubility of the maximum flow problem. O

A.2 Negative correlation properties

Here we formalize the strong notion of negative correlation that our online level-set algorithm enjoys.

Definition A.1. A distribution p : 2" — R>q is strongly Rayleigh if its generating polynomial,

g2 = 3w [z

SC[n] i€s
is real stable, i.e., it has no root z € C" satisfying I(z;) > 0 for all i € [n].
As stated in Section 2 and proven in [17], the strong Rayleigh property implies NA.
Lemma A.2. If (Xy,...,X,,) are strongly Rayleigh binary r.v.s, then they are NA.

Moreover, since SRP is closed under conditioning [17], we find that SRP distributions are NA
even after conditioning.
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The strong Rayleigh property, central to the area of geometry of polynomials, has been highly
influential in recent years. To the best of our knowledge, aside from the classic balls-and-bins
process, its variants and conditional counterparts (see [19]), our online level-set algorithm is the
only online algorithm known to satisfy such a strong negative-correlation property. We believe that
this property of our algorithm will find further applications outside of this work.

Submodular dominance. As stated in Section 2, negative association implies stochastic dom-
inance in the submodular order. To formally define the above, we briefly recall the definition of
submodular functions, which are set functions capturing the notion of diminishing returns.

Definition A.3. A set function f : 2" — R is submodular if for all sets A C B C [n] and element
x € [n]\ B, we have that

f(AUu{a}) — f(A) = f(BU{z}) — f(B).

The following submodular dominance result of Christofides and Vaggelatou [29], later generalized
by Singla and Qiu [77] implies that our online level-set algorithm not only preserves weighted
objectives losslessly, but also preserves submodular objectives. (See Appendix C.)

Theorem A.4. Let Xy,...,X, be binary NA random variables and let X7, ..., X} be independent
random variables that are place-wise equal to the Xi,..., X, respectively in distribution. Then, for
any monotone submodular function f,

Elf (X1, Xp)] =2 E[f(X7,..., X;)].

n
Moreover, the following result of Duppala et al. [40] even implies concentration of the above.

Theorem A.5. Let Xy,...,X, be binary NA random variables and let X7, ..., X} be independent
random variables that are place-wise equal to the Xi,..., X, respectively in distribution. Then, for
any monotone submodular function f, with p:= E[f(XT,...,X})] and real value § > 0,

52
Prlf(X1,.., Xa) < (1-6) - S exp (-1 ).
A.3 0Odds and Ends

We will also make use of the following direct corollary of convexity.

Claim A.6. Let f be a non-negative concave function. Then, for any 0 <t < a,

ft) _ fla)

t «

v

Proof. Writing t as a convex combination of o and 0, the claim follows from convexity, as follows.

f(t>=f<§-a+<1—§>-o> zgf<a>+<1—§)-f(0>z§-f(a>- O

B Deferred Proofs of Section 3

In this section we provide deferred proofs of claims from Section 3, restated below for ease of
reference.
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Claim 3.7. Ife, 0 € [0,1], the function g(y) :=1—exp(— (1 —y)- (1 +9))-(1 —y- (1 —€)) satisfies

€+0 e+0\ 1—e
VyeR: g(y)zg<m>:1—exp<—1—5+1_€>.1+5_

Proof. Taking the derivative of g(y), we get

g ) =exp(=(1—y) - (14+0) - (1—€) = (L—y-(1—€) (1+4)),

which vanishes at y* = ( €10

=05 Next, we consider the second derivative of g.

") =4y) - A +0) +exp(—(1—y)-(1+0)-(1—¢)-(1+9).

The first summand, ¢'(y) - (1 4+ ), vanishes at y*, by the above, while the second summand is
positive, since € < 1 and 6 > 0. We conclude that y* is the global minimum of g. O

Lemma 3.8. Let f 5(z) be as in Lemma 3.6. If fc5(a) > 0 and f;(;(a) >0, then fes(b) >0Vb> a.

Proof. Fix €,6. For notational simplicity, let f = f. 5 and let 2* = 2 5. Since f is the sum of twice-
differentiable convex functions (namely an exponential and a linear term), we have that f”(z) > 0
for all z. Therefore, if f/(z*) > 0, then for all z > z* we have that

1@ =16+ [ @ e 2o

Thus, if moreover f(z*) > 0, then the desired statement follows, i.e., for all x > z* we have that
f6) = 1)+ [ Fde= 5 20 =

B.1 Polytime implementation

So far, we ignored computational aspects of our ODRS of Theorem 3.9. In this section we show
how our grouping method used to increase our rounding ratio beyond 1 — % moreover allows us to
compute Pr[P; = S] for all sets S C [n] in polynomial time — and thus obtain a polytime ODRS
— while only decreasing our rounding ratio by an arbitrarily small constant v > 0.

Theorem 3.10. For any~ > 0, there exists an n°/") -time bipartite matching ODRS with rounding
ratio of 0.652 — 7.

Proof. First, we scale down all the fractions x;; by a (1 —y) factor (this results in a valid fractional
matching). As this additional downscaling is linear, this results in each offline node having fractional
degree 5;; < 1—y in the assignment &, by Fact 3.5. Consequently, by the same argument as Fact 3.3,
each bin but at most onein B € By has ), 5 i < 3. Butsince Y, &, < >, @iy -(149) < (149),
this implies that each bin but one has total z-value at least } . p i > 7/2(1+9). Consequently, by
the fractional matching constraint, whereby » . z;; < 1, there are at most 2(1+9)/y+1 = O0(1/7)
such non-empty bins.

The benefit of few bins is that now at each time ¢ the set of bidders is a set of at most O(1/7)
offline nodes, and so there are at most n?(/¢) possible sets S C [n] in the support of the distribution
over P,. Moreover, for each such set S C [n], it is straightforward to compute the probability that
S is the set of first-time proposers at time ¢ in time n®®/7). (Briefly, for each subset S, we guess for
each of the O(1/v) nodes in S at what time they made their first bid. The probability of each of these
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nP1/7) guessed events is then easy to compute in polynomial time, by computing the probability
that these nodes did bid in these guessed time steps and no other times.) All in all, this allows to
compute, exactly, the support of the distribution of P, in time n9W/7) | Therefore, by Lemma 2.1,
the CRS invocations take time poly(no(l/” = n%1/7) per time step. On the other hand, having
scaled down the values x;; by a factor of (1 —~) trivially incurs a multiplicative loss of (1 —+) in
the rounding ratio, and so the obtained ODRS has rounding ratio of 0.652(1 — ) > 0.652 —~. O

B.2 The b-matching ODRS

In this section we extend our ODRS from matchings to b-matchings. To avoid repetition, we only
outline the changes needed in the algorithm and analysis, and defer the proofs to Appendix B.3.

The change to the core algorithm. As we did (implicitly) in Algorithm 1, we let the online
level-set algorithm dictate the marginal probabilities with which an offline node ¢ should bid to ¢,
based on the number of times 4 has bid by time ¢, which we denote by S;;. (This corresponds
to S; in Algorithm 5 run from the perspective of the offline node i.) We process offline nodes at
different times t as follows, with the choice of probabilities guided by Algorithm 5 to guarantee that
E[S; ++1 — Sit] = xi, by Property (P1), and S+ € [[si¢], [sit]], by Property (P2).

For nodes with [s;11] = [s;] — whose fractional degrees both before and after time ¢ lie in the
range [[s;¢],[si+]] — we group these offline nodes and have them bid (at most one bid per bin) as
in Algorithm 1, with the following changes: s, is replaced by its fractional part, s;; — |s;¢]: this is
done both in the bidding probability, so these items have size ﬁ when bin packing, and
in the condition s;; < 6, which are now replaced by the condition s;+ — |s;+] < 0 (and similarly
for the condition s;; > 6), with 6 to be chosen later. Moreover, we add a candidate offline node
i € Cy to the list of potential matches P, (the bidders) if S;; < [s;+] (corresponding to i € F' N C;
in Algorithm 1 for simple matchings).

For all offline nodes with |s;++1] = [s;+] +1, we place these nodes in singleton bins, and we have

them bid with probability if S;; = [s;+], or with probability LIRSS bl UNSSHIT, Sit = 1[8it] = [Sit+1]-

Si,t—LSi,tJ
Change to core ODRS’ analysis: Fact 3.3 and its proof hold unchanged for our extension of
the core ODRS. Lemma 3.4, too, holds unchanged, although the proof, deferred to Appendix B.3,
is now slightly more involved. Specifically, the key ingredient, proving that the events [P, NS N B]
over different bins B are negatively associated (NA) requires a proof that the variables S; ; are NA.

Change to the improved ODRS. In our ODRS for b-matchings, since offline nodes ¢ for which
|sit+1] = [sit] + 1 are grouped into singelton bins, we wish to apply a markup to these nodes’
x; ¢-values, if z;; is small. We therefore consider the following assignment, with 0 < 6; < 65 <1

satisfying 6 — 61 = %67 to be chosen shortly.
Sit4+1
Byt = / (1—€)-1[|z) € [01,02)] + (L +6) -1 [[z] & [01,609)] dz. (17)

=Si,t

In words: this assignment decreases the part of z;; corresponding to the parts of i’s fractional
degree that are bounded away from 0 and 1 (specifically, those in the range [61,63), and increases
the part of the fractional degree that is somewhat close to 0 or 1, in the ranges [0,6;) and [62,1].
Our new ODRS then runs the modified core ODRS with inputs 6 := 62 - (1 —¢) + 601 - (§ + €) and
%,x. The choice of the parameter 6 is taken to have §;; — |5, +| < 0 if and only if s;; — |s;¢] < 5.

Change to the improved ODRS’ analysis. First, Fact 3.5 generalizes as follows, arguing that
modified fractional degrees 3;; = >, _, Z; fall within the same integer range for all (4,1).
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Fact B.1. For every offline node i € [n] and time t, we have that |5;¢| = |si¢| and [8; ] = [si].

Fact B.1 and Property (P2) of Algorithm 5 imply that offline node ¢ makes some S;; €
[[sit], [5i+]] many bids by time ¢. As 4 is not matched more time than it bids, this implies that the
extended ODRS outputs a valid b-matching.

Next, the key lemma in the analysis of Algorithm 2, namely Lemma 3.6, needs to be extended
slightly, and in particular the condition of Equation (3) needs to hold for all z > max{ (1 — 6) 91}

To make this constraint as less restrictive as possible, we take 07 and 65 to guarantee the needed

0y — 61 = +5, and also satisfy 2(1f6) 01, resulting in 01 = m and 0y = % This

modification of the range for which we require Condition (3) to hold will again allow us to argue that
for all bins B except for at most one bin B* (to be characterized shortly), we have the following:

1-— Zii’t < exp <— Zazi7t(1 + 5)) (18)

ieB icB
Specifically, for bins containing a single offline node i with |s; 41| = [s;+|+1, we have the following:
If si,t—l—l — Lsi,t—l—lJ Z 91, then
Tit = Sit+1 — Sit > Sit41 — [Sig+1] > 01

Similarly, if s;; — [S;441] < 62, then

1-0
Tit = Sit+1 — Sit > [Sit41] —Sit =1+ |sit] —sip >1—0 > 2(17+<25)
In both cases, Condition (3) holding for all z > max{2(1+6) 91} implies Equation (18). In the

alternative scenario where s; 411 — [Si¢41| < 61 and s;;— | si¢] < 02, we have that &, = (140) -2+,
and Equation (18) follows from the basic inequality 1 — z < exp(—z). Finally, by Fact 3.3, for all
bins B containing offline nodes i with [s;¢] = [s;++1]| and §;; < 0 (ie., sip < 62), except for at
most one bin B*, we have that

R 1-6_1-6
in,t’(1+5)zzxi,t2T2 5 27
1€EB 1€EB

where the last inequality, whereby 6 < 65, is proven similarly to Fact B.1. So, Condition (3) holding
for all z > 2(1 - 5) implies Equation (18) for all remaining bins other than B*. The analysis then
proceeds as in Lemma 3.6, yielding the following.

Lemma B.2. Ife,d € [0,1] guarantee that for all z > max {%, 91} = WM’ the expression

fes(z) =exp(—z-(14+9)—(1—2z-(1—¢))

is non-negative, then the extension of Algorithm 2 to b-matchings using scaling Equation (17) and
parameters € and 0 has rounding ratio at least

€+0 1—¢
1- 1 : .
exp (104 ) 1

Combined with Lemma 3.8, the above lemma then yields our b-matching ODRS’ rounding ratio,
after solving the appropriate modification of the mathematical program used to prove Theorem 3.9.

Theorem B.3. The extension of Algorithm 2 to b-matchings, run with (e,9) ~ (0.0347,0.0425),
achieves a rounding ratio of 0.646.
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B.3 Deferred proofs of the b-matching ODRS

In this section we prove that our extension of Algorithm 1 from matching to b-matchings results in
similar benefits when much grouping occurs. We start by introducing some useful notation.

Our online level-set rounding algorithm, Algorithm 5, makes at most one random choice when
deciding whether to allocate another online node to the center of the star. Our b-matching ODRS
follows the same logic (from the perspective of the offline node, playing the role of the star’s center).
Denote by C;; an indicator for the relevant coin for ¢ coming up heads. Our extended core ODRS,
Algorithm 1, correlates these coins for different offline nodes i at time ¢t. Let S;; € {|si¢], [sit]} be
the number of times ¢ bids by time ¢. By our algorithm’s definition, we have the following expression

for S+ # [sit]]-

[Sit—1 # [sip—11]- (1 = Cip—1) if [sie] = [sip-1]

[Sit # [sit]] = {1 — [Site1 = [Sig—1]] - Cive1  if [5i¢] > [Si0-1].

Lemma B.4. For any time t, the random variables {S;+}; are NA.

Proof. Proof by induction ont > 1. The base case is trivial, as S; 1 = 0 deterministically for all 7. We
turn to the inductive step for ¢, assuming that the variables S;;—1 are NA. First, by Lemma 2.4, for
any bin B € B;_1 at time ¢t —1, the binary variables C; ;1 for all nodes ¢ € B, whose sum is at most
one, are NA. Moreover, the distributions over different bins are independent, and so by closure of
NA under products (Lemma 2.5), all C;;—; are NA. Moreover, the variables C; ;1 are independent
from the variables S;;_; (who are functions only of C;y for all ¢ < t — 1), and consequently, by
our inductive hypothesis and another application of closure of NA under products (Lemma 2.5),
all the variables {S;;_1,C;j;—1}; are NA. Therefore, since S;1—1 € [[Sit—1],[Sit—1]], we find that
[Sit # [si+]] is a decreasing function of S;;—1 and C; 41, i.e., they are decreasing functions of disjoint
NA variables. Therefore, by yet another application of closure of NA under products (Lemma 2.5),
the events {[S; # [i+|]}: are NA. Finally, since S; ; = [s;+|—[Si+ # [si+]] are monotone decreasing
functions of NA variables, the variables S;; are themselves NA, as desired. O

We are now ready to prove that our generalization of Algorithm 1 results in bins essentially
simulating offline nodes bidding with a probability equal to their constituent nodes’ bids. That is,
we are ready to prove the following generalization of Lemma 3.4.

Lemma B.5. For any time t and set of offline nodes S C [n], the b-matching extension of Algo-

rithm 1 satisfies

BeB: 1€BNS

Proof. We denote by B; C B; the set of singleton bins B = {i} for which [s;4+1] > [s;+]. For such
bins B € B}, B = {i}, we have that Pr[P,N.SN B = (] =1 — z;;. For other bins B € B, \ Bj, we
have that Pr[i € P,| = x;, by independence of C;; and S;; and since Pr[C; ;] = m and
Pr[Si+ = [sit]] = sit — [sit] (the latter following from our online level-set algorithm’s aﬁalysis).
Therefore, by >°,.5 Ciy < 1 implying disjointness of the events [i € P for i € B, we have that
Pr[P,NSNB =0] =1—3,.5ng%is It remains to show that the events [P, N SN B = {] for

different B are negative cylinder dependent, giving the desired inequality,

PripnS=0=Pr| A (AnSnB=0)| < [[ PrlpnSnB=0= ][] (1— > xt>

BeB: BeB: BeB: i€BNS
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Now, for bins B = {i} € Bj, we have that 1[N SN B = 0] = 1—[S;¢+ = [sit]] - Cit. For
non-singleton bins B € By, we have that 1[P,NSNB = 0] =1—->", 55 Cit-[Sis = |54,¢]]. In both
cases, the indicators 1[P,N.SNB = ()] are NA, as they are monotone decreasing functions of disjoint
NA variables (here, we need to first apply decreasing functions that map S;; to [s; .| — S for all
i € B € B\ B, and all other variables to themselves). Hence, by closure of NA under such functions
(Lemma 2.5), the variables 1[P, NS N B = ()] are NA. Therefore, by Lemma 2.3, these variables are
negative cylinder dependent, yielding the required inequality above. The lemma follows. O

C Deferred Proofs of Section 4

We start by briefly proving that Algorithm 3 terminates and preserves marginals.
Fact C.1. Algorithm 3 terminates, and satisfies Pr[i € S] = x; for all i € [n] (Property (P1)).

Proof. 1t is easy to see that STEP preserves the sum of its inputs/outputs while decreasing the
number of fractional such inputs/outputs. Consequently, > . y; is integral during the execution
of Algorithm 3, while the number of fractional y; decreases and cannot be one, so this algorithm
terminates with all y; binary. Moreover, STEP is easily seen to preserve these values’ expectations,
and so by induction we have that E[y;] = x; for all 4, i.e., Algorithm 3 satisfies Property (P1). O

Lemma 4.1. Let s := Zigj x; and th = Zigj yt, where y! is the value y; after t applications of
STEP in Algorithm 3. Then, Y} € [|s;], [s;]] for all j and t.

Proof. We prove this for all j by induction on ¢ > 0. The base case is trivial. Fix a time ¢ and let
i1 and 42 be as in Algorithm 3 at time t 4+ 1. If 41,49 & [j] or 41,42 € [j], then, since STEP (yi,, vi,)
does not affect th in the former case and preserves the sums y;, + y;, and Y; in the latter case,
the inductive hypothesis implies th"'1 =Y/ € [[s;],[s5]]. Conversely, if iy € [j] and iy & [j] (and
therefore i; = 7), we have that y!™ = ¢! € {0,1} for all i € [j — 1], while yf;rl € [0, 1]. Since by the

inductive hypothesis we have that Y} =Y} | + 4 € [[s;],[s;]] and Y}_; = ijll is the sum of 0-1

terms, while y% € (0,1), this implies that thH = Y]tfll + y§-+1 =Y/, + y;i“ € sl [s51]- O

C.1 Direct (partial) analysis of Algorithm 5

In this section we provide a simple, self-contained proof that Algorithm 5 satisfies the first two
properties we desire of it. In the paper body, we use this direct proof to prove that our algorithm’s
output distribution is the same as its offline counterpart, from which we also obtain the third
desideratum, namely Property (P3).

Lemma C.2. Algorithm 5 is well-defined (i.e., py € [0,1] for all times t and any realization of the
randomness) and it satisfies properties (P1) and (P2).

Proof. We prove the above three properties (including p; € [0,1]) by strong induction on ¢ > 0.
The base case, t = 0, is trivial. As our inductive hypothesis (I.H.), we assume that these properties
hold for all # < t — 1 and prove them for all ¢ < ¢, starting with Property (P2). By the L.H.,
Si—1 < [si—1] < [s¢]; so, since py = 0 if S;—1 = [s¢], we trivially have that S; < [s;]. Moreover,
by the LH., S;—1 > [st—1] = |st — @] > [st] — 1; so, since py = 1 if S;_1 < |s¢], in which case
Si—1 = |s¢] — 1, we have that Sy > [s¢]. Thus, S; € {|s¢],[s¢]}, proving Property (P2).
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Next we prove that Algorithm 5 is well-defined, as p; € [0,1] (regardless of prior randomness).
The first non-trivial case is when S;_1 = |s¢] = |s¢—1]. Non-negativity of p;—a ratio of non-negative
terms—is immediate, while

by = Tt B St — St—1 < lse] +1 =521 [se—1] +1—s51 1
= = < = = 1.
ls¢—1] +1— 8421 ls¢—1] +1— 8421 [si—1] +1— 8421 lsi—1] +1— 5421

The second non-trivial case is when Sy_; = |s¢| > |s¢—1], in which case [s;] = [s¢—1] + 1. Again,
non-negativity of p; is immediate, while

. —se)] s — [si-1) — sp-1 — [St-1]
Pt = = S =1
st—1 — [ st—1] st—1 — [ st—1] st—1 — [st—1]
To prove Property (P1), we will need a closed form for ¢; := Pr[S; = |s;]], useful when discussing

Pr[S;_1 = | s¢]], the probability that ¢ may be added to S, and Pr[S;_1 < |s¢]], the probability that
t must be added to S (to satisfy Property (P2)). Note that S; ~ |s;] + Ber(1 — ¢;) by Property
(P2), while E[S;] = >, E[Xv] = >, <, xy = s, by Property (P1) (for all ¢ <t) and linearity of
expectation. Combining these observations, we obtain s; = E[S;] = [s:] + 1 — ¢, and therefore,

qr = |s¢] +1— 5. (19)

We now use the closed form for ¢;—; to prove Property (P1) for time ¢. The easy case is when
[st] = [st—1]. Here we have that E[X; | S;—1 = [s¢]] = ", (Xt | Si—1=T[s¢]] =0.
Consequently, since S;_; 6 {Lst 1, Ist—1]1} = {lst), [st]} in this case, then by total probability we
have that E[X}] = ¢4—1 - Qt -+ 0 =14, as desired.

Finally, we consider the case where [s;] > |s;—1], i.e., |s¢] = [st—1] + 1. If in addition s;—; =
|s¢—1] (i-e., s¢—1 is integral, implying that s; = s;—1 + 1, and hence z; = sy — s;—1 = 1), we have by
Property (P2) that S;—1 = s;—1 < |s¢] (with probability one), and so we add ¢ to S with probability
one, resulting in E[X;] = 1 = x4, as desired. If, conversely, we have that s;—1 # [s;—1] < |s¢], then
by total probability, we obtain the desired equality as follows.

E[X,] = Pr[Si_1 = |si-1]] - 1+ Pr[Si_1 # |si-1]] - %
xr + 51 — ([st—1] + 1) St = Ty + S4—1
=g 14+ (1—q_1)-
a1+ 1) St—1 — |St—1] Is¢] = [se—1] +1
=q—1+(1—q-1)- % Equation (19)
—qt-1
= ‘Tt' D

C.2 Coupling the offline and online algorithms

Here we prove that our online level-set algorithm, Algorithm 5, induces the same output distribution
as the offline algorithm of [79], Algorithm 3

Theorem 4.4. Fiz a vector x € [0,1]™. Let D and D’ denote the probability distributions on {0,1}"
induced by the online and offline algorithms run on x, respectively. Then, D = D’.

Proof. We prove by induction on ¢ € [n] that the following holds:

V(bi,...,bi—1) € {0, 1} I;)r[Xt =1|(Vi<t, X;=0)]= I;;[Xt =1|(Vi<t, X;=0;)]. (20)
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The (strong) inductive hypothesis, whereby Equation (20) holds for all ¢’ < ¢ clearly implies that for
all (by,...,b) € {0,1}~1 we have that Prp[(Vi < t, X; = b;)] = Prp/[(Vi < t, X; = b;)]. Similarly,
Equation (20) holds for all ¢ < n iff the two distributions are the same.

The base case t = 1 follows from Property (P1). So suppose t > 1. Fix by,...,bi—1 € {0,1},
and let £ denote the event “Vi < ¢, X; = b;" (measured w.r.t. D or w.r.t. D). Then, by the strong
induction hypothesis, Prp[f] = Prp/[€], and in particular, Prp[€] # 0 iff Prp/[€] # 0; thus we
may assume that the events conditioned on in the LHS and in the RHS of (20) both have nonzero
(identical) probabilities. This is the only place where we will need the induction hypothesis.

Recall that s;_1 = ZZ;% x;. Furthermore, although S;_; technically depends on the rounding

algorithm, it is natural to take it to be Zf;i b; here. Note that since both the offline and online
algorithms satisfy Property (P2), we have that S;_1 € {|st—1], [st-1]}-
Case I: s;_1 € Z. This is an easy case. It is immediate that Prp[X; = 1 | &] = x; here. This is
also not hard to see this for the offline algorithm. Recall that the offline algorithm starts with a
copy y of x. Since s;_1 € Z, the offline algorithm would set X; for exactly s;—1 indices i € [t — 1] to
one (and the rest in [t — 1] to zero), and would then recursively run on the suffix (y¢, ¥¢41,---,Yn)
of y with no correlation with the rounding thus far. Furthermore, y; = x; for all 7 > ¢t. Thus, by
Property (P1) applied to this suffix, we have that Prp/[X; = 1 ‘ &] = x4 also.

We may thus assume from now on that z = s;_1 — |s¢—1] lies in (0, 1).

Case II: s;_ 1 ¢ Z and z + 2y < 1. An easy sub-case here is that S;_1 = [s;—1]; here, since both
the offline and online algorithms satisfy Property (P2), it is immediate that in this sub-case

We may thus assume that S;_; = |s;—1]|. By the definition of the online algorithm 5 we have that

Tt
1—2

I;r[Xt =1|¢& = (21)

We now analyze Prp/[X; =1 ‘ &]. Consider the offline algorithm just before it involves x; in STEP:
at this point in time, it has:
e set |sq—1 | of the variables (X; : i < t) to one;

o set t —2 — |s;—1] of the variables (X; : ¢ < t) to zero; and, recalling again that the offline
algorithm starts with a copy y of z,

e it has assigned the current value z to one variable y;» where i* € [t — 1] is a random variable
from some distribution.

At this point, the offline algorithm is basically recursively run on the sequence (yi+, Yt, Yt41, - -5 Yn),
where y+ = z and y; = «; for all j > t. Crucially, since S;_1 = [s¢—1], the conditioning on & says
that the variable y;« is eventually rounded to 0. Thus, we can compute Prp/[X; =1 | &] as follows.

Suppose the offline algorithm is run on the sequence (uy,ug, ..., Un—t+2) = (Yi*, Yt, Yt+1s - - - s Yn), tO
output a random bit-vector (Uy, Us,...,Up—_¢12); then,
Pr[X, = 1 S o) -1 —0l. 22
Pr[X, | €] Pr[U2 | Uy = 0] (22)

But since uy +us = 2+ x¢ < 1, the first STEP applied to u; and uy ensures that at most one of uy
and uo gets rounded to one. This yields

PTD/[(UQ = 1) VAN (Ul = O)] _ PTD/[UQ = 1] _ Tt
PTD/[Ulz()] PTD/[Ul :O] 1—27

];D)}“[U2=1‘U1=0]=
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where the second equality holds since at most one of U; and Uy is one; we are thus done by (21).

Case III: s;_1 ¢ Z and z + x; > 1. This is handled similarly. The easy sub-case here is
that S;_1 = |s¢—1]; here, since both the offline and online algorithms satisfy Property (P2), it
is immediate that

PriX,=1|€& =Pr[X; =1|&] =1

D D/

We may thus assume that S;_1 = [s;—1]. By the definition of the online algorithm 5 we have that

T +2z—1
PriX;=1|&=———. 23
DX, = 1] €] = T (23)
Now, the offline algorithm is, like in Case II, essentially run on the sequence (uy,ug, ..., Up—t+2) =

(Yi s Yt, Y41, - - - s Yn)—Where y;= is initially z—to output a random bit-vector (U1, Us, ..., Up—_t+2),
with the key difference from Case II being that Uy will eventually be set to 1. So,

g;[Xt =1|€&= g;[UQ =1|U,=1]. (24)

Now, since uq + ugs = z + x; > 1, the first STEP applied to u; and us ensures that at least one of
u1 and wug gets rounded to one. This implies

P,r[ngl‘Ulzl] _ Prp/[Us = 1] — Pr{(Uy = 1) A (U; = 0)]

D PT‘fDI[Ul = 1]
_ Prp[U; =1] — Prp/[U; = 0]
B Prp/[Uy = 1]
- T +2z—1
=

where the second equality holds since at least one of Uy and Us is one; we are thus done by (23).
This concludes the proof of the inductive step. O

D Deferred Proofs of Section 6

In this section we prove that any sufficiently many binary variables must contain some 2" with some
near-)positive 2"-wise correlation, generalizing the special case of r = 1 given by Fact 6.1.
g g g Y

Lemma 6.3. Let r € N and 0 < e < p < 1. Then, there exists some n = n,(p,€) such that any
Bernoulli variables Y1, ...,Y, ~ Ber(p) contains some subset I C [n] of size |I| = 2" such that

[Iv:

Proof. We prove this claim for all 0 < e < p < 1 by induction on r > 1, and note that the claim is
trivial if p?° < ¢, in which case the RHS is negative, so n,(p,¢) = 2" suffices. Fact 6.1 proves the
base case, showing that ny(p,e) < (2?;; + 1] suffices. To prove the inductive step, consider a set of
k := nq(p, 2%) + 2m variables Y7,...,Y ~ Ber(p), for m to be determined shortly. Then, we find
a sequence of disjoint pairs Iy, Is, ..., I, C [n], where for each Iy = {i,j}, s € [m], we have that
Cov(Y;,Y;) > —55~- The existence of such pairs follows by repeatedly invoking Fact 6.1 applied
to the variables {Y; | ¢ € [n] \ Uj_; I} to obtain the pair I;+1. Now, for each pair I, = {i,j} as
above, define a new variable Z, :=Y; - Y;. By Cov(Y;,Y;) > —55, we have that Pr[Z,] > p* — 5.
Next, couple these combined variables with equiprobable variables Ay ~ Ber(p? — 5o ) with Z; > Aq

E > [[EW -«
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always. Then, if we take m = n,_1(p® — 2%, $), the inductive hypothesis applied to the m variables
A, implies the existence of a subset S C [m] of 2" =1 of these variables satisfing the following.

E| ] vl =E|[]% 1T A

i€Usecs Is seS seS

>E

r—1
2 € 2 € or 27‘71 € € or
2 (P -g7) —5Er gzl

Above, the first inequality follows by the coupling Z; > A,. The second inequality follows from the
inductive hypothesis. The third inequality follows from (a — b)* > a* — 2% -b for any a,b € [0,1] and
k € N (as seen by expanding (a — b)¥). The final inequality follows from 22 ~1 > 22" for r > 1.
We conclude that {Y; | i € J,cq Is} is the desired subset of 2" variables in Y1,...,Y,. O

Remark D.1. We did not attempt to optimize the minimum possible n,(p,€) above. Nonetheless,
for concrete bounds, we note that if p> > €, then our proof yields bounds satisfying the following
recurrence.

4p

2
ny(p,€) < {—p +1W <2
€ €

€ € € 4.22p € €
ny(ps€) < m <p, 27) + 2n,—1 (p2 57 5) < c +2n,—1 (p2 57 5) .

Noting that this recurrence is monotone increasing in p, we have that n,(p,€) = O (227. . %)
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