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Aswin Sivaraman

RESOURCE-EFFICIENT MODEL ADAPTATION METHODS

FOR PERSONALIZED SPEECH ENHANCEMENT SYSTEMS

This dissertation introduces several machine learning algorithms for developing personal-

ized speech enhancement (PSE) systems. In particular, we investigate the data-e!ciency

of the proposed methods. Here, we define personalization as a model adapting towards a

particular user’s speech characteristics and/or their acoustic environment. By consciously

minimizing their computational overhead, we make these algorithms more suitable for edge

computing applications—e.g., smartphones, smart speakers, or headphones.

These use cases can all benefit from employing PSE systems on at least two dimensions.

Firstly, PSE can lead to better performance—this is because single-user speech enhancement

may be viewed as a subset of the originally complex problem (i.e., speaker-agnostic or

general-purpose speech enhancement). Secondly, PSE can reduce model complexity; given

the reduced problem space, a personalized model with fewer parameters su!ces to perform

equally as well as a non-personalized model trained with many more parameters. To

that end, we argue that PSE is a novel paradigm for lossless model compression without

loss of performance. However, PSE can be challenging from an optimization perspective.

When framed as a fully supervised machine learning problem, the availability of labeled

speaker-specific data is scarce, and attempting to collect user data may be unreliable and

privacy-compromising.

To that end, this dissertation proposes data-e!cient PSE methods that can tackle two

potential scenarios. In the first case, the PSE system may have access to abundant unlabeled

noisy speech data but only a small amount (up to 30 seconds) of clean speech data from
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the target user. In the second case, the PSE system may have no access to any personally

identifiable data. Therefore, our methods may be classified as few-shot or zero-shot machine

learning approaches.

In order to best utilize the scarce clean data in the few-shot context, we put forward

self-supervised learning methods for PSE that repurpose the more accessible unlabeled

speech data. More specifically, we develop frameworks that incorporate noisy target training

and contrastive learning. Furthermore, to achieve zero-shot personalization, we employ the

model selection paradigm for finding a predefined latent cluster best-suited for the unseen

test time user’s noisy speech.

Our extensive experiments show that both self-supervised learning and the model selection

paradigm achieve our goals for model adaptation. This research promotes the development

of more e!cient speech enhancement systems with reduced training data requirements and

broader accessibility for more people.
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Chapter 1

Introduction

Every human voice is as unique as a fingerprint, filled with subtle nuances that comprise

a portion of one’s identity. While the physiological process of producing speech is the

same for everyone, the resulting auditory signal contains numerous discerning features. A

person’s vocal range, their accent, and their speaking cadence can potentially be mapped to

their locale, their age, or even their ethnic background. Because speech is such a deeply

personal and invaluable biometric, it is quite unsurprising that humans have a complicated

relationship with machine learning (ML)-based speech processing systems.

For the most part, people expect their devices to hear them in any noisy environment.

Typically, voice controlled devices (VCDs) employ a general-purpose speech enhancement

(SE) algorithm that improves the quality and intelligibility of the incoming speech signal.

Currently, deep neural networks (DNNs) have become the de facto building blocks for modern

SE algorithms. At the same time, it is well-known that generalizable DNN performance

strongly correlates to increased model size and massive labeled datasets. In other words,

developing a DNN for SE requires accruing vast amounts of training data (thousands of

isolated speech or noise recordings) in order to cover the potential breadth of noisy speech

signals that may be encountered at test-time [1]. Since every human voice is distinct, the SE

model, by definition, will have never encountered the target speaker’s voice during training,

even though it is expected to be performant in this cold-start scenario. As a result, most

SE models may be considered as “generalists” that assume no knowledge of the test-time

environment. These generalists operate irrespective of the deployment context, intended to

be universally applicable.
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There are some notable downsides to models that targets large-scale generalized perfor-

mance. For example, studies have shown that generalist DNNs possess redundant connections

and under-utilized parameters [2]. With many models, performance and accuracy scales

logarithmically with model capacity, potentially saturating after a point [3]. A lot of popular

and emerging DNN architectures have started to exceed millions (or even billions) of model

parameters, leading to skyrocketing hardware costs and exponentially high carbon footprints

[4]. Furthermore, ML models trained on big data tend to exhibit sociodemographic biases

[5, 6]—a phenomenon present in ML-based speech processing systems, too [7, 8]. Essentially,

while generalist models may be well-performing, they incur a variety of resource ine!ciencies

along with the potential to fail for under-recognized people.

In an ideal setting, rather than attempting to generalize to every possible case, VCDs

could instead utilize a personalized speech enhancement (PSE) model, adapted to enhance

only the target speaker’s voice optimally. Prior evidence has shown that the speech denoising

problem can be decomposed into discrete non-overlapping sub-problems [9]. More specifically,

the learning objective of a personalized specialist model (designed to enhance only a single

voice) is simpler than that of a generalist model (which must enhance every possible voice),

therefore a specialist may be better performing. One näıve method of adapting an SE

model into a PSE model would be to fine-tune the model parameters using speaker-specific

labeled data. Realistically, this data is often obtained through an “enrollment” procedure,

where the target speaker records themselves saying a few prescribed sentences in a noise-free

environment [10, 11, 12]. Once an SE model becomes specialized for a particular speaker

or environment, the enhancement performance is expectedly improved, leading to a more

robust on-device automatic speech recognition (ASR).

However, acquiring speaker-specific clean speech data is fraught with complications.

Firstly, the average VCD user might not have access to very quiet echo-free environments
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or nice recording equipment; as a result, the user-provided data may not be considered

to be reference quality. Secondly, typical ML models are trained on hundreds of hours of

audio data, and recording any single speaker for that long would be unrealistic. At best, the

burdensome enrollment procedure may yield a few seconds of usable data at most. Lastly, by

and large, people are wary of AI-powered systems collecting too much of their personal data

and breaching their privacy [13, 14, 15, 16]. It is understandable why people are reluctant

to share their voice data given that vocal forgery is a legitimate concern. Recent research on

speech synthesis models has shown that only 5 sec of enrollment data is needed to condition

models into mimicking a particular voice [17]. As a result, minimizing the use of target

speaker-specific data is a practical optimization constraint when developing a PSE model.

Therefore, the goal of this dissertation’s proposed research is to reformulate ML algo-

rithms for SE such that personalization can be achieved using little to none of the target

speaker’s personal data. Subsequently, we investigate how personalization not only improves

performance for the target speaker but can also enable more e!cient inference. More broadly,

we posit that model adaptation (the idea of developing specialist models over generalist

models) brings with it the added bonus of resource e!ciency.

1.1 Problem Setup

The real-world deployment of a PSE model is subject to the aforementioned challenges of

collecting target speaker specific data. Therefore, with this dissertation, we consider three

possible scenarios pertaining to the availability of training data.

• PSE Scenario 1 (Enrollment): The target speaker provides some amount of clean

speech in order to optimize their experience. This set is commonly referred to as

“enrollment data” and may be as little as 5 sec or at most 30 sec in total duration.
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• PSE Scenario 2 (Unlabeled): Here, the PSE system only has access to a few

unlabeled observations of the target speaker. These “in-the-wild” recordings give the

model some knowledge of the target speaker, but they are likely contaminated by

unknown noises.

• PSE Scenario 3 (Cold-Start): In this case, the target speaker provides no personal

data of any kind. This is e”ectively a “cold start” problem.

We treat the first scenario as a few-shot learning (FSL) problem because it is about

leveraging the scarcely labeled data without overfitting; accordingly, the last two scenarios

may be treated as zero-shot learning (ZSL) problems due to the lack of enrollment data. For

PSE Scenario 2, we hypothesize that the more abundant noisy data may be serviceable

using a self-supervised learning (SSL) technique known as noisy-target training (NTT).

Models pre-trained using the NTT methods can be fine-tuned over any available clean speech

data, thereby covering PSE Scenario 1. To address PSE Scenario 3 (or any instance of

model adaptation without knowledge of the target domain), we propose the idea of “model

adaptation by selection”. Over all our experiments, we assess how the proposed algorithms

achieve our adaptation goals of improving performance while enabling reductions in model

complexity (either through quicker inference or fewer total parameters).

1.2 Broader Impact

This dissertation o”ers a preliminary exploration of two broad-impact areas of AI-based

research. Our proposed methods to personalize an SE model meet the ever-growing need

for ethical AI models that are more inclusive and responsible. The state-of-the-art machine

learning models have gravitated towards those trained on the largest possible amount of data,

often neglecting the representativeness of that data. Especially in SE research, the standard

practice is either to record as many data samples as possible and then hire human annotators
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to label them, or to combine various publicly available datasets. Because data preparation

and annotation are likely to incur the most significant costs when developing an AI system,

researchers have overlooked their social impacts until recently. For example, one study

showed that the accuracy of two ASR systems (on YouTube and Bing) was notably worse

among non-American non-white female speakers [18]. Similar representation disparities,

inherently caused by empirical risk minimization, have been surveyed in numerous machine

learning tasks, including face recognition and language identification [19]. In most cases, the

racial or gender inequities stemmed from the underlying biases in the large training datasets

used. This dissertation addresses this ethics issue directly by developing speaker-specific

specialist models that outperform speaker-agnostic generalist models. More broadly, we

argue that specialist AI models can better serve socially under-represented groups.

In addition, our methods for PSE bring broader attention to the need for privacy-

preserving AI systems. If a negligent party targets personalization solely as a means for

increasing the accuracy of their AI systems, a breach of privacy is an imminent concern. The

most apparent case is when an always-on VCD accidentally listens to a conversation due

to mishearing the wake word [20]. Human employees might need to additionally annotate

these utterances that caused the VCD to misfire, further diminishing the user’s privacy.

While privacy preservation has been investigated in other machine learning tasks (e.g.,

classification), it has been less studied with speech enhancement due to the need for clean

speech from the test-time users. The experiments in this dissertation explicitly minimize

the models’ exposure to the target speakers’ voices and their private environment. We hope

that our investigations encourage further e”orts by SE researchers to incorporate similar

privacy constraints.
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1.3 Relevant Publications

We acknowledge that certain portions of this dissertation consist of previously published

material, presented at various conferences and journal articles. Table 1.1 summarizes the

publication history of our prior works, indicating which sections use them. Additionally, we

provide online access to source code and demos for the reader’s reference.

Table 1.1: Archival links to the relevant prior publications, source code, and demos.

Year Publication
Venue

Article
Type Citation External Links Relevant

Sections

2020 Interspeech Conference [21]  ! ! " Section 4.1
2020 NeurIPS Workshop [22]  ! ! Section 3.2.2
2021 Interspeech Conference [23]  ! ! Section 3.2.3
2021 WASPAA Workshop [24]  ! Section 4.2
2022 JSTSP Journal [25]  ! Chapter 3
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https://doi.org/10.21437/Interspeech.2020-2989
https://github.com/IU-SAIGE/sparse_mle
http://www.interspeech2020.org/index.php?m=content&c=index&a=show&catid=412&id=1229
https://minjekim.com/research-projects/sparse-mle/
https://arxiv.org/abs/2011.03426
https://github.com/IU-SAIGE/contrastive_mixtures
https://neurips.cc/virtual/2020/20314
https://doi.org/10.21437/Interspeech.2021-1868
https://github.com/IU-SAIGE/pse-snr-informed
https://iu.mediaspace.kaltura.com/media/t/1_f8fxu8sx
https://doi.org/10.1109/WASPAA52581.2021.9632752
https://github.com/IU-SAIGE/pse-speaker-informed
https://doi.org/10.1109/JSTSP.2022.3181782
https://github.com/IU-SAIGE/pse


Chapter 2

Literature Review

Although the human auditory system is exceptionally good at selective hearing [26, 27],

no foolproof algorithm exists for perfectly emulating this ability computationally. In order

to make machines capable of selective hearing, researchers either tackle the broader task

of source separation (SS)—where the objective is to isolate individual sound sources from

a mixture of sounds, or the narrower subproblem speech enhancement (SE)—where the

objective is only to restore the speech source. Due to the ongoing deep learning renaissance,

neural networks have surpassed traditional signal processing or machine learning methods,

achieving state-of-the-art performance with both SS and SE tasks. In this chapter, we

discuss the relevant prerequisite information for understanding the current lay of the land

with SE research; additionally, we note the di”erences of the proposed methods from this

dissertation with other influential works.

2.1 Datasets & Benchmarks

Currently, there is not one single benchmarking dataset for every SE model in existence,

although there have been some public challenges attempting to bring standardization to

the field [28, 29]. As a result, many researchers manually prepare noisy speech datasets

(for training and for testing) by mixing utterances from public speech datasets1 with

sounds from public noise datasets2. Manually mixing utterances is a legitimate option as

it enables fully-supervised training, with the caveat that researchers must apply a variety

of signal-to-noise ratios (SNRs) in order to simulate varying degrees of noisiness. SNR
1Popular choices for English clean speech datasets include Librispeech [30] or Voice Bank [31].
2Popular choices for noise datasets include MUSAN [32] or DEMAND [33] or FSD50K [34].
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is a measure of the ratio of speech power to noise power, often expressed in decibels; an

SNR greater than 0 dB indicates the presence of more speech than noise. Some datasets

are generated using a deterministic (fixed) mixing strategy to ensure reproducibility and

standardization—for example, WSJ0-2Mix [35], LibriMix [36], and Voice Bank + DEMAND

[37]. Our experiments in this dissertation make use of the open-source Librispeech, MUSAN,

DEMAND, and LibriMix corpuses. Additional details about these datasets will be shared in

the later sections.

2.2 Evaluation Metrics & Loss Functions

There are a number of evaluation metrics used when testing a SE model. Most metrics

require access to the ground-truth (reference) clean speech, but a few are reference-less (i.e.,

blind quality estimators). Also, some metrics are considered signal level whereas others are

perception level. In this dissertation, we will use metrics that do rely on the reference signal,

i.e., in order to report objective improvements.

At the signal level, the most common metric is SNR—calculating the delta between

the output (enhanced speech) SNR and input (noisy speech) SNR gives an indication of

enhancement performance. Other prominent signal level metrics are modified versions of

SNR, including signal-to-distortion ratio (SDR), signal-to-artifact ratio (SAR), and signal-

to-interference ratio (SIR) [38]. Notably, SDR becomes equivalent to SNR when we only

consider additive noise, ignoring interferences and algorithmic artifacts. More recently, a

more robust modification of SDR known as scale-invariant signal-to-distortion ratio (SISDR)

was proposed; it introduces a scaling factor to ensure that the residual vector—between

the estimated and reference signals—maintains orthogonality to the reference [39]. In this

dissertation, we will notate the reference (clean speech) signal as s and the model estimate

(enhanced speech) signal as y; the subscript t denotes the indexing of time-domain samples.
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Subsequently, the metrics SDR and SISDR are computed in decibels as follows:

SDR (y, s) = 10 log10

[ ∑
t
st

2
∑

t
(st → yt)2

]

(2.1)

SISDR (y, s) = 10 log10

[ ∑
t
(ωst)2

∑
t
(ωst → yt)2

]

(2.2)

Note that Eq. (2.1) is equivalent to setting ω = 1 in Eq. (2.2); however, as shown in [39],

the robustness of SISDR comes from setting ω =
(
y→s

)
/

(
s→s

)
. All of these signal level

metrics can, in fact, be used as optimization criteria for updating model parameters. When

formulated as neural network loss functions (optimized for minimizing error), using the

negative metric su!ces [40]—in other words, a SISDR-based loss function would look like:

LSISDR (y, s) = → SISDR (y, s) = →10 log10

[ ∑
t
(ωst)2

∑
t
(ωst → yt)2

]

(2.3)

On the perceptual level, the metric STOI [41] (short-time objective intelligibility) mea-

sures speech intelligibility by calculating correlations between short-term temporal envelopes

of the reference signal and of the enhanced signal; STOI values range between 0 and 1, where

1 would be most intelligible. Another metric, PESQ [42] (perceptual evaluation of speech

quality), was introduced by the International Telecommunication Union (ITU)—PESQ also

requires the reference signal, generating a score between →0.5 and 4.5 corresponding to a

predicted perceptual MOS (mean opinion score). Both of these perceptual metrics can again

be used as evaluation criteria but also as optimization criteria—i.e., as a neural network

training loss function [43].
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Lastly, while it does not necessarily guarantee high speech quality or intelligibility, another

straightforward choice for neural network loss function is mean-squared error (MSE).

LMSE (y, s) =
∑

t

(st → yt)2 (2.4)

The models in this dissertation employ some of these discussed loss functions, namely LMSE

and LSISDR. In the later sections, where we introduce a classification sub-module, the

conventional choice of loss function is the averaged cross entropy (log loss). For binary

classification over N observations, given an array of ground-truth class labels k and an array

of model-estimated labels k̂, the cross entropy (CE) optimization criterion is defined as:

LCE
(
k̂, k

)
= → 1

N

N∑

j=1

[
kj log(k̂j) + (1 → kj) log(1 → k̂j)

]
(2.5)

2.3 Training Targets

Most deep learning SE models proposed over the years can be broadly categorized in terms

of their training targets, either as a masking-based or a mapping-based model [44]. Masking-

based SE models operate on a two-dimensional time-frequency (TF) representation of audio;

they learn to predict a binary masking matrix by processing the magnitude spectrum of a

noisy speech signal [45, 46, 47, 48]. The magnitude spectrum is commonly obtained using the

short-time Fourier transform (STFT). The masking matrix accentuates TF bins dominated

by speech and filters out TF bins dominated by noise. In contrast, mapping-based models

[49, 50] directly estimate a one-dimensional signal, the clean speech waveform. Fig. 2.1

shows a high-level comparison of the two training targets. For mapping-based models, x is

the input mixture signal and y is the output estimated clean speech. If a time-frequency

transform is used (e.g., the STFT), then the model input is the noisy speech magnitude

10



Mapping-Based
SE Model

<latexit sha1_base64="A0bQE5FOfpXv/uAHUG3w3Di4h/E=">AAAB9XicbVDLSgMxFL1TX7W+qi7dBIvgqsyI1C4LblxWsA9oa8lkMm1oJhmSjFqG/ocbF4q49V/c+Tdm2llo64GQwzn3kpPjx5xp47rfTmFtfWNzq7hd2tnd2z8oHx61tUwUoS0iuVRdH2vKmaAtwwyn3VhRHPmcdvzJdeZ3HqjSTIo7M43pIMIjwUJGsLHSfd+XPNDTyF7p02xYrrhVdw60SrycVCBHc1j+6geSJBEVhnCsdc9zYzNIsTKMcDor9RNNY0wmeER7lgocUT1I56ln6MwqAQqlskcYNFd/b6Q40lk0OxlhM9bLXib+5/USE9YHKRNxYqggi4fChCMjUVYBCpiixPCpJZgoZrMiMsYKE2OLKtkSvOUvr5L2RdWrVWu3l5VGPa+jCCdwCufgwRU04Aaa0AICCp7hFd6cR+fFeXc+FqMFJ985hj9wPn8AU9yTCg==</latexit>x <latexit sha1_base64="UYiWgM+E0D5T01WYmtssbH+2Edo=">AAAB+XicbVDLSsNAFL2pr1pfUZdugkVwVRKR2mXBjcsK9gFtKJPJtB06mQkzk0II+RM3LhRx65+482+ctFlo64FhDufcy5w5Qcyo0q77bVW2tnd296r7tYPDo+MT+/Ssp0QiMeliwYQcBEgRRjnpaqoZGcSSoChgpB/M7wu/vyBSUcGfdBoTP0JTTicUI22ksW1no0CwUKWRubI0z8d23W24SzibxCtJHUp0xvbXKBQ4iQjXmCGlhp4baz9DUlPMSF4bJYrECM/RlAwN5Sgiys+WyXPnyiihMxHSHK6dpfp7I0ORKrKZyQjpmVr3CvE/b5joScvPKI8TTThePTRJmKOFU9TghFQSrFlqCMKSmqwOniGJsDZl1UwJ3vqXN0nvpuE1G83H23q7VdZRhQu4hGvw4A7a8AAd6AKGBTzDK7xZmfVivVsfq9GKVe6cwx9Ynz+capRI</latexit>y

(a)

Transform Inverse 
Transform

Masking-Based 
SE Model

<latexit sha1_base64="A0bQE5FOfpXv/uAHUG3w3Di4h/E=">AAAB9XicbVDLSgMxFL1TX7W+qi7dBIvgqsyI1C4LblxWsA9oa8lkMm1oJhmSjFqG/ocbF4q49V/c+Tdm2llo64GQwzn3kpPjx5xp47rfTmFtfWNzq7hd2tnd2z8oHx61tUwUoS0iuVRdH2vKmaAtwwyn3VhRHPmcdvzJdeZ3HqjSTIo7M43pIMIjwUJGsLHSfd+XPNDTyF7p02xYrrhVdw60SrycVCBHc1j+6geSJBEVhnCsdc9zYzNIsTKMcDor9RNNY0wmeER7lgocUT1I56ln6MwqAQqlskcYNFd/b6Q40lk0OxlhM9bLXib+5/USE9YHKRNxYqggi4fChCMjUVYBCpiixPCpJZgoZrMiMsYKE2OLKtkSvOUvr5L2RdWrVWu3l5VGPa+jCCdwCufgwRU04Aaa0AICCp7hFd6cR+fFeXc+FqMFJ985hj9wPn8AU9yTCg==</latexit>x
<latexit sha1_base64="nvgMZa1h/FH6I0r3csNlEpaSBtg=">AAAB9XicbVDLSgMxFL3js9ZX1aWbYBFclRmR2mXBjcsK9gHtWDKZTBuaSYYko5Sh/+HGhSJu/Rd3/o2ZdhbaeiDkcM695OQECWfauO63s7a+sbm1Xdop7+7tHxxWjo47WqaK0DaRXKpegDXlTNC2YYbTXqIojgNOu8HkJve7j1RpJsW9mSbUj/FIsIgRbKz0MAgkD/U0tlfWmw0rVbfmzoFWiVeQKhRoDStfg1CSNKbCEI617ntuYvwMK8MIp7PyINU0wWSCR7RvqcAx1X42Tz1D51YJUSSVPcKgufp7I8OxzqPZyRibsV72cvE/r5+aqOFnTCSpoYIsHopSjoxEeQUoZIoSw6eWYKKYzYrIGCtMjC2qbEvwlr+8SjqXNa9eq99dVZuNoo4SnMIZXIAH19CEW2hBGwgoeIZXeHOenBfn3flYjK45xc4J/IHz+QMjPJLq</latexit>

X
<latexit sha1_base64="CZVjytMs+v1DJRyJogKE/s/6l2c=">AAAB9XicbVDLSgMxFL1TX7W+qi7dBIvgqsyI1C4LbtwIFewD2rFkMmkbmkmGJKOUof/hxoUibv0Xd/6NmXYW2nog5HDOveTkBDFn2rjut1NYW9/Y3Cpul3Z29/YPyodHbS0TRWiLSC5VN8CaciZoyzDDaTdWFEcBp51gcp35nUeqNJPi3kxj6kd4JNiQEWys9NAPJA/1NLJXejsblCtu1Z0DrRIvJxXI0RyUv/qhJElEhSEca93z3Nj4KVaGEU5npX6iaYzJBI9oz1KBI6r9dJ56hs6sEqKhVPYIg+bq740URzqLZicjbMZ62cvE/7xeYoZ1P2UiTgwVZPHQMOHISJRVgEKmKDF8agkmitmsiIyxwsTYokq2BG/5y6ukfVH1atXa3WWlUc/rKMIJnMI5eHAFDbiBJrSAgIJneIU358l5cd6dj8Vowcl3juEPnM8fEoWS3w==</latexit>

M
<latexit sha1_base64="F19kKG7jxwUewmQmTHZwKxEb0Ek=">AAACCHicbVDLSsNAFJ3UV62vqEsXBkvBVUlEapcFNy4r2gc0oUwm03boJBNmboQSsnTjr7hxoYhbP8Gdf+OkzUJbLwxzOOc+jx9zpsC2v43S2vrG5lZ5u7Kzu7d/YB4edZVIJKEdIriQfR8ryllEO8CA034sKQ59Tnv+9DrXew9UKiaie5jF1AvxOGIjRjBoamie1lLXFzxQs1B/qTvBkN5lWVZxBbCQqqFZtev2PKxV4BSgiopoD80vNxAkCWkEhGOlBo4dg5diCYxwqvsmisaYTPGYDjSMsB7ipfNDMqummcAaCalfBNac/V2R4lDlm+rMEMNELWs5+Z82SGDU9FIWxQnQiCwGjRJugbByV6yASUqAzzTARDK9q0UmWGIC2ruKNsFZPnkVdC/qTqPeuL2stpqFHWV0gs7QOXLQFWqhG9RGHUTQI3pGr+jNeDJejHfjY5FaMoqaY/QnjM8fskKaZQ==</latexit>⌦ <latexit sha1_base64="kHYp9aBGDrXtYyEaEzDWzdmJ3GU=">AAAB9XicbVDLSgMxFL1TX7W+qi7dBIvgqsyI1C4LblxWsA9px5LJZNrQTDIkGaUM/Q83LhRx67+482/MtF1o64GQwzn3kpMTJJxp47rfTmFtfWNzq7hd2tnd2z8oHx61tUwVoS0iuVTdAGvKmaAtwwyn3URRHAecdoLxde53HqnSTIo7M0moH+OhYBEj2FjpoR9IHupJbK/sfjooV9yqOwNaJd6CVGCB5qD81Q8lSWMqDOFY657nJsbPsDKMcDot9VNNE0zGeEh7lgocU+1ns9RTdGaVEEVS2SMMmqm/NzIc6zyanYyxGellLxf/83qpiep+xkSSGirI/KEo5chIlFeAQqYoMXxiCSaK2ayIjLDCxNiiSrYEb/nLq6R9UfVq1drtZaVRX9RRhBM4hXPw4AoacANNaAEBBc/wCm/Ok/PivDsf89GCs9g5hj9wPn8AJMGS6w==</latexit>

Y
<latexit sha1_base64="UYiWgM+E0D5T01WYmtssbH+2Edo=">AAAB+XicbVDLSsNAFL2pr1pfUZdugkVwVRKR2mXBjcsK9gFtKJPJtB06mQkzk0II+RM3LhRx65+482+ctFlo64FhDufcy5w5Qcyo0q77bVW2tnd296r7tYPDo+MT+/Ssp0QiMeliwYQcBEgRRjnpaqoZGcSSoChgpB/M7wu/vyBSUcGfdBoTP0JTTicUI22ksW1no0CwUKWRubI0z8d23W24SzibxCtJHUp0xvbXKBQ4iQjXmCGlhp4baz9DUlPMSF4bJYrECM/RlAwN5Sgiys+WyXPnyiihMxHSHK6dpfp7I0ORKrKZyQjpmVr3CvE/b5joScvPKI8TTThePTRJmKOFU9TghFQSrFlqCMKSmqwOniGJsDZl1UwJ3vqXN0nvpuE1G83H23q7VdZRhQu4hGvw4A7a8AAd6AKGBTzDK7xZmfVivVsfq9GKVe6cwx9Ynz+capRI</latexit>y

(b)

Figure 2.1: Comparison between mapping-based and masking-based SE models.

spectrogram X and the model output is a binary masking matrix M . The operator ↑

denotes element-wise multiplication (also known as the Hadamard product). The clean

speech spectrogram is estimated by applying the mask, i.e., Y = X ↑ M . An inverse

transform is needed to convert time-frequency spectrograms back to time-domain waveforms.

In a fully-supervised learning setup, the model’s final estimate y is compared against the

ground-truth clean speech s. With our experiments in this dissertation, we employ both

masking-based and mapping-based models, emphasizing that our proposed methods are

agnostic to the choice of training target.

2.4 Resource E!ciency

The highly performant state-of-the-art models for SE are, in fact, double-edged. Because of

the data-hungry nature of fully-supervised deep learning, many models for SE are likely to be

over-parameterized, making them cumbersome both for training and for deployment on real-

world devices. As stated before, a specialist model may be more resource-e!cient compared

to a generalist model given that it is solving a smaller sub-problem. In this dissertation,

we address “resource e!ciency” from multiple angles. For instance, we hypothesize that a

personalized model may achieve equivalent performance to a generalist model using fewer

model parameters. In that regard, personalization may be seen as a form of lossless model

compression. By using fewer model parameters, we say that the PSE model has reduced
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space complexity, i.e., its storage requirements are lessened. Whenever it is not possible to

reduce the space complexity, we demonstrate that some personalized models can run fewer

computations during inference compared to generalists. In other words, personalization can

also reduce run-time complexity, improving latency or model throughput. Lastly, because

a personalized model need only be optimized for one speaker (as opposed to thousands of

speakers), we hypothesize that training data reduction is also possible. Storing massive

datasets, synthesizing noisy speech, and updating the model parameters based on hundreds

of hours of audio data is a very costly process. Particularly in Chapter 3, our proposed

noisy-target training for personalization enables a specialist to use only 25 min of data in

contrast to a generalist which uses 440 h of data, resulting in a massive 99.9 % savings. All

of these benefits make PSE models more suitable for real-world deployment.

In relation to the previously mentioned public datasets, some of the reported best-

performing deep learning models for generalist SE include ConvTasNet [49], dual-path

RNN [51], SuDoRMRF [52], SepFormer [53], SCP-GAN [54], and MFNet [55]. We note

that overall model complexity can be profiled using two measurements: for example, the

total number of model parameters relates to space complexity, whereas the total number of

multiply-accumulate operations (MACs) is indicative of run-time complexity. In Table 2.1,

we list the number of total parameters and MACs for some top-performing models. Note

that the number of MACs relates to the size of the model input—assuming that all audio

recordings have a sampling rate of 16 kHz, we report the number of MACs for processing a

single second of audio.

These state-of-the-art models achieve noteworthy improvements on enhanced speech SISDR3,

yet their space and run-time complexity are on the order of millions and billions, respectively.

In particular, SepFormer is a massive neural architecture due to its use of transformer
3A leaderboard for speech separation performance on the WSJ0-2mix dataset [35] can be found at

https://paperswithcode.com/sota/speech-separation-on-wsj0-2mix.
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Table 2.1: Space and run-time complexities for various state-of-the-art SE models.

Model Name (# MACs)/sec. # Params. SISDR Imp. [↓]

ConvTasNet [49] 9.82 G 4.92 M 15.3 dB
DPRNN [51] 15.24 G 3.63 M 18.8 dB
SuDoRMRF [52] 4.16 G 2.45 M 19.5 dB
SepFormer [53] 77.33 G 17.25 M 22.3 dB

layers [56]. As we discussed before, larger models require more expensive GPU hardware

and incur a greater carbon footprint [57]. The investigations of this dissertation apply to

models that operate below 1 M parameters, which are much more amenable to low-resource

environments and real-world embedded systems. For that reason, the performance of the

models discussed in this dissertation do not compete with and are not directly comparable to

the state-of-the-art results shown in Table 2.1. Specifically in Chapter 3, we introduce and

evaluate much smaller variants of ConvTasNet. Later on, we discuss how model adaptation

(personalization) allows for equivalent performance to be achieved using smaller models.

2.5 Model Compression

Although model compression is an active area in deep learning research, many standardized

methods, such as quantization or pruning [58], do not consider the context of the model

after deployment. Decreasing the total number of model parameters without reformulating

the model objective is an option, but this may result in discernible performance trade-o”s

[3]. Particularly with regards to SE or SS, more recent research has focused on novel model

compression methods, including bitwise operations [59, 60, 61, 62] or group communication in

intermediate neural network layers [63]. These works successfully minimize the performance

trade-o” but miss the opportunity to exploit the model’s deployment environment. With

personalization, because the sub-problem is easier to solve, a compressed specialist model
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su!ces to perform on par with a more complex generalist model. This dissertation introduces

a novel paradigm for lossless compression by means of personalization. For example, in

Chapter 4, we demonstrate gender-based speaker adaptation via model selection, and our

experiment results show that a specialist composed with 512 hidden units enhanced the

target speaker’s voice comparably to a generalist model composed with 1024 hidden units.

This is e”ectively a “lossless” 50 % reduction in run-time computational complexity.

2.6 Target Speaker Extraction

Within the last few years, more and more SE research is being done on personalization, i.e.,

single-speaker model adaptation. However, the primary goal of most researchers is to show

improved performance on the target speaker; the additional benefits of model compression,

data e!ciency, and privacy preservation are less explored. In the other literature, the

PSE task is framed as target speaker extraction (TSE): e”ectively a combination of source

separation (SS) with a conditional noise suppression (SE). This perspective of PSE is viable

when there is some data from the target speaker available, i.e., enrollment data. Multiple

models—such as SpeakerBeam [64], VoiceFilter [65], and pDCCRN [66]—explicitly utilize

an encoder module that produces a noise-robust discriminative speaker embedding. As

shown in Fig. 2.2, after the mixture sources are separated, the embedding cues the model

to enhance only the desired source, i.e., the target speaker. Recent iterations of the public

Deep Noise Suppression challenge [29] have included a ‘personalized speech enhancement’

track providing enrollment data, which e”ectively encourages participants to devise TSE

solutions.

In contrast to these approaches which rely on computing a discriminative speaker

embedding, our methods for PSE do the adaptation implicitly. That is, we do not uniquely

ID the target speaker by way of a personally identifiable embedding—we intentionally do this
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Figure 2.2: Formulation of PSE as target speaker extraction (TSE).

to preserve the target speaker’s privacy. Rather, we show that personalized enhancement can

be achieved in a data-driven manner by using self-supervised learning (SSL) over the more-

abundant in-the-wild observations of the target speaker, described in Chapter 3. Moreover,

if no observations of the target speaker are available, we show that it is also possible to

perform a coarse clustering on the test-time data, in order to enhance the target speaker’s

voice as it relates to a predefined group; this process of model adaptation by selection is

described in Chapter 4.

2.7 Self-Supervised Learning

In the self-supervised learning (SSL) paradigm, a ML model is trained to solve a pretext task,

learning useful features that will help when addressing the intended downstream task. The

purpose is to overcome scenarios where there is only unlabeled data available (i.e., no input +

expected output pairs). SSL has gained significant traction in recent years for advancing the

state-of-the-art over numerous research domains, including speech representation learning

[67, 68, 69]. There have also been a growing number of SSL setups for general-purpose

speech enhancement. An early work employed zero-shot SSL in a student-teacher framework,

showing a student network that implicitly learned to perform speech enhancement despite

being trained to minimize automatic speech recognition error [70]. Another work describes an

SSL framework based on two autoencoders, trained to reproduce either clean speech or noisy

speech [71]. The authors enforce a coupling of the two autoencoders’ latent spaces using

cyclic-consistency. At inference time, the autoencoder trained only using mixture signals has

15



its decoder swapped out, thus achieving zero-shot speech enhancement. These studies are

limited to speaker-agnostic enhancement, and in particular, do not exploit self-supervised

learning as a method for in-domain training.

Subpar performance of an SE model can sometimes be attributed to a fundamental

mismatch between the distribution of audio data encountered at training versus at test

time. Because observations at test-time are inherently unlabeled, SSL is a great choice for

enabling in-domain training. With the SE task, the term “unlabeled data” refers to the

non-reference quality noisy speech recordings—which is likely more abundant. Two recent

studies investigated using noisy speech data as target signals specifically to achieve in-domain

training [72, 73]; because of the imperfect reference signals, noisy-target training (NTT)

may be considered as an SSL pretext task. Our proposed PseudoSE method, introduced

in Chapter 3, is also a form of NTT; however, this dissertation investigates the benefits of

noisy training targets specifically with regards to single-speaker model personalization and

model compression. Additionally, our study is the first to bootstrap NTT using contrastive

learning for the task of SE.

There is also a well-regarded SSL framework for source separation (SS) known as mixture

invariant training (MixIT) [74]. It was proposed as an alternative to the fully-supervised

permutation invariant training (PIT). MixIT is a procedure for developing source separation

systems using only mixtures of mixtures (MoM), i.e., linear combinations of arbitrary audio

signals. When we consider MixIT as a pretext task, it introduces systematic mismatch by

design because the input MoMs have twice the number of expected sources at test-time.

One recent study used MixIT by successfully adapting models to a set of speakers through

joint training over in-domain and out-of-domain data [75], however the model compression

implications were unexplored. In comparison to MixIT, the PseudoSE task may be viewed as

a more speech enhancement-oriented version: while MixIT estimates every composite signal,
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PseudoSE learns explicitly from the combination of a target speaker’s noisy utterance plus

an injection noise. Therefore, a PseudoSE model is able to target the pseudo speech source

and can omit reconstructing the injection noise. We discuss this further in Section 3.2.1.

2.8 Mixture of Local Experts

The mixture of local experts (MLE) modeling paradigm [76] has seen a few investigations

in SE [77, 78], demonstrating that an ensemble of weak learners can produce a superior

enhancement through a weighted combination of the learners’ outputs. This general-purpose

ensemble model is made up of two main components. First, multiple “expert modules”

each learn to handle a subset of the complete set of training cases. Second, a classifier,

referred to as the “gating module”, is trained to predict a decision vector (pk) that estimates

the contribution of each expert with respect to the final output. As shown in Figure 2.3,

the näıve output of an MLE ensemble model is simply the sum of the experts’ individual

inferences weighted by pk. All expert modules receive the same input signal x and calculate

their own expected outputs ŝ. The gating module processes the input signal and outputs a

normalized decision vector pk that is used to combine the experts’ outputs.

Instead of linearly combining the outputs of the separate experts, we imagine that the

gating network makes a stochastic decision about which single expert to use on each occasion.

More broadly, we propose swapping out the typical convex combination of the ensemble

model to instead do model selection. By introducing “sparseness” in the output layer of the

gating module, the MLE becomes more selective, e”ectively making a hard decision [21, 79].

Compared to generalist models, which require a large model capacity to achieve a certain

level of speech denoising, a sparse ensemble model can yield the same enhancement quality

even if the composing specialists use much fewer parameters. Subsequently, we claim that
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<latexit sha1_base64="VXF17d5gSOQ3Weo6IcSxBPlf7wM=">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</latexit>X

k

pkŝ(k)

Gating
Module

<latexit sha1_base64="pL+w7Ya+wgzuF+5VK4LoCGG7F8A=">AABWpXicrZzdctvImYaVZLM78f5NksNUpVDrUXZmakYlTSa/Jzu2JEuyZYn6lzVyXCAJkLBAkEY3JUoqHuYsV7NHqcrW3keuYW9iG90NNrrfFx5NlT1xGeTzoEkC6O9rgm+lO8kzIVdX//6DH/7oH378j//00U8e/fO//Ou//fvHP/3ZqRhPy15y0hvn4/K8G4skz4rkRGYyT84nZRKPunly1r1ar/jZdVKKbFwcy9tJ8noUD4oszXqxVE+9+fhXy9GlmI7eXEUT9fdyGMv7y+7oXsznf7r/9Oqz+aPq0Wz+5uPHqyur+k+EG2t24/F//e9fD/7vz7/8a+fNT08Gl/1xbzpKCtnLYyG+XVudyNf3cSmzXp6ocacimcS9q3iQfKs2i3iUiNf3+gPNo2X1TD9Kx6X6W8hIP9vc4z4eCXE76ipzFMuh8EaTXRkP1FjKqSB1pjL9/ev7rJhMZVL0zAum0zyS46g6SlE/K5OezG/VRtwrM/Weo94wLuOeVMfy0SPvvXRH80ePlqPqRaLuOO9HmYxztUP19vPxTVJGPXWCRPRp/OXdZ2rXIrnpjUejuOirQx3P9fGO5/MAdA3oAugZ0APQN6APQL2nxLCEsdSwFNjAgAGAoQFDAJkBGYC3BrwFcGXAFYDcgJy945FhI2CFAQXuZMAYwMSACYB3BrwDUBpQAhDzeuoEQBogAUwNmAK4NuAawI0BNwBmBswA3BpwC+DOgDsF9J+WK3g6mbgr+MmXF58FwzwxwzyB8Z8a8BTAugHrADYM2ACwacAmgGcGPAOwZcAWgG0DtgHsGLAD4LkBzwG8MOAFgF0DdgG8NOAlgD0D9gDsG7APoGNAB8CBAQcADg04BHBkwBGAYwOOAZwYcALg1IBTAGcGnAE4N+AcwCsDXgG4MOBiHlRdIcs4Gwzlw+quqApvtXM3JcVXdB3FCix6jmIZFn1HsRaLxFGsxiJ1FOuxGDiKRVkMHcXKLDJHsTyLt45ijRZXjmKhFrmjWK3FyFGs16JwFIu2GDuKlVtMHMXyLd45ijVclI6SQi4cxWoupKNY0sXUUazr4tpRLO7ixlGs8GLmKJZ5ceso1npx56gp+K0z57vqvXjihsKiL546ipVfrDuK5V9sOIo9QGw6io1APHMUu4HYchRbgth2FPuC2HEUm4N47ih2CPHCUWwTYtdR7BXipaPYMMSeo9g1xL6j2DpEx1HsH+LAUWwi4tBR7CTiyFFsJ+LYUewp4sRRbCzi1FHsLuLMUWwx4txR7DPilaPYbMSFo7bj1LPFN6VuKDKZSWwnUrcTzaCZSN1MNINWInUr0QwaidSNRDNoI1K3Ec2giUjdRDSDFiJ1C9EMGojUDUQzaB9Stw/NoHlI3Tw0g9YhdevQDBqH1I1DM2gbUrcNzaBpSN00NIOWIXXL0AwahtQNQzNoF1K3C82gWUjdLDSDViF1q9AMGoXUjUIzaBNStwnNoElI3SQ0gxYhdYvQDBqE1A1CM2gPUrcHzerm0IvzPBuU8WSY9XxZEdUBzKRQ21UPmIPxtGk8ZcZ601hnxkbT2GDGZtPYZMazpvGMGVtNY4sZ201jmxk7TWOHGc+bxnNmvGgaL5ix2zR2mfGyabxkxl7T2GPGftPYZ0anaXSYcdA0Dphx2DQOmXHUNI6Ycdw0jplx0jROmHHaNE6ZcdY0zphx3jTOmfGqabxixkXTuJjrSeg3IjPtqi8+ZgaGjcpMuprj0stMuZrj4stMuJrj8stMt5rjAsxMtprjEsxMtZrjIsxMtJrjMsxMs5rjQsxMsprjUsxMsZrjYsxMsJrjcsxMr5rjgsxMrprjksxMrZrjosxMrJrjssxMq5rjwsxMqprj0sxMqZrj4sxMqJrj8sxMp5rjAs1MpprjEs1MpZrjIs1MpJrjMs1Mo5rjQs1MoprrpZoniLT+3iLI9xaRPnUUJo9I1x2FqSPSDUdh4oh001GYNiJ95ihMGpFuOQpTRqTbjsKEEemOozBdRPrcUZgsIn3hKEwVke46ChNFpC8dhWki0j1HYZKIdN9RmCIi7TgKE0SkB47C9BDpoaMwOUR65ChMDZEeOwoTQ6QnjsK0EOmpozApRHrmKEwJkZ47ChNCpK8chekg0gtH9WQI7/DCTbKtMkmuojyR1S8c4Zf+OJ8M7S8Vl2Y7nH/dRNaC3gz5IFZbVjDbodFP8sUQZjs0konI8rG9x39ZPwqt67j0xcYToXvn3vUde9fVLycLgwly6LjZJm+nKS0ehl42Xjh6M+RX8WRSC2Y7NPJ41O3Xin0QOiP7k8PlCG9OFTUrkM3sLzuXM7x5OKnZBJn6uAtstkOjHNrfZi6rLbK/E+wD+I6eDRaXltkmozSlxUM4m3F9CKqtkE69q2rackmpb0z14Rjy4zFsHhDi9BZCj9CJWIwvkI5HyaD+mGa7Ze57t/nM3N/lc3+rMXO36MzdaMzcDTpzjxsz4Jhe/rvNi3eXX7zn9Sc/xw/eqVkH2VHj3B/RE3/indqTllPbWZyYDjkxncWJ6ZATs984Mfv+iblOelKdkULN+uo3+ZbfL7zh1C5x9ZVB/VtVZ/hKoZ7vOt5lvOd4j/G+433GE8f178tEST0lZcrAKQPGh44PGc8czxh/6/hbxq8cv2I8dzxnfOT4iPHC8YLxceMQMT5xfML4O8ffMV46XjIuHBeMS8cl41PHp4xfO37N+I3jN4zPHJ8xfuv4LeN3jt/N4UtB9QKNK2hGLyFdrxcnYUiduqwvPqut7GRa6kK4mJm6FJpbbiKR0TiNiumoW2VMvB0Pk3jxK1s3OgyGXR+PJnkyc8J6IOzFclo2R9gLhJ1CJoOkdMKFvQ2ogzfLaj2WZkWiH92Py7gYqNlfDlSJWftideXXX6zOA6c3rtrLwln57VdfrHwN1s0wk24g9Z950UQGn747Lhq/mq6RVVzZ+KVwNeSr1fHuptEqnP+ujsUkg6y4j/NsABU/qXiitijtJsHun+P+3gCfwxtQb7nMZtWvA3mSym+jerSyjOEurXEXA2oluiyrnyJez6MoMkOrxeW4TEb39l/10Y/t1tzjeaK7+v1u4jp6zXrjcpzncVlNrvXFtu/o85hV/UpJG+6Bb03K8WQsaq3TeOR76m9cVrX40Gz4NJnF1QWu8Kbdqq6khhDng3GZyWH1cZ8stsODHZeq9VezZKyuzVi13CpzdqPUPBtlUmghuqyUOe6YFd+5Y1bg+U3iYv7t2mtzfiO1Ki8GeRI9XrMnTv2jnwlecNNNxM1qSHWwL/vjaTdPxCTuJWqpnPhfz0z+T8gykVXL/GquXqkcJJfFuBzFucjuqleoRhFZ9XIPG2WtdRQ1H4dxnj5wmJXfvG+gd9O4WnU+cKhftw4lh2oR+/0G+137YVIP84cN8+XKH9rfU1bcPnQU+mb8y0KW8+g+0j/UlGqGq0fBdVMmTaF6FAjZqClUjwKhn8WDpmIehxJYVBunaVPSD8kKYyablnqmsnxNFSBbIu0MCj93WXE9o/iEynMd2zMjdMtYrfvCEbRgh2CGGsIbAd9D1x+gOn3Lj+wif9n8T5VpdV2sqFa/eFz9Ecm0GLzNim9UeZRq0bsS91auSk/ZjYVUX9r66vru/9E9fZRMZFItGKK1P3wRfbW6+rW315N6VTG6jVzFFpF6x5F685F996J+g4/0vu+5S6S/imgtuEFUVazueGaW+nqAT+JP6jrduE1EvC7xesTrEa9PvD7xbAQ2VBOupkRNiTog3oB4Q+INiZcRLyPeW+K9Jd4V8a6IlxMvR88ssIg7ImMWxCvY4SbemHgT4k2I945474hXEq8kniCeIJ4kniTelHhT4l0T75p4N8S7Id6MeDPi3RLvlnh3xLvTnvvvvTeddLYsGPQJGfQJefGnxHtKvHXirRNvg3gbxNsk3ibxnhHvGfG2iLdFvG3ibRNvh3g7xHtOvOfEe0G8F8TbJd7u9yggL8mYe8TbI94+8faJ1yFeh3gHxDsg3iHxDol3RLwj4h0T75h4J8Q7Id4p8U6Jd0a8M+KdE++ceK+I94p4F8S7gALiBZH8EWgSCRSMIoGCWSRQMIwECqaRQME4EiiYRwIFA0mgYCIJFIwkgYKZJFAwlAQKppJAwVgSKJhLAgWDSaBgMgkUjCaBgtkkUDCcBAqmk0DBeBIomE8CBQNKoGBCCRSMKIFCS0TjlbEIVDuxetF4L4uKEHxBMHko2LF6nn2fMPEoprN1g01LMZ0tH2x4iulsFWGzVExniwkbrWI6W1PYpBXT2dLCBq+YzlYYNofFdLbQsLEsprP1hk1pMZ0tO2xoi+lk9VFnuJjOFiA20sV0tg6xCS+ms+WIDXwxna1KbP6L6WxxYuNgTGdrFJsOYzpbqtiwGNPZisVmx5jOFi42SsZ0tn6xyTKms2WMDZoxna1mbO6M6WxRY2NoTK/XNt4ONpZW6Z/YvE5E6pfNp3kaqVs2qOZppF7ZxJqnkTplo2ueRuqTzbB5GqlLNszmaaQe2VSbp5E6ZONtnkbqj825eRqpOzbw5mmk3tjkm6eROmMjcJ5G6ovNwnkaqSs2FOdppJ7YdJynkTpiY3KeRuqHzct5GqkbNjjnaaRe2ASdp5E6YaN0nkbqg83UeRqpCzZc52mkHtiUnaeROmDjdp5G5r/N3Xkafqfxb4q8L4UXVJc6hgflRQN2u9XEbsCvnmf3M23UB3wN2O1Xm/yBHTQgO7hkHuxiEbsV1kz0wX6OsrtULQfgjh+ARd4P3x3162Qf6Brwj9K6T83YjeEx36V6nt33tVlB8DVgN4Dr9BXsYUjbrRx2M/NyxG5nFlQtmDpjt8EvZ+xG+ISqE6bWSUR22OkOJncIunqaj97iG8JuLNtUGuyhAX+N1n1qxq7RmB569TS7O90+z6atk8wkGvE0DNvOA/cNYYsq7veobPKR+GYEk+u4JOgafJ+72UGEMnidrbbCutVSWDfaCutGS2E9bqsqxy0lZbd1yu+2THmTvwT9nB3YDlU7TD1qu6aPWi7ok/Zr9KT1Gu3wa6hDr6EOv4Y69Brab7uG9uk19LC0p/8aJO4JQpj3BCEMfIIQJj5BIJFPcEjmE5ww9AlCmPoEIYx9ghDmPkEIg58ghMlPEFz00/RCKoX5TxDCACgIYQIUhDACCkKYAQUhDIGCEKZAQQhjoCCEOVAQwiAoCGESFIQwCgpCmAUNv4vTNCieDxIHxY/bmgfFeUsDobZYBJlQf2cIhfp4naRCfYPFQn2D5ULrH2ZMNPRB2dAHhkO/Mx1qX7oKiIaNvGDxjjX6jaBk67RVVJu5Ubj/jMlRX4DoaLg/yY6GI0B4NHwXo/fHR5n8nvyoHf19CVJPCCOkHmzLkHpSe4jU096XIvVEjJF6mOZIPaMtSBoe+O8TJcU9H5olhdP94DSpv58fJ61G/SCB0uUPkyhd/mCR0uUPmCld/qCh0uUPlCpd/jCx0vDCYsFS32DJUt9g0VLfaMuWBlZruNT3eLoUly40XhoeABIwDT4/SZiGQ2DENByDZExhkHkQMoUx5kHK9M3Hj9fC/yNW3Dj9amXttyu/OVh9/M3vl8yfj5Z+sfQfS58urS39bumbpe2lztLJUm/pL0v/vfS3pf85/c/Tl6fHp6dG/eEP7D4/X/L+nL75f1KbwIE=</latexit>x

· · ·

· · ·

· · ·

· · ·

· · ·

· · ·

· · ·

· · ·

· · ·

· · ·

· · ·

· · ·

<latexit sha1_base64="bHuS2+86ffoCDbxUCERvOMFVths=">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</latexit>

ŝ(1)
<latexit sha1_base64="TcHMsCFeplP5NMGfrmJVakG4+ow=">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</latexit>

ŝ(2)
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ŝ(3)

<latexit sha1_base64="KGpg44UxjH8oT/ATi90CzWVZpoE=">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</latexit>pk

Decision

Expert
Module 1

Expert
Module 2

Expert
Module 3

Figure 2.3: An ensemble model based on the “mixture of local experts” paradigm.

our “sparse MLE” framework can also be a form of model compression. We provide specific

implementation details of the sparse MLE model in Chapter 4.
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2.9 Non-Negative Matrix Factorization

Prior to the advent of deep learning, earlier studies about adaptation through model

selection looked at dictionary-based machine learning methods, such as non-negative matrix

factorization (NMF) or probabilistic latent semantic indexing (PLSI) [80, 81, 82]. For

example, when using NMF for speech enhancement, one common approach is to learn speech

and noise spectrogram “dictionaries” (i.e., a set of basis vectors). To start, NMF solves the

optimization problem:

min
W,H↑0

D(V ||WH) (2.6)

where D is a divergence function, V is a magnitude spectrogram, and W, H are learned

factors. Because of the non-negativity constraint, W can be interpreted as the latent

spectral features and H is their activation in time. Subsequently, the NMF pipeline for

fully-supervised speech enhancement is as follows:

1. We first factorize the magnitude spectrogram of the training data speech corpus Strain

and of the training noise corpus Ntrain.

2. The resulting speech and noise basis vectors (W(S)
dict and W(N)

dict) are kept fixed, treated

as “dictionaries”.

3. Next, the magnitude spectra of the mixture test signal Xtest can be decomposed

using the fixed dictionaries. The resulting test-time activation matrix (Htest) can be

partitioned similar to the dictionaries (into H(S)
test and H(N)

test).

4. Finally, the clean speech estimate may be obtained by multiplying the factored matrices,

i.e., W(S)
dictH

(S)
test.

The success of this dictionary-based fully-supervised pipeline is bounded by the mismatch of

the test-time data with the training data speech and noise templates. With a semi-supervised
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<latexit sha1_base64="tG1Is7bgSu9JnboHs0iG43yM/B8=">AAACPXicbVBNS8NAEN34WetX1KOXYCnUS0lEqseiF09SsV/Q1rLZbNulm03YnYgl5I958T948+bFgyJevbppi2jbgWUfb94wb54bcqbAtl+MpeWV1bX1zEZ2c2t7Z9fc26+rIJKE1kjAA9l0saKcCVoDBpw2Q0mx73LacIeXab9xT6VigajCKKQdH/cF6zGCQVNds5pvuwH31MjXX9z2MQykH18nSbcN9AFikJiJJLtI1PgVeYxAcjfBhdvjpGvm7KI9LmseOFOQQ9OqdM3ntheQyKcCCMdKtRw7hE6MJTDCqV4fKRpiMsR92tJQYJ+qTjy+PrHymvGsXiD1E2CN2b8TMfZVal0rU+dqtpeSi3qtCHrnnZiJMAIqyGRRL+IWBFYapeUxSQnwkQaYSKa9WmSAJSagA8/qEJzZk+dB/aTolIqlm9Nc+WIaRwYdoiNUQA46Q2V0hSqohgh6RK/oHX0YT8ab8Wl8TaRLxnTmAP0r4/sHkyqybw==</latexit>

W(S)
dict

<latexit sha1_base64="5Ri2VmiiTLIrseqV7sGIAyUEJEc=">AAAB7nicbVBNSwMxEJ2tX7V+VT16CRbBU9kVqR6LXjxWsB/QLiWbZtvQbBKSrFiW/ggvHhTx6u/x5r8xbfegrQ8GHu/NMDMvUpwZ6/vfXmFtfWNzq7hd2tnd2z8oHx61jEw1oU0iudSdCBvKmaBNyyynHaUpTiJO29H4dua3H6k2TIoHO1E0TPBQsJgRbJ3U7mGltHzqlyt+1Z8DrZIgJxXI0eiXv3oDSdKECks4NqYb+MqGGdaWEU6npV5qqMJkjIe066jACTVhNj93is6cMkCx1K6ERXP190SGE2MmSeQ6E2xHZtmbif953dTG12HGhEotFWSxKE45shLNfkcDpimxfOIIJpq5WxEZYY2JdQmVXAjB8surpHVRDWrV2v1lpX6Tx1GEEziFcwjgCupwBw1oAoExPMMrvHnKe/HevY9Fa8HLZ47hD7zPH5b0j8E=</latexit>⇡

<latexit sha1_base64="5Ri2VmiiTLIrseqV7sGIAyUEJEc=">AAAB7nicbVBNSwMxEJ2tX7V+VT16CRbBU9kVqR6LXjxWsB/QLiWbZtvQbBKSrFiW/ggvHhTx6u/x5r8xbfegrQ8GHu/NMDMvUpwZ6/vfXmFtfWNzq7hd2tnd2z8oHx61jEw1oU0iudSdCBvKmaBNyyynHaUpTiJO29H4dua3H6k2TIoHO1E0TPBQsJgRbJ3U7mGltHzqlyt+1Z8DrZIgJxXI0eiXv3oDSdKECks4NqYb+MqGGdaWEU6npV5qqMJkjIe066jACTVhNj93is6cMkCx1K6ERXP190SGE2MmSeQ6E2xHZtmbif953dTG12HGhEotFWSxKE45shLNfkcDpimxfOIIJpq5WxEZYY2JdQmVXAjB8surpHVRDWrV2v1lpX6Tx1GEEziFcwjgCupwBw1oAoExPMMrvHnKe/HevY9Fa8HLZ47hD7zPH5b0j8E=</latexit>⇡<latexit sha1_base64="ZzLhkfWPc4uS+ZgL0yZzigKQ2Fo=">AAACDXicbVC7TsMwFHXKq5RXgZEloiAxVQlChbGChbEI+pCaKHIcp7XqOJF9g6ii/AALv8LCAEKs7Gz8DU7bAVquZPnonHt1zz1+wpkCy/o2SkvLK6tr5fXKxubW9k51d6+j4lQS2iYxj2XPx4pyJmgbGHDaSyTFkc9p1x9dFXr3nkrFYnEH44S6ER4IFjKCQVNe9cjxYx6ocaS/zIkwDGWU3ea55wB9gAwkZiL3qjWrbk3KXAT2DNTQrFpe9csJYpJGVADhWKm+bSXgZlgCI5zmFSdVNMFkhAe0r6HAEVVuNrkmN481E5hhLPUTYE7Y3xMZjlRhWHcWftW8VpD/af0Uwgs3YyJJgQoyXRSm3ITYLKIxAyYpAT7WABPJtFeTDLHEBHSAFR2CPX/yIuic1u1GvXFzVmtezuIoowN0iE6Qjc5RE12jFmojgh7RM3pFb8aT8WK8Gx/T1pIxm9lHf8r4/AH+2J1v</latexit>

Strain

<latexit sha1_base64="RgyJPTiTXdqpUJDtkKozvdO1xUo=">AAACPXicbVBNS8NAEN34WetX1KOXYCnUS0lEqseiF0+lQr+grWWz2bZLN5uwOxFLyB/z4n/w5s2LB0W8enXTFtG2A8s+3rxh3jw35EyBbb8YK6tr6xubma3s9s7u3r55cNhQQSQJrZOAB7LlYkU5E7QODDhthZJi3+W06Y6u037znkrFAlGDcUi7Ph4I1mcEg6Z6Zi3fcQPuqbGvv7jjYxhKP64kSa8D9AFikJiJJLtM1PwVeYxAcjfFhcpp0jNzdtGelLUInBnIoVlVe+ZzxwtI5FMBhGOl2o4dQjfGEhjhVK+PFA0xGeEBbWsosE9VN55cn1h5zXhWP5D6CbAm7N+JGPsqta6VqXM130vJZb12BP3LbsxEGAEVZLqoH3ELAiuN0vKYpAT4WANMJNNeLTLEEhPQgWd1CM78yYugcVZ0SsXS7XmufDWLI4OO0QkqIAddoDK6QVVURwQ9olf0jj6MJ+PN+DS+ptIVYzZzhP6V8f0Di4yyag==</latexit>

W(N)
dict

<latexit sha1_base64="Am1HzZrQlP/V7/L0gu5/fGk4jo0=">AAACPXicbVA9TwJBEN3DL8Qv1NLmIiHBhtwZg5ZEGyqDka8EkOztLbBhb++yO2ckl/tjNv4HOzsbC42xtXUPiFFgks2+vHmTefOcgDMFlvVipFZW19Y30puZre2d3b3s/kFD+aEktE587suWgxXlTNA6MOC0FUiKPYfTpjO6SvrNeyoV80UNxgHtenggWJ8RDJrqZWv5juNzV409/UUdD8NQetF1HPc6QB8gAomZiDPLRJVfkcsIxHdTXLg9iXvZnFW0JmUuAnsGcmhW1V72ueP6JPSoAMKxUm3bCqAbYQmMcKrXh4oGmIzwgLY1FNijqhtNro/NvGZcs+9L/QSYE/bvRIQ9lVjXysS5mu8l5LJeO4T+RTdiIgiBCjJd1A+5Cb6ZRGm6TFICfKwBJpJpryYZYokJ6MAzOgR7/uRF0Dgt2qVi6eYsV76cxZFGR+gYFZCNzlEZVVAV1RFBj+gVvaMP48l4Mz6Nr6k0ZcxmDtG/Mr5/AHr3smA=</latexit>

H(S)
dict

<latexit sha1_base64="BRrzdb7AoH+im4KKABaVJBwJNuc=">AAACRHicbVDLSgMxFM34rPVVdelmsAi6KTMi1WXRTVdS0T6gU0smk9ZgJhmSO2IZ5uPc+AHu/AI3LhRxK2baItr2QsjhnHOTe48fcabBcV6sufmFxaXl3Ep+dW19Y7Owtd3QMlaE1onkUrV8rClngtaBAaetSFEc+pw2/bvzTG/eU6WZFNcwiGgnxH3BeoxgMFS30N73fMkDPQjNlXghhlsVJhdp2vWAPkACCjOR5me6qr+ugBFIb0b44OowzXskkNAtFJ2SMyx7GrhjUETjqnULz14gSRxSAYRjrduuE0EnwQoY4dS8GmsaYXKH+7RtoMAh1Z1kGEJq7xsmsHtSmSPAHrJ/OxIc6mwB48zm15NaRs7S2jH0TjsJE1EMVJDRR72Y2yDtLFE7YIoS4AMDMFHMzGqTW6wwAZN73oTgTq48DRpHJbdcKl8eFytn4zhyaBftoQPkohNUQVVUQ3VE0CN6Re/ow3qy3qxP62tknbPGPTvoX1nfP8SstNs=</latexit>·
<latexit sha1_base64="BRrzdb7AoH+im4KKABaVJBwJNuc=">AAACRHicbVDLSgMxFM34rPVVdelmsAi6KTMi1WXRTVdS0T6gU0smk9ZgJhmSO2IZ5uPc+AHu/AI3LhRxK2baItr2QsjhnHOTe48fcabBcV6sufmFxaXl3Ep+dW19Y7Owtd3QMlaE1onkUrV8rClngtaBAaetSFEc+pw2/bvzTG/eU6WZFNcwiGgnxH3BeoxgMFS30N73fMkDPQjNlXghhlsVJhdp2vWAPkACCjOR5me6qr+ugBFIb0b44OowzXskkNAtFJ2SMyx7GrhjUETjqnULz14gSRxSAYRjrduuE0EnwQoY4dS8GmsaYXKH+7RtoMAh1Z1kGEJq7xsmsHtSmSPAHrJ/OxIc6mwB48zm15NaRs7S2jH0TjsJE1EMVJDRR72Y2yDtLFE7YIoS4AMDMFHMzGqTW6wwAZN73oTgTq48DRpHJbdcKl8eFytn4zhyaBftoQPkohNUQVVUQ3VE0CN6Re/ow3qy3qxP62tknbPGPTvoX1nfP8SstNs=</latexit>·

<latexit sha1_base64="2NFA+q/oyObYrnCif8S5sZpG9AI=">AAACQ3icbVBNS8NAFNz4WetX1aOXYBH0UhKR6rHopceKVotNLZvNa13cZMPui1hC/psX/4A3/4AXD4p4Fdy0RbT6YNlhZh67M34suEbHebKmpmdm5+YLC8XFpeWV1dLa+rmWiWLQZFJI1fKpBsEjaCJHAa1YAQ19ARf+zXGuX9yC0lxGZziIoRPSfsR7nFE0VLd06flSBHoQmiv1QorXKkxbWdb1EO4wRdCYFbf/M9W/TQFnmF2N8M7pbu5ngcRuqexUnOHYf4E7BmUynka39OgFkiUhRMgE1brtOjF2UqqQMwFZ0Us0xJTd0D60DYxoCLqTDjvI7G3DBHZPKnMitIfsz42UhjpPYJx5AD2p5eR/WjvB3mEn5VGcIERs9FAvETZKOy/UDrgChmJgAGWKm7/a7JoqytDUXjQluJOR/4LzvYpbrVRP9su1o3EdBbJJtsgOcckBqZE6aZAmYeSePJNX8mY9WC/Wu/Uxsk5Z450N8muszy8Vg7R9</latexit>

Xtest
<latexit sha1_base64="BRrzdb7AoH+im4KKABaVJBwJNuc=">AAACRHicbVDLSgMxFM34rPVVdelmsAi6KTMi1WXRTVdS0T6gU0smk9ZgJhmSO2IZ5uPc+AHu/AI3LhRxK2baItr2QsjhnHOTe48fcabBcV6sufmFxaXl3Ep+dW19Y7Owtd3QMlaE1onkUrV8rClngtaBAaetSFEc+pw2/bvzTG/eU6WZFNcwiGgnxH3BeoxgMFS30N73fMkDPQjNlXghhlsVJhdp2vWAPkACCjOR5me6qr+ugBFIb0b44OowzXskkNAtFJ2SMyx7GrhjUETjqnULz14gSRxSAYRjrduuE0EnwQoY4dS8GmsaYXKH+7RtoMAh1Z1kGEJq7xsmsHtSmSPAHrJ/OxIc6mwB48zm15NaRs7S2jH0TjsJE1EMVJDRR72Y2yDtLFE7YIoS4AMDMFHMzGqTW6wwAZN73oTgTq48DRpHJbdcKl8eFytn4zhyaBftoQPkohNUQVVUQ3VE0CN6Re/ow3qy3qxP62tknbPGPTvoX1nfP8SstNs=</latexit>·<latexit sha1_base64="5Ri2VmiiTLIrseqV7sGIAyUEJEc=">AAAB7nicbVBNSwMxEJ2tX7V+VT16CRbBU9kVqR6LXjxWsB/QLiWbZtvQbBKSrFiW/ggvHhTx6u/x5r8xbfegrQ8GHu/NMDMvUpwZ6/vfXmFtfWNzq7hd2tnd2z8oHx61jEw1oU0iudSdCBvKmaBNyyynHaUpTiJO29H4dua3H6k2TIoHO1E0TPBQsJgRbJ3U7mGltHzqlyt+1Z8DrZIgJxXI0eiXv3oDSdKECks4NqYb+MqGGdaWEU6npV5qqMJkjIe066jACTVhNj93is6cMkCx1K6ERXP190SGE2MmSeQ6E2xHZtmbif953dTG12HGhEotFWSxKE45shLNfkcDpimxfOIIJpq5WxEZYY2JdQmVXAjB8surpHVRDWrV2v1lpX6Tx1GEEziFcwjgCupwBw1oAoExPMMrvHnKe/HevY9Fa8HLZ47hD7zPH5b0j8E=</latexit>⇡

Fix FixTraining
Test-Time Separation

<latexit sha1_base64="iIgCWM8N7g4EVfKH1NsELuf1vdA=">AAACDXicbVDLSsNAFJ3UV62vqks3wSq4KolIdVl040oq2Ac0IUwmk3boZBJmbsQS8gNu/BU3LhRx696df+Ok7UJbLwxzOOde7rnHTzhTYFnfRmlpeWV1rbxe2djc2t6p7u51VJxKQtsk5rHs+VhRzgRtAwNOe4mkOPI57fqjq0Lv3lOpWCzuYJxQN8IDwUJGMGjKqx45fswDNY70lzkRhqGMsps89xygD5CBxEzkXrVm1a1JmYvAnoEamlXLq345QUzSiAogHCvVt60E3AxLYITTvOKkiiaYjPCA9jUUOKLKzSbX5OaxZgIzjKV+AswJ+3siw5EqDOvOwq+a1wryP62fQnjhZkwkKVBBpovClJsQm0U0ZsAkJcDHGmAimfZqkiGWmIAOsKJDsOdPXgSd07rdqDduz2rNy1kcZXSADtEJstE5aqJr1EJtRNAjekav6M14Ml6Md+Nj2loyZjP76E8Znz/2+Z1q</latexit>

Ntrain

<latexit sha1_base64="rlBkLjPihM5LUKnuxbf2NQ+yeJw=">AAACPXicbVA9TwJBEN3DL8Qv1NLmIiHBhtwZg5ZEGyqCCV8JINnbW2DD3t5ld85ILvfHbPwPdnY2Fhpja+seEKPAJJt9efMm8+Y5AWcKLOvFSK2tb2xupbczO7t7+wfZw6Om8kNJaIP43JdtByvKmaANYMBpO5AUew6nLWd8k/Rb91Qq5os6TALa8/BQsAEjGDTVz9bzXcfnrpp4+ou6HoaR9KJqHPe7QB8gAomZiDOrRJVfkcsIxHczXKiexf1szipa0zKXgT0HOTSvWj/73HV9EnpUAOFYqY5tBdCLsARGONXrQ0UDTMZ4SDsaCuxR1Yum18dmXjOuOfClfgLMKft3IsKeSqxrZeJcLfYSclWvE8LgqhcxEYRABZktGoTcBN9MojRdJikBPtEAE8m0V5OMsMQEdOAZHYK9ePIyaJ4X7VKxdHuRK1/P40ijE3SKCshGl6iMKqiGGoigR/SK3tGH8WS8GZ/G10yaMuYzx+hfGd8/c1myWw==</latexit>

H(N)
dict

<latexit sha1_base64="RgyJPTiTXdqpUJDtkKozvdO1xUo=">AAACPXicbVBNS8NAEN34WetX1KOXYCnUS0lEqseiF0+lQr+grWWz2bZLN5uwOxFLyB/z4n/w5s2LB0W8enXTFtG2A8s+3rxh3jw35EyBbb8YK6tr6xubma3s9s7u3r55cNhQQSQJrZOAB7LlYkU5E7QODDhthZJi3+W06Y6u037znkrFAlGDcUi7Ph4I1mcEg6Z6Zi3fcQPuqbGvv7jjYxhKP64kSa8D9AFikJiJJLtM1PwVeYxAcjfFhcpp0jNzdtGelLUInBnIoVlVe+ZzxwtI5FMBhGOl2o4dQjfGEhjhVK+PFA0xGeEBbWsosE9VN55cn1h5zXhWP5D6CbAm7N+JGPsqta6VqXM130vJZb12BP3LbsxEGAEVZLqoH3ELAiuN0vKYpAT4WANMJNNeLTLEEhPQgWd1CM78yYugcVZ0SsXS7XmufDWLI4OO0QkqIAddoDK6QVVURwQ9olf0jj6MJ+PN+DS+ptIVYzZzhP6V8f0Di4yyag==</latexit>

W(N)
dict

<latexit sha1_base64="pzTK0rjnZLWtmJFx5mOI/ixlD4Q=">AAACSnicbVBNS8NAFNzUqjV+VT16CRZBLyURqR6LXjwqWi00tWw2r3Vxkw27L2IJ+X1ePHnzR3jxoIgXN20RtT5YdpiZx+5MkAiu0XWfrdJMeXZuvrJgLy4tr6xW19YvtUwVgxaTQqp2QDUIHkMLOQpoJwpoFAi4Cm6PC/3qDpTmMr7AYQLdiA5i3ueMoqF6VbrtB1KEehiZK/Mjijcqytp53vMR7jFD0Jjb/5pOvk0hZ5hfj/HO+W7hZ6FE2w/4oNOr1ty6OxpnGngTUCOTOe1Vn/xQsjSCGJmgWnc8N8FuRhVyJiC3/VRDQtktHUDHwJhGoLvZqIrc2TZM6PSlMidGZ8T+3MhopIscxlnE0H+1gvxP66TYP+xmPE5ShJiNH+qnwkHpFL06IVfAUAwNoExx81eH3VBFGZr2bVOC9zfyNLjcq3uNeuNsv9Y8mtRRIZtki+wQjxyQJjkhp6RFGHkgL+SNvFuP1qv1YX2OrSVrsrNBfk2p/AU0wLXc</latexit>⇥ <latexit sha1_base64="NbzCJjsehJXr9MVKgdEBkxcXLas=">AAACSnicbVBNS8NAFNzU7/hV9eglWAS9lESkehS99FjRaqGJZbN5rYubbNh9EUvI7/PiyZs/wosHRby4aYv49WDZYWYeuzNhKrhG132yKlPTM7Nz8wv24tLyymp1bf1Cy0wxaDMppOqEVIPgCbSRo4BOqoDGoYDL8Oak1C9vQWkuk3McphDEdJDwPmcUDdWr0m0/lCLSw9hcuR9TvFZx3imKno9whzmCxsL+19T8MkWcYXE1xjtnu6WfRRJtP+SDoFetuXV3NM5f4E1AjUym1as++pFkWQwJMkG17npuikFOFXImoLD9TENK2Q0dQNfAhMagg3xUReFsGyZy+lKZk6AzYr9v5DTWZQ7jLGPo31pJ/qd1M+wfBjlP0gwhYeOH+plwUDplr07EFTAUQwMoU9z81WHXVFGGpn3blOD9jvwXXOzVvUa9cbpfOzqe1DFPNskW2SEeOSBHpElapE0YuSfP5JW8WQ/Wi/VufYytFWuys0F+TGX6EzfItd4=</latexit>⇤
<latexit sha1_base64="tG1Is7bgSu9JnboHs0iG43yM/B8=">AAACPXicbVBNS8NAEN34WetX1KOXYCnUS0lEqseiF09SsV/Q1rLZbNulm03YnYgl5I958T948+bFgyJevbppi2jbgWUfb94wb54bcqbAtl+MpeWV1bX1zEZ2c2t7Z9fc26+rIJKE1kjAA9l0saKcCVoDBpw2Q0mx73LacIeXab9xT6VigajCKKQdH/cF6zGCQVNds5pvuwH31MjXX9z2MQykH18nSbcN9AFikJiJJLtI1PgVeYxAcjfBhdvjpGvm7KI9LmseOFOQQ9OqdM3ntheQyKcCCMdKtRw7hE6MJTDCqV4fKRpiMsR92tJQYJ+qTjy+PrHymvGsXiD1E2CN2b8TMfZVal0rU+dqtpeSi3qtCHrnnZiJMAIqyGRRL+IWBFYapeUxSQnwkQaYSKa9WmSAJSagA8/qEJzZk+dB/aTolIqlm9Nc+WIaRwYdoiNUQA46Q2V0hSqohgh6RK/oHX0YT8ab8Wl8TaRLxnTmAP0r4/sHkyqybw==</latexit>

W(S)
dict

<latexit sha1_base64="fwMouoyh73uOSoOGXyY2okqaDZA=">AAACSnicjVBNS8NAEN3Ur1q/qh69BEtBLyURqR6LXjyJgtVCE8tmM62Lm2zYnYgl5Pd58eTNH+HFgyJe3LQ9aPXgg2Ueb2bYeS9IBNfoOM9WaWZ2bn6hvFhZWl5ZXauub1xqmSoGbSaFVJ2AahA8hjZyFNBJFNAoEHAV3B4X/as7UJrL+AKHCfgRHcS8zxlFI/WqtO4FUoR6GJmSeRHFGxVlJ3ne8xDuMUPQmFf+MXM95junu3ml7rFQoikBH/i9as1pOCPYv4k7ITUywVmv+uSFkqURxMgE1brrOgn6GVXImQBzTKohoeyWDqBraEwj0H42iiK360YJ7b5U5sVoj9TvGxmNdGHETBY+9HSvEP/qdVPsH/oZj5MUIWbjj/qpsFHaRa52yBUwFENDKFPc3GqzG6ooQ5N+xYTgTlv+TS73Gm6z0Tzfr7WOJnGUyRbZJjvEJQekRU7IGWkTRh7IC3kj79aj9Wp9WJ/j0ZI12dkkP1Ca/QJNzLXl</latexit>

H(N)
test

<latexit sha1_base64="pzTK0rjnZLWtmJFx5mOI/ixlD4Q=">AAACSnicbVBNS8NAFNzUqjV+VT16CRZBLyURqR6LXjwqWi00tWw2r3Vxkw27L2IJ+X1ePHnzR3jxoIgXN20RtT5YdpiZx+5MkAiu0XWfrdJMeXZuvrJgLy4tr6xW19YvtUwVgxaTQqp2QDUIHkMLOQpoJwpoFAi4Cm6PC/3qDpTmMr7AYQLdiA5i3ueMoqF6VbrtB1KEehiZK/Mjijcqytp53vMR7jFD0Jjb/5pOvk0hZ5hfj/HO+W7hZ6FE2w/4oNOr1ty6OxpnGngTUCOTOe1Vn/xQsjSCGJmgWnc8N8FuRhVyJiC3/VRDQtktHUDHwJhGoLvZqIrc2TZM6PSlMidGZ8T+3MhopIscxlnE0H+1gvxP66TYP+xmPE5ShJiNH+qnwkHpFL06IVfAUAwNoExx81eH3VBFGZr2bVOC9zfyNLjcq3uNeuNsv9Y8mtRRIZtki+wQjxyQJjkhp6RFGHkgL+SNvFuP1qv1YX2OrSVrsrNBfk2p/AU0wLXc</latexit>⇥ <latexit sha1_base64="NbzCJjsehJXr9MVKgdEBkxcXLas=">AAACSnicbVBNS8NAFNzU7/hV9eglWAS9lESkehS99FjRaqGJZbN5rYubbNh9EUvI7/PiyZs/wosHRby4aYv49WDZYWYeuzNhKrhG132yKlPTM7Nz8wv24tLyymp1bf1Cy0wxaDMppOqEVIPgCbSRo4BOqoDGoYDL8Oak1C9vQWkuk3McphDEdJDwPmcUDdWr0m0/lCLSw9hcuR9TvFZx3imKno9whzmCxsL+19T8MkWcYXE1xjtnu6WfRRJtP+SDoFetuXV3NM5f4E1AjUym1as++pFkWQwJMkG17npuikFOFXImoLD9TENK2Q0dQNfAhMagg3xUReFsGyZy+lKZk6AzYr9v5DTWZQ7jLGPo31pJ/qd1M+wfBjlP0gwhYeOH+plwUDplr07EFTAUQwMoU9z81WHXVFGGpn3blOD9jvwXXOzVvUa9cbpfOzqe1DFPNskW2SEeOSBHpElapE0YuSfP5JW8WQ/Wi/VufYytFWuys0F+TGX6EzfItd4=</latexit>⇤
<latexit sha1_base64="N7L/ZN1kR1k/Op8OZGQ465JDTUk=">AAACSnicjVA9T8MwEHXKd/kqMLJEVJXKUiUIFUYECyMISpGaUDnOtbVw4si+IKoov4+FiY0fwcIAQiw4bQegDDzJuqd3d/K9FySCa3ScZ6s0Mzs3v7C4VF5eWV1br2xsXmmZKgYtJoVU1wHVIHgMLeQo4DpRQKNAQDu4PSn67TtQmsv4EocJ+BHtx7zHGUUjdSu05gVShHoYmZJ5EcWBirLTPO96CPeYIWjMy/+YuRnz+sVuXq55LJRoSsD7frdSdRrOCPY0cSekSiY461aevFCyNIIYmaBad1wnQT+jCjkTYI5JNSSU3dI+dAyNaQTaz0ZR5HbNKKHdk8q8GO2R+n0jo5EujJjJwof+3SvEv3qdFHuHfsbjJEWI2fijXipslHaRqx1yBQzF0BDKFDe32mxAFWVo0i+bENzflqfJ1V7DbTaa5/vVo+NJHItkm+yQOnHJATkip+SMtAgjD+SFvJF369F6tT6sz/FoyZrsbJEfKM1+AVWwteo=</latexit>

H(S)
test

(a)

<latexit sha1_base64="5Ri2VmiiTLIrseqV7sGIAyUEJEc=">AAAB7nicbVBNSwMxEJ2tX7V+VT16CRbBU9kVqR6LXjxWsB/QLiWbZtvQbBKSrFiW/ggvHhTx6u/x5r8xbfegrQ8GHu/NMDMvUpwZ6/vfXmFtfWNzq7hd2tnd2z8oHx61jEw1oU0iudSdCBvKmaBNyyynHaUpTiJO29H4dua3H6k2TIoHO1E0TPBQsJgRbJ3U7mGltHzqlyt+1Z8DrZIgJxXI0eiXv3oDSdKECks4NqYb+MqGGdaWEU6npV5qqMJkjIe066jACTVhNj93is6cMkCx1K6ERXP190SGE2MmSeQ6E2xHZtmbif953dTG12HGhEotFWSxKE45shLNfkcDpimxfOIIJpq5WxEZYY2JdQmVXAjB8surpHVRDWrV2v1lpX6Tx1GEEziFcwjgCupwBw1oAoExPMMrvHnKe/HevY9Fa8HLZ47hD7zPH5b0j8E=</latexit>⇡
<latexit sha1_base64="RgyJPTiTXdqpUJDtkKozvdO1xUo=">AAACPXicbVBNS8NAEN34WetX1KOXYCnUS0lEqseiF0+lQr+grWWz2bZLN5uwOxFLyB/z4n/w5s2LB0W8enXTFtG2A8s+3rxh3jw35EyBbb8YK6tr6xubma3s9s7u3r55cNhQQSQJrZOAB7LlYkU5E7QODDhthZJi3+W06Y6u037znkrFAlGDcUi7Ph4I1mcEg6Z6Zi3fcQPuqbGvv7jjYxhKP64kSa8D9AFikJiJJLtM1PwVeYxAcjfFhcpp0jNzdtGelLUInBnIoVlVe+ZzxwtI5FMBhGOl2o4dQjfGEhjhVK+PFA0xGeEBbWsosE9VN55cn1h5zXhWP5D6CbAm7N+JGPsqta6VqXM130vJZb12BP3LbsxEGAEVZLqoH3ELAiuN0vKYpAT4WANMJNNeLTLEEhPQgWd1CM78yYugcVZ0SsXS7XmufDWLI4OO0QkqIAddoDK6QVVURwQ9olf0jj6MJ+PN+DS+ptIVYzZzhP6V8f0Di4yyag==</latexit>

W(N)
dict

<latexit sha1_base64="BRrzdb7AoH+im4KKABaVJBwJNuc=">AAACRHicbVDLSgMxFM34rPVVdelmsAi6KTMi1WXRTVdS0T6gU0smk9ZgJhmSO2IZ5uPc+AHu/AI3LhRxK2baItr2QsjhnHOTe48fcabBcV6sufmFxaXl3Ep+dW19Y7Owtd3QMlaE1onkUrV8rClngtaBAaetSFEc+pw2/bvzTG/eU6WZFNcwiGgnxH3BeoxgMFS30N73fMkDPQjNlXghhlsVJhdp2vWAPkACCjOR5me6qr+ugBFIb0b44OowzXskkNAtFJ2SMyx7GrhjUETjqnULz14gSRxSAYRjrduuE0EnwQoY4dS8GmsaYXKH+7RtoMAh1Z1kGEJq7xsmsHtSmSPAHrJ/OxIc6mwB48zm15NaRs7S2jH0TjsJE1EMVJDRR72Y2yDtLFE7YIoS4AMDMFHMzGqTW6wwAZN73oTgTq48DRpHJbdcKl8eFytn4zhyaBftoQPkohNUQVVUQ3VE0CN6Re/ow3qy3qxP62tknbPGPTvoX1nfP8SstNs=</latexit>·

<latexit sha1_base64="2NFA+q/oyObYrnCif8S5sZpG9AI=">AAACQ3icbVBNS8NAFNz4WetX1aOXYBH0UhKR6rHopceKVotNLZvNa13cZMPui1hC/psX/4A3/4AXD4p4Fdy0RbT6YNlhZh67M34suEbHebKmpmdm5+YLC8XFpeWV1dLa+rmWiWLQZFJI1fKpBsEjaCJHAa1YAQ19ARf+zXGuX9yC0lxGZziIoRPSfsR7nFE0VLd06flSBHoQmiv1QorXKkxbWdb1EO4wRdCYFbf/M9W/TQFnmF2N8M7pbu5ngcRuqexUnOHYf4E7BmUynka39OgFkiUhRMgE1brtOjF2UqqQMwFZ0Us0xJTd0D60DYxoCLqTDjvI7G3DBHZPKnMitIfsz42UhjpPYJx5AD2p5eR/WjvB3mEn5VGcIERs9FAvETZKOy/UDrgChmJgAGWKm7/a7JoqytDUXjQluJOR/4LzvYpbrVRP9su1o3EdBbJJtsgOcckBqZE6aZAmYeSePJNX8mY9WC/Wu/Uxsk5Z450N8muszy8Vg7R9</latexit>

Xtest
<latexit sha1_base64="BRrzdb7AoH+im4KKABaVJBwJNuc=">AAACRHicbVDLSgMxFM34rPVVdelmsAi6KTMi1WXRTVdS0T6gU0smk9ZgJhmSO2IZ5uPc+AHu/AI3LhRxK2baItr2QsjhnHOTe48fcabBcV6sufmFxaXl3Ep+dW19Y7Owtd3QMlaE1onkUrV8rClngtaBAaetSFEc+pw2/bvzTG/eU6WZFNcwiGgnxH3BeoxgMFS30N73fMkDPQjNlXghhlsVJhdp2vWAPkACCjOR5me6qr+ugBFIb0b44OowzXskkNAtFJ2SMyx7GrhjUETjqnULz14gSRxSAYRjrduuE0EnwQoY4dS8GmsaYXKH+7RtoMAh1Z1kGEJq7xsmsHtSmSPAHrJ/OxIc6mwB48zm15NaRs7S2jH0TjsJE1EMVJDRR72Y2yDtLFE7YIoS4AMDMFHMzGqTW6wwAZN73oTgTq48DRpHJbdcKl8eFytn4zhyaBftoQPkohNUQVVUQ3VE0CN6Re/ow3qy3qxP62tknbPGPTvoX1nfP8SstNs=</latexit>·<latexit sha1_base64="5Ri2VmiiTLIrseqV7sGIAyUEJEc=">AAAB7nicbVBNSwMxEJ2tX7V+VT16CRbBU9kVqR6LXjxWsB/QLiWbZtvQbBKSrFiW/ggvHhTx6u/x5r8xbfegrQ8GHu/NMDMvUpwZ6/vfXmFtfWNzq7hd2tnd2z8oHx61jEw1oU0iudSdCBvKmaBNyyynHaUpTiJO29H4dua3H6k2TIoHO1E0TPBQsJgRbJ3U7mGltHzqlyt+1Z8DrZIgJxXI0eiXv3oDSdKECks4NqYb+MqGGdaWEU6npV5qqMJkjIe066jACTVhNj93is6cMkCx1K6ERXP190SGE2MmSeQ6E2xHZtmbif953dTG12HGhEotFWSxKE45shLNfkcDpimxfOIIJpq5WxEZYY2JdQmVXAjB8surpHVRDWrV2v1lpX6Tx1GEEziFcwjgCupwBw1oAoExPMMrvHnKe/HevY9Fa8HLZ47hD7zPH5b0j8E=</latexit>⇡

FixTraining
Test-Time Separation

<latexit sha1_base64="iIgCWM8N7g4EVfKH1NsELuf1vdA=">AAACDXicbVDLSsNAFJ3UV62vqks3wSq4KolIdVl040oq2Ac0IUwmk3boZBJmbsQS8gNu/BU3LhRx696df+Ok7UJbLwxzOOde7rnHTzhTYFnfRmlpeWV1rbxe2djc2t6p7u51VJxKQtsk5rHs+VhRzgRtAwNOe4mkOPI57fqjq0Lv3lOpWCzuYJxQN8IDwUJGMGjKqx45fswDNY70lzkRhqGMsps89xygD5CBxEzkXrVm1a1JmYvAnoEamlXLq345QUzSiAogHCvVt60E3AxLYITTvOKkiiaYjPCA9jUUOKLKzSbX5OaxZgIzjKV+AswJ+3siw5EqDOvOwq+a1wryP62fQnjhZkwkKVBBpovClJsQm0U0ZsAkJcDHGmAimfZqkiGWmIAOsKJDsOdPXgSd07rdqDduz2rNy1kcZXSADtEJstE5aqJr1EJtRNAjekav6M14Ml6Md+Nj2loyZjP76E8Znz/2+Z1q</latexit>

Ntrain

<latexit sha1_base64="rlBkLjPihM5LUKnuxbf2NQ+yeJw=">AAACPXicbVA9TwJBEN3DL8Qv1NLmIiHBhtwZg5ZEGyqCCV8JINnbW2DD3t5ld85ILvfHbPwPdnY2Fhpja+seEKPAJJt9efMm8+Y5AWcKLOvFSK2tb2xupbczO7t7+wfZw6Om8kNJaIP43JdtByvKmaANYMBpO5AUew6nLWd8k/Rb91Qq5os6TALa8/BQsAEjGDTVz9bzXcfnrpp4+ou6HoaR9KJqHPe7QB8gAomZiDOrRJVfkcsIxHczXKiexf1szipa0zKXgT0HOTSvWj/73HV9EnpUAOFYqY5tBdCLsARGONXrQ0UDTMZ4SDsaCuxR1Yum18dmXjOuOfClfgLMKft3IsKeSqxrZeJcLfYSclWvE8LgqhcxEYRABZktGoTcBN9MojRdJikBPtEAE8m0V5OMsMQEdOAZHYK9ePIyaJ4X7VKxdHuRK1/P40ijE3SKCshGl6iMKqiGGoigR/SK3tGH8WS8GZ/G10yaMuYzx+hfGd8/c1myWw==</latexit>

H(N)
dict

<latexit sha1_base64="RgyJPTiTXdqpUJDtkKozvdO1xUo=">AAACPXicbVBNS8NAEN34WetX1KOXYCnUS0lEqseiF0+lQr+grWWz2bZLN5uwOxFLyB/z4n/w5s2LB0W8enXTFtG2A8s+3rxh3jw35EyBbb8YK6tr6xubma3s9s7u3r55cNhQQSQJrZOAB7LlYkU5E7QODDhthZJi3+W06Y6u037znkrFAlGDcUi7Ph4I1mcEg6Z6Zi3fcQPuqbGvv7jjYxhKP64kSa8D9AFikJiJJLtM1PwVeYxAcjfFhcpp0jNzdtGelLUInBnIoVlVe+ZzxwtI5FMBhGOl2o4dQjfGEhjhVK+PFA0xGeEBbWsosE9VN55cn1h5zXhWP5D6CbAm7N+JGPsqta6VqXM130vJZb12BP3LbsxEGAEVZLqoH3ELAiuN0vKYpAT4WANMJNNeLTLEEhPQgWd1CM78yYugcVZ0SsXS7XmufDWLI4OO0QkqIAddoDK6QVVURwQ9olf0jj6MJ+PN+DS+ptIVYzZzhP6V8f0Di4yyag==</latexit>

W(N)
dict

<latexit sha1_base64="pzTK0rjnZLWtmJFx5mOI/ixlD4Q=">AAACSnicbVBNS8NAFNzUqjV+VT16CRZBLyURqR6LXjwqWi00tWw2r3Vxkw27L2IJ+X1ePHnzR3jxoIgXN20RtT5YdpiZx+5MkAiu0XWfrdJMeXZuvrJgLy4tr6xW19YvtUwVgxaTQqp2QDUIHkMLOQpoJwpoFAi4Cm6PC/3qDpTmMr7AYQLdiA5i3ueMoqF6VbrtB1KEehiZK/Mjijcqytp53vMR7jFD0Jjb/5pOvk0hZ5hfj/HO+W7hZ6FE2w/4oNOr1ty6OxpnGngTUCOTOe1Vn/xQsjSCGJmgWnc8N8FuRhVyJiC3/VRDQtktHUDHwJhGoLvZqIrc2TZM6PSlMidGZ8T+3MhopIscxlnE0H+1gvxP66TYP+xmPE5ShJiNH+qnwkHpFL06IVfAUAwNoExx81eH3VBFGZr2bVOC9zfyNLjcq3uNeuNsv9Y8mtRRIZtki+wQjxyQJjkhp6RFGHkgL+SNvFuP1qv1YX2OrSVrsrNBfk2p/AU0wLXc</latexit>⇥ <latexit sha1_base64="NbzCJjsehJXr9MVKgdEBkxcXLas=">AAACSnicbVBNS8NAFNzU7/hV9eglWAS9lESkehS99FjRaqGJZbN5rYubbNh9EUvI7/PiyZs/wosHRby4aYv49WDZYWYeuzNhKrhG132yKlPTM7Nz8wv24tLyymp1bf1Cy0wxaDMppOqEVIPgCbSRo4BOqoDGoYDL8Oak1C9vQWkuk3McphDEdJDwPmcUDdWr0m0/lCLSw9hcuR9TvFZx3imKno9whzmCxsL+19T8MkWcYXE1xjtnu6WfRRJtP+SDoFetuXV3NM5f4E1AjUym1as++pFkWQwJMkG17npuikFOFXImoLD9TENK2Q0dQNfAhMagg3xUReFsGyZy+lKZk6AzYr9v5DTWZQ7jLGPo31pJ/qd1M+wfBjlP0gwhYeOH+plwUDplr07EFTAUQwMoU9z81WHXVFGGpn3blOD9jvwXXOzVvUa9cbpfOzqe1DFPNskW2SEeOSBHpElapE0YuSfP5JW8WQ/Wi/VufYytFWuys0F+TGX6EzfItd4=</latexit>⇤

Learn from test-time mixture

<latexit sha1_base64="fwMouoyh73uOSoOGXyY2okqaDZA=">AAACSnicjVBNS8NAEN3Ur1q/qh69BEtBLyURqR6LXjyJgtVCE8tmM62Lm2zYnYgl5Pd58eTNH+HFgyJe3LQ9aPXgg2Ueb2bYeS9IBNfoOM9WaWZ2bn6hvFhZWl5ZXauub1xqmSoGbSaFVJ2AahA8hjZyFNBJFNAoEHAV3B4X/as7UJrL+AKHCfgRHcS8zxlFI/WqtO4FUoR6GJmSeRHFGxVlJ3ne8xDuMUPQmFf+MXM95junu3ml7rFQoikBH/i9as1pOCPYv4k7ITUywVmv+uSFkqURxMgE1brrOgn6GVXImQBzTKohoeyWDqBraEwj0H42iiK360YJ7b5U5sVoj9TvGxmNdGHETBY+9HSvEP/qdVPsH/oZj5MUIWbjj/qpsFHaRa52yBUwFENDKFPc3GqzG6ooQ5N+xYTgTlv+TS73Gm6z0Tzfr7WOJnGUyRbZJjvEJQekRU7IGWkTRh7IC3kj79aj9Wp9WJ/j0ZI12dkkP1Ca/QJNzLXl</latexit>

H(N)
test

<latexit sha1_base64="pzTK0rjnZLWtmJFx5mOI/ixlD4Q=">AAACSnicbVBNS8NAFNzUqjV+VT16CRZBLyURqR6LXjwqWi00tWw2r3Vxkw27L2IJ+X1ePHnzR3jxoIgXN20RtT5YdpiZx+5MkAiu0XWfrdJMeXZuvrJgLy4tr6xW19YvtUwVgxaTQqp2QDUIHkMLOQpoJwpoFAi4Cm6PC/3qDpTmMr7AYQLdiA5i3ueMoqF6VbrtB1KEehiZK/Mjijcqytp53vMR7jFD0Jjb/5pOvk0hZ5hfj/HO+W7hZ6FE2w/4oNOr1ty6OxpnGngTUCOTOe1Vn/xQsjSCGJmgWnc8N8FuRhVyJiC3/VRDQtktHUDHwJhGoLvZqIrc2TZM6PSlMidGZ8T+3MhopIscxlnE0H+1gvxP66TYP+xmPE5ShJiNH+qnwkHpFL06IVfAUAwNoExx81eH3VBFGZr2bVOC9zfyNLjcq3uNeuNsv9Y8mtRRIZtki+wQjxyQJjkhp6RFGHkgL+SNvFuP1qv1YX2OrSVrsrNBfk2p/AU0wLXc</latexit>⇥ <latexit sha1_base64="NbzCJjsehJXr9MVKgdEBkxcXLas=">AAACSnicbVBNS8NAFNzU7/hV9eglWAS9lESkehS99FjRaqGJZbN5rYubbNh9EUvI7/PiyZs/wosHRby4aYv49WDZYWYeuzNhKrhG132yKlPTM7Nz8wv24tLyymp1bf1Cy0wxaDMppOqEVIPgCbSRo4BOqoDGoYDL8Oak1C9vQWkuk3McphDEdJDwPmcUDdWr0m0/lCLSw9hcuR9TvFZx3imKno9whzmCxsL+19T8MkWcYXE1xjtnu6WfRRJtP+SDoFetuXV3NM5f4E1AjUym1as++pFkWQwJMkG17npuikFOFXImoLD9TENK2Q0dQNfAhMagg3xUReFsGyZy+lKZk6AzYr9v5DTWZQ7jLGPo31pJ/qd1M+wfBjlP0gwhYeOH+plwUDplr07EFTAUQwMoU9z81WHXVFGGpn3blOD9jvwXXOzVvUa9cbpfOzqe1DFPNskW2SEeOSBHpElapE0YuSfP5JW8WQ/Wi/VufYytFWuys0F+TGX6EzfItd4=</latexit>⇤
<latexit sha1_base64="N7L/ZN1kR1k/Op8OZGQ465JDTUk=">AAACSnicjVA9T8MwEHXKd/kqMLJEVJXKUiUIFUYECyMISpGaUDnOtbVw4si+IKoov4+FiY0fwcIAQiw4bQegDDzJuqd3d/K9FySCa3ScZ6s0Mzs3v7C4VF5eWV1br2xsXmmZKgYtJoVU1wHVIHgMLeQo4DpRQKNAQDu4PSn67TtQmsv4EocJ+BHtx7zHGUUjdSu05gVShHoYmZJ5EcWBirLTPO96CPeYIWjMy/+YuRnz+sVuXq55LJRoSsD7frdSdRrOCPY0cSekSiY461aevFCyNIIYmaBad1wnQT+jCjkTYI5JNSSU3dI+dAyNaQTaz0ZR5HbNKKHdk8q8GO2R+n0jo5EujJjJwof+3SvEv3qdFHuHfsbjJEWI2fijXipslHaRqx1yBQzF0BDKFDe32mxAFWVo0i+bENzflqfJ1V7DbTaa5/vVo+NJHItkm+yQOnHJATkip+SMtAgjD+SFvJF369F6tT6sz/FoyZrsbJEfKM1+AVWwteo=</latexit>

H(S)
test

<latexit sha1_base64="GiDc1VfX/I3f2J8lMACRCDk1BlM=">AAACPXicbVBNS8NAEN34bf2qevQSLIJeSiJSPYpePEnF1gptDJvt1C7dbMLuRCwhf8yL/8GbNy8eFPHq1U1b8KMdWPbx5g3z5gWx4Bod59mamp6ZnZtfWCwsLa+srhXXN650lCgGdRaJSF0HVIPgEurIUcB1rICGgYBG0DvN+407UJpHsob9GLyQ3kre4YyiofxibacVRKKt+6H50lZIsavC9DzL/BbCPaaoKJdZYZKo8SMCjdnNEO9e7mV+seSUnUHZ48AdgRIZVdUvPrXaEUtCkMgE1brpOjF6KVXImQCzPtEQU9ajt9A0UNIQtJcOrs/sHcO07U6kzJNoD9jfEykNdW7dKHPn+n8vJyf1mgl2jryUyzhBkGy4qJMIGyM7j9JucwUMRd8AyhQ3Xm3WpYoyNIEXTAju/5PHwdV+2a2UKxcHpeOTURwLZItsk13ikkNyTM5IldQJIw/khbyRd+vRerU+rM+hdMoazWySP2V9fQO/IrKL</latexit>

W(S)
test

(b)

Figure 2.4: Visual example of how non-negative matrix factorization (NMF) may be used
for either (a) fully-supervised or (b) semi-supervised speech enhancement.

pipeline, we can relax this constraint; that is, as long as the test-time noise source is known,

the test-time speech source can be learned. Both NMF approaches are illustrated in Fig. 2.4.

2.10 Universal Speech Models

universal speech models (USMs) extend the insights of the NMF semi-supervised pipeline. If

the unknown source is surely a speech signal, then it may be approximated using a USM [83]

(i.e., a set of templates for many di”erent speakers). In the training stage for the USM, a

speech dictionary is obtained by concatenating submatrices Wi which are the basis vectors of

a training set speaker i = 1, . . . , M , each obtained through a separate NMF decomposition,

i.e., W(S)
dict = [ W1 . . . WM ]. If a noise model W(N)

dict is also available, then the speech

enhancement task is simply a matter of estimating Htest. Because the USM is a larger

model, which surely over-parameterizes the unknown test-time speaker, a block sparsity

constraint is applied. This is reflected in a new optimization criteria:

min
W,H↑0

D(V ||WH) + ε #(H(S)) (2.7)

Based on the block sparsity function #, and with a su!ciently large choice for ε, Eq. (2.7)

is a regularized version of Eq. (2.6) that encourages only a single speaker model to be active.
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In other words, the USM iteratively converges on the best-fit training speaker. The authors

show empirically that the USM (a speaker-independent model) achieves comparable results

to fully-supervised NMF (a speaker-dependent model). Their block-sparse selection of the

best-fit speaker is evidence to the claim that adaptation through model selection enables

reduction in computational complexity. This is because the non-relevant basis vectors from

other speakers are zeroed out using ε. In Chapter 4, we extend the idea of USM using

a real-time deep learning framework which we call “block-sparse gated recurrent units”

(BSGRUs). The proposed BSGRU has its learnable parameters subdivided into a variable

number of learned groups, enabling frame-by-frame adaptation over time-varying audio

signal characteristics, in place of speaker dictionaries.
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Chapter 3

Personalization through Noisy Target Training

In this chapter, we consider few-shot methods for personalizing a speech enhancement

system. As discussed in Chapter 1, achieving personalization without compromising the

target speaker’s privacy is of the highest priority. However, there may be cases wherein

the target speaker consents to providing some small amount of personal data in order to

facilitate an optimized experience. For example, some voice controlled devices (VCDs) have

a one-time enrollment phase during setup, prompting the target speaker to recite a few

template sentences. This process can be burdensome because if the “enrollment data” is

not su!ciently intelligible, the device might need the speaker to re-record. Additionally,

the service provider becomes responsible for storing the speaker-specific recordings securely

on-device. Ultimately, the enrollment step may only yield a few seconds of total clean

speech data from the target speaker. While this data is in-domain and useful for model

adaptation, it is exceedingly few in comparison to standard datasets for training speech

processing machine learning models, often containing thousands of hours of data. Therefore,

the few-shot learning (FSL) problem for PSE is an optimization task of how to best utilize

this scarcely available data without the possibility of model overfitting. In Section 2.6, we

discussed target speaker extraction (TSE) as a popular approach for leveraging enrollment

data. With this dissertation, we envision the worst-case and best-case amounts of available

enrollment data to be either 5 or 30 s so as to minimize the concern of vocal forgery.
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3.1 Transfer Learning

For our discussion, we assume a hypothetical set T that encompasses all of the target

speaker’s clean utterances. Given the privacy concerns and technical di!culties, we assume

that this set is inaccessible to the training algorithm; therefore, it cannot be used for

personalization. In PSE Scenario 1, the short recordings provided by the target speaker

represent a small subset of their unavailable ground-truth clean speech, i.e., Tf -tr ↔ T. The

simplest approach for developing a personalized speech enhancement model would be to

formulate a fully-supervised task over this subset. However, we theorize that the limited

amount of data may result in suboptimal generalization performance and over-fitting. To

remedy this issue, instead of randomly initializing the personalized model’s parameters, one

can first train a speaker-agnostic model and then finetune its parameters using Tf -tr. By

doing this transfer learning, we adapt a generalist model into a specialist model.

Training a generalist requires a large set of many anonymous speakers S as well as a large

set of various non-stationary noises N. A training set of artificial mixture signals x can be

made by selecting random utterances s ↗ Str and noises n ↗ Ntr and summing the signals,

i.e. x = s + n. With each mixture, one may randomly scale n to be louder or quieter,

thereby exposing the model to mixtures with varying signal-to-noise ratios (SNRs). The

generalist model can be described as a mapping function G with parameters WSE which is

trained such that G(x; WSE) = y ↘ s, where the estimate y approximates the training target

s. The generalist’s loss function LSE is equivalent to the discrepancy between estimates and

targets: E(y ≃ s).

LSE = E(y ≃ s) (3.1)

WSE ⇐ arg min
WSE

LSE (3.2)

23



There are many possible choices for the signal discrepancy function E . The well-known

signal-to-distortion ratio (SDR) metric [38] is frequently used as a general-purpose loss

function for fully-supervised monaural time-domain speech enhancement [84]. A larger SDR

correlates to improved speech quality, so when used as a neural network loss function, we

minimize the negative of SDR. For a source signal v and estimate signal v̂, negative SDR

loss is defined as follows:

ESDR(v̂ ≃ v) = →10 log10

[ ∑
t
(vt)2

∑
t
(vt → v̂t)2

]

. (3.3)

For generalists, what matters most is their generalization power. Although synthetic

mixtures for fully-supervised training are straightforward to construct, models with low

architectural complexity may not learn much from the data. That is, a smaller model may

fail to enhance certain speakers’ voices or remove particular noises—even if the training

corpora for speech and noise signals were very large. In contrast, a bigger model may

generalize very well, but using it in a resource-constrained device could be burdensome.

The speaker-agnostic speech enhancement model may then be finetuned around the

particular test-time speaker using transfer learning. Transfer learning is a straightforward

fully-supervised approach to personalization, which handles the gap between the large

multi-speaker dataset S and the small target speaker-provided clean dataset Tf -tr. To do this,

we create speaker-specific artificial mixture signals x composed stochastically by sampling

from the limited subset s ↗ Tf -tr and the training noises n ↗ Ntr. The parameters WSE are

once again iteratively updated in order to minimize the distance between estimate signals

y and target signals s. The finetuning loss function is equivalent to Eq. (3.2), but during

finetuning, the model receives exposure to utterances from the target speaker.

The success of transfer learning as a personalization method depends on how e”ective

the pretraining and finetuning steps are. For example, a large model highly generalized

24



s ↗ Str (or Tf -tr when transfer learning)

Noise Injection x = s + n; n ↗ Ntr

Enhancement y = G (x; WSE)

Figure 3.1: Multi-speaker (fully-supervised) speech enhancement setup.

thanks to pretraining might barely adjust its parameters during finetuning. On the other

hand, smaller models with weaker generalization capabilities may see a more significant

performance boost through finetuning. Ultimately, the success of finetuning is primarily tied

to the quality and quantity of the finetuning dataset Tf -tr. Suppose the number of signals

within Tf -tr is too few; in that case, finetuning may fail to improve performance even though

Tf -tr consists of the target speaker’s vocal characteristics. Also, because the FSL context

only applies when the target speaker manually provides their clean speech, transfer learning

is not viable without Tf -tr.

Fig. 3.1 shows a visualization of the baseline pretraining process. The training target is

clean speech s and the model parameters WSE are iteratively updated to minimize the loss

function LSE. In the FSL context, the finetuning process is exactly the same as illustrated in

Fig. 3.1; that is, s is sampled from the small speaker-specific dataset Tf -tr, i.e., the enrollment

data. The same signal transformations occur during transfer learning, when adapting the

generalist model into a specialist model. If the target speaker does not provide Tf -tr, the

generalist model remains unadapted and therefore non-personalized.

3.2 Self-Supervised Feature Learning

Here we describe our proposed SSL methods, designed to improve the performance of the

personalized speech enhancement models in either FSL or ZSL contexts. Through SSL, we

aim at pretraining an SE model that can surpass the performance of the baseline generalist.
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This pretraining can su!ce as a personalized solution (i.e., ZSL). Or, we can further finetune

the self-supervised model by using the small amount of target speech signals if they are

available (i.e., FSL).

Our utilization of SSL stems from the assumption that noisy utterances from the target

speaker s̃ ↗ T̃p-tr are much more available than clean ones, i.e., |T̃p-tr| ⇒ |Tf -tr|. Our

proposed pretraining methods aim to exploit these noisy observations as much as possible to

learn the specificity of the test-time speaker. As is the case with SSL methods, the model

parameters will be initialized via a pretext task, which is a made-up task that does not

reflect a true speech enhancement function.

We assert, for example, that smart devices are likely to accrue many noisy recordings

from the test-time speaker over time and with usage, i.e., |T̃p-tr| ⇒ |Tf -tr|. Although we

want to exploit these in-the-wild recordings |T̃p-tr|, we do not know whether the observations

are clean or noisy, i.e., the data is unlabeled. Therefore, we have to assume that |T̃p-tr|

holds contaminated versions of some unobserved target clean speech signal |Tp-tr|. We refer

to this unobserved contamination process as premixture. If we consider a hypothetical set

of premixture noises m ↗ Mtr, then we can form a basic framework for premixture, i.e.,

s̃ = s + m. Because the true speech and noise signals which compose s̃ are unknown, the

premixture observations are unsuitable for conventional fully-supervised speech enhancement

tasks nor for finetuning-based personalization.

Fig. 3.2 summarizes the training procedure of the baseline generalist-based pretraining,

comparing it to our proposed SSL-based pretraining. With the baseline, the SE model is

first pretrained using speaker-agnostic dataset as a generalist and then finetuned using clean

speech signals of the test user This method relies entirely on the finetuning process for

personalization. On the other hand, the proposed methods provide various SSL options to

pretrain the model using noisy, but speaker-specific speech, which serve a better initialization
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Figure 3.2: An overview of the baseline and proposed personalization methods.

point for the subsequent finetuning process, leading to better SE performance. The pretrained

models can also conduct a certain level of SE as a ZSL model, while the FSL-based finetuning

tends to improve the pretrained model. Both approaches to personalization are based on

transfer learning. Finetuning via FSL improves the baseline SE performance, exposing the

generalist to the target speaker. However, the proposed SSL methods already achieve a

certain level of personalization by using noisy speech signals of the target speaker, leading

to a better ZSL solution than the generalist.

3.2.1 Pseudo Speech Enhancement

Depending on the user’s test-time acoustic conditions, it is likely that the premixture noise

component m has a loudness that varies over time. Then it follows that, at certain times,

this premixture noise may be quiet enough such that the test-time speaker’s voice s is the

dominant signal. In these cases where there is a favorable premixture with a high SNR, the

noisy speech utterances s̃ could be used as pseudo speech references. We can then formulate

a pretraining process which we call pseudo speech enhancement (PseudoSE). This method

operates using “doubly-degraded” artificial mixture signals. We construct the model inputs

by sampling the abundant premixture set s̃ ↗ T̃p-tr and injecting the additional training

noises n ↗ Ntr, i.e., x̃ = s̃ + n. This is a double-degradation process as s̃ has been already

contaminated by m̃.
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s ↗ Tp-tr

Premixture s̃ = s + m; m ↗ Mtr

Noise Injection x̃ = s̃ + n; n ↗ Ntr

Enhancement ỹ = F (x; WPseudoSE)

Figure 3.3: Single-speaker (self-supervised) pseudo speech enhancement setup.

Consequently, the self-supervised model is a mapping function F with parameters

WPseudoSE that is trained to remove the injection noise and recover the pseudo speech target,

i.e., F(x̃; WPseudoSE) = ỹ ↘ s̃. Note that this self-supervised objective is not equivalent to

the fully-supervised objective due to the di”erence in training target. F is only trained to

recover the premixture utterance s̃, therefore it is not a true speech enhancement function,

i.e., WPseudoSE ⇑= WSE.

LPseudoSE = E(ỹ ≃ s̃) (3.4)

WPseudoSE ⇐ arg min
WPseudoSE

LPseudoSE (3.5)

Fig. 3.3 shows a visualization of the PseudoSE pretraining process. The training target

is pseudo-clean speech s̃, therefore the model parameters WPseudoSE are iteratively updated

to minimize the loss function LPseudoSE. We simulate the process of sampling from the

in-the-wild recordings, s̃ ↗ S̃p-tr, using the premixture data transformation. After the model

parameters WPseudoSE are learned, we may apply finetuning using known clean speech from

the scarce set Tf -tr. In this FSL personalization context, the training targets are genuine

clean speech utterances s ↗ Tf -tr. Therefore, the parameters from the pseudo enhancement

function WPseudoSE are iteratively updated in order to fit a real speech enhancement function.

Once again, the finetuning loss function is equivalent to Eq. (3.2) using the speaker-specific

mixtures.
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There are trade-o”s to note when using the proposed NTT solution. On one hand,

the success of PseudoSE pretraining is bounded by the noisiness of s̃, the impure training

targets. But on the other hand, this pretraining scheme uses data derived only from the

target speaker, thereby bypassing the need for generalization. Unlike the baseline method,

which recasts a generalist as a specialist, PseudoSE pretraining directly develops a specialist

model. However, the PseudoSE model could under perform when compared to a hypothetical

fully-supervised model exposed to ample clean speech from the target speaker. If finetuning

is not possible, the PseudoSE model could serve as a zero-shot solution on its own. But if

finetuning is possible, we claim that PseudoSE serves as a more optimal pretraining scheme

as opposed to the baseline speaker-agnostic SE.

3.2.2 Contrastive Mixtures

We hypothesize that the quality of the pretraining procedure greatly impacts how the

downstream denoising model will personalize. Even if the premixed noisy speech set T̃p-tr

and the deformation noise set Ntr are large, the quality of the features learned through

PseudoSE are bounded by how noisy T̃p-tr really is. Our proposed contrastive mixtures

(CM) pretraining procedure addresses this by employing a pairwise contrastive learning

mechanism. In the CM framework, the denoising model F pretrains over pairs of mixtures

(x̃1, x̃2) and outputs pseudo-cleaned estimates (ỹ1, ỹ2). We create two kinds of mixture

pairs, positive and negative, which are illustrated in Fig. 3.4; note that solid lines indicate

signal path while dashed lines show loss terms.

In a positive pair, both input examples (x̃↓
1 , x̃↓

2 ) share the same premixture source s̃↓,

but are di”erently deformed; that is, the mixing process makes the input pair dissimilar.

Therefore, in addition to maximizing the similarities between estimates and source (ỹ↓
1 to

s̃↓ and ỹ↓
2 to s̃↓), the model F must also satisfy the contrastive objective based on the fact
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Figure 3.4: The proposed framework for contrastive mixtures.

that ỹ↓
1 and ỹ↓

2 stemmed from the same pseudo source. We express these objectives as a

positive pair loss function Lp in the following form:

Lp = E(s̃↓||ỹ↓
1 ) + E(s̃↓||ỹ↓

2 ) + εp

[
E(ỹ↓

1 ||ỹ↓
2 )

]
, (3.6)

where εp scales the contribution of the contrastive loss term.

In a negative pair, each mixture is made from a di!erent pseudo source (s̃↔
1 ⇑= s̃↔

2 ),

but with a shared deformation, i.e., x̃↔
1 = s̃↔

1 + n↔ and x̃↔
2 = s̃↔

2 + n↔; in other words,

the negative pair mixing process makes the originally di”erent inputs more similar to one

another. Accordingly, in addition to the source-wise denoising objectives, the dissimilarity

between the estimates ỹ↔
1 and ỹ↔

2 must be taken into consideration. We express these

objectives as a negative pair loss function Ln in the following form:

Ln = E(s̃↔
1 ||ỹ↔

1 ) + E(s̃↔
2 ||ỹ↔

2 )

+ εn

[
max

(
E(s̃↔

1 ||s̃↔
2 ), E(ỹ↔

1 ||ỹ↔
2 )

)]
, (3.7)

where εn controls the contribution of the contrastive loss term. Note that the max function

sets up the bound for the disagreement term E(ỹ↔
1 ||ỹ↔

2 ) comparing it with the “desired” dis-

agreement level of the target pseudo sources E(s̃↔
1 ||s̃↔

2 ), rather than enforcing an unbounded

disagreement.
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Both Lp and Ln consist of two terms: the source-to-estimate errors and the estimate-to-

estimate errors. The former term characterizes the main speech enhancement loss, while

the latter term provides the proposed contrastive regularization. The model ultimately

minimizes the sum of these two losses,

LCM =
T∑

t=1
Lp(t) +

T∑

t=1
Ln(t) (3.8)

WCM ⇐ arg min
WCM

LCM, (3.9)

where T is the number of positive or negative pairs within the batch and Lp(t) and Ln(t)

denote the loss for the t-th pair. If the regularizing contrastive terms are omitted, i.e.,

by setting εp = 0 and εn = 0, it can be shown that LCM reduces to Eq. (3.4). Four our

experiments, we set T to be half of the batch size. To find optimal choices for εp and εn,

we run an ablation study as described in Section 3.3.4.

Our proposed CM approach di”ers from the SimCLR model [85] in multiple regards: (a)

it uses a more sophisticated noise injection for data augmentation to mimic the real-world

noisy speech mixture generation process, i.e. by using non-stationary noise sources; (b)

the introduction of the negative pairs more precisely reflects the source separation concept

underlying our SE problem and yields a more discriminative feature than a positive pair

only; and, (c) having the traditional SE loss term prevents trivial solutions to the contrastive

loss-only case—estimating very similar ỹ↔
1 and ỹ↔

2 that do not recover the pseudo sources.

As illustrated in Fig. 3.5, with positive pairs, there is a single training target, pseudo

source s̃↓. With negative pairs, there are two di”erent training targets, pseudo sources s̃↔
1

and s̃↔
2 . Model parameters WCM are iteratively updated to minimize the loss function LCM.
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Positive Pair Formulation

s ↗ Tp-tr

Premixture s̃↓ = s + m; m ↗ Mtr

Noise Injection x̃↓
1 = s̃↓ + n↓

1 ; n↓
1 ↗ Ntr

Noise Injection x̃↓
2 = s̃↓ + n↓

2 ; n↓
2 ↗ Ntr

Enhancement ỹ↓
1 = F

(
x̃↓

1 ; WCM
)

Enhancement ỹ↓
2 = F

(
x̃↓

2 ; WCM
)

Negative Pair Formulation

s1 ↗ Tp-tr

Premixture s̃↔
1 = s1 + m1; m ↗ Mtr

s2 ↗ Tp-tr

Premixture s̃↔
2 = s2 + m2; m ↗ Mtr

Noise Injection x̃↔
1 = s̃↔

1 + n↔; n↔
1 ↗ Ntr

Noise Injection x̃↔
2 = s̃↔

2 + n↔

Enhancement ỹ↔
1 = F

(
x̃↔

1 ; WCM
)

Enhancement ỹ↔
2 = F

(
x̃↔

2 ; WCM
)

Figure 3.5: Single-speaker (self-supervised) contrastive mixtures setup.
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3.2.3 Data Purification

When it comes to fully-supervised pretraining, we know that the target signals are clean

because they originate from the large labeled dataset Str. However, the target signals’

cleanliness is ambiguous in the case of self-supervised pretraining, which utilizes T̃p-tr as

the pseudo source. Based on our formulation of the premixture process in Fig. 3.3, two

factors determine whether the pseudo sources s̃ are too degraded to be usable. These are:

the sparsity of premixture noise m, as well as the segmental SNR between s and m. For

example, if m is su!ciently sparse, portions of s̃ may contain near-clean speech. Considering

all the available noisy utterances s̃ ↗ T̃p-tr, we hypothesize that utterances with a higher

SNR may serve as more useful target signals than other noisier utterances, even if none of

them are completely clean. The proposed self-supervised pretraining methods can benefit

from knowing where the cleaner frames within s̃ may be.

For that reason, we put forward a data purification (DP) pipeline. In essence, we

modify the discrepancy function E to incorporate a weighting vector p. To generate this DP

weighting vector, we first train a separate neural network that estimates the frame-by-frame

SNR of the premixtures. The quality estimator network h is a regressive model trained over a

diverse set of training speakers and noises (i.e., Str and Ntr). It outputs a vector of segmental

SNRs, ω̂. Hence, the network h works as a general-purpose speech quality estimator, that

has no prior knowledge of the test-time speaker or the test-time noisy environment. Given

an estimate signal v̂ and a target signal v both of length L, their residual is r = v → v̂, and

the frame-by-frame/segmental SNR (SegSNR) is defined as:

SegSNRj(v, v̂) = 10 log10





∑Hj+N↗1
i=Hj

(
w(i↗Hj)vi

)2

∑Hj+N↗1
i=Hj

(
w(i↗Hj)ri

)2



 , (3.10)
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Figure 3.6: Illustration of the SNR predictor inputs and outputs. The first subplot features
an example premixture/pseudo source s̃. In the second subplot, the SNR predictor network
h estimates the frame-wise (i.e., segmental) SNR of the premixture. The training objective
of h is to minimize the loss between estimates ω̂ and targets ω. The third subplot shows
the frame-by-frame SNR estimates converted into weights using the logistic function, i.e.
p = ϑ(h(s̃)).

where N is the frame size, H is the hop size, j is a zero-based frame index (i.e. 0 ⇓ j ⇓

⇔ L

H
↖ → 1), and vector w comes from the Hann window function of length N . We then

formulate the training process of the SNR Predictor network as follows:

x = s + n; s ↗ Str, n ↗ Ntr

ω = SegSNR(s, x)

ω̂ = h(x; Wh)

Wh ⇐ arg min
Wh

MSE(ω̂, ω), (3.11)

Note that the SNR predictor inputs are of length L, but its outputs are of length ⇔ L

H
↖; in

other words, x’s length is measured in samples but ω̂’s length is measured in frames.
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We can now apply a DP step to improve the reliability of the pseudo-target s̃ during

PseudoSE and CM pretraining. With each iteration of pretraining, the SNR predictor h

first analyzes the input premixtures to estimate frame-wise SNRs, ω̂ = h(s̃). Next, we apply

the logistic function ϑ to the ω̂ logits in order to obtain frame-by-frame weights:

p = ϑ(ω̂) = 1
1 + e↗ω̂

. (3.12)

Lastly, we modify both PseudoSE and CM pretraining procedures to use EDP which promotes

speech-prominent frames in the loss function. To that end, we re-write Eq. (3.10) to

incorporate the frame-by-frame weights p. That is, the signal discrepancy is computed

between windowed segments, which are then weighted by p and finally averaged across all

frames. Because this is a neural network loss function to be minimized, we use the negative

of weighted segmental SNR, which we denote as SegSNR.

EDP(ỹ ≃ s̃) = SegSNR(ỹ, s̃; p)

= → 1
J

J↗1∑

j=0
pj



10 log10

∑Hj+N↗1
i=Hj

(
w(i↗Hj)s̃i

)2

∑Hj+N↗1
i=Hj

(
w(i↗Hj)r̃i

)2



 (3.13)

Here, J is the number of frames ⇔ L

H
↖. Additionally, the residual vector is defined as r̃ = s̃→ ỹ.

This regressive model h does not need to have pinpoint accuracy; as shown in Fig. 3.6, as

long as ω̂ decently approximates ω, the weights p will accurately reflect the position of

speech-prominent frames in the data. If we substitute EDP for E into the original PseudoSE

loss function—Eq. (3.4)—we obtain a new data purified loss function:

LPseudoSE+DP = EDP(ỹ ≃ s̃). (3.14)
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Note that the slope of the logistic function could be further controlled by using an additional

temperature weight applied to ω̂, which we opt not to investigate to focus more on the main

contributions.

Though substituting EDP within the PseudoSE loss function is straightforward, it requires

more nuance with the CM loss function. CM utilizes pairwise inputs, so therefore, we must

compute pairwise weights as well.

p↓ = ϑ(h(s̃↓)), p↔
1 = ϑ(h(s̃↔

1 )), p↔
2 = ϑ(h(s̃↔

2 )) (3.15)

Specifically in the case of positive pairs, the underlying pseudo source is the same, which

is why there is only a single set of weights p↓. Negative pairs are made up of two pseudo

sources, so there are two sets of weights. For the negative pair estimate-to-estimate losses,

we use the product of the two weight vectors, i.e. p↔ = p↔
1 · p↔

2 . Using the appropriate

weights for every term, we rewrite Eq. (3.6) and Eq. (3.7) as:

Lp+DP =SegSNR(ỹ↓
1 , s̃↓; p↓) +

SegSNR(ỹ↓
2 , s̃↓; p↓) +

εp

[
SegSNR(ỹ↓

1 , ỹ↓
2 ; p↓)

]
(3.16)

Ln+DP =SegSNR(ỹ↔
1 , s̃↔

1 ; p↔
1 ) +

SegSNR(ỹ↔
2 , s̃↔

2 ; p↔
2 ) +

εn

[
max

(
SegSNR(s̃↔

1 , s̃↔
2 ; p↔),

SegSNR(ỹ↔
1 , ỹ↔

2 ; p↔)
)]

(3.17)
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The data-purified positive and negative loss functions may now be substituted in Eq. (3.8)

to obtain the overall CM+DP loss function:

LCM+DP =
T∑

t=1
Lp+DP(t) +

T∑

t=1
Ln+DP(t). (3.18)

3.3 Experiment

3.3.1 Setup

In our experiments, we compare the baseline fully-supervised approach with the two proposed

self-supervised approaches for training a personalized speech enhancement model. Note that

there are two rounds of model training (Fig. 3.2): one round that pretrains the model, and

another “finetuning” round that only uses the available clean target speaker data (either

5 sec or 30 sec). We also assess the benefits of adding the data purification step to both

self-supervised methods. We use the following shorthand notation to refer to each pretraining

method:

• SE: Models trained to minimize Eq. (3.2). This is our generalist baseline, the speaker-

agnostic speech enhancement system. It generalizes well only if its model capacity is

large enough.

• PseudoSE: Models trained to minimize Eq. (3.4). The proposed self-supervised

method relies solely on noisy speaker-specific data T̃p-tr.

• PseudoSE+DP: Models trained to minimize Eq. (3.14). This method refines the

prior method through data purification. That is, the model uses a weighted segmental

MSE as its discrepancy function in order to minimize the feature learning contribution

of noise-dominant frames within T̃p-tr.
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• CM: Models trained to minimize Eq. (3.8). This self-supervised method uses pairwise

inputs that share either the same pseudo source or injection noise. CM provides

additional regularization to PseudoSE through the contrastive loss terms.

• CM+DP: Models trained to minimize Eq. (3.18). The pairwise weights inform

the model of the mutual speech-dominant frames, thereby focusing the contrastive

regularization specifically wherever the test-time speech is prominent.

3.3.2 Datasets

Table 3.1 provides a glossary of all the datasets and their notation used throughout this

paper. Note that we subscript all datasets with either ‘tr’, ‘vl’, or ‘te’ to indicate training,

validation, or test partitions respectively. For this paper, we limit the scope of personalization

specifically regarding the test-time speaker and not the test-time environment. The extension

of our methods towards environment adaptation is straightforward.

Table 3.1: Glossary of datasets paired with experiment-specific corpora.

Set Split Duration Quantity Description

S Str 443 h 1,132 spkrs Clean speech from many anonymous
speakersSvl 8 h 20 spkrs

T

Tp-tr 22.5 min/spkr

20 spkrs

Used to simulate user’s noisy speech which
we call “premixture” data—T̃ = T ↙ MTp-vl 60 sec/spkr

Tf -tr up to 30 sec/spkr Treated as enrollment data—user-provided
scarce clean speech—used only for FSLTf -vl 30 sec/spkr

Tte 30 sec/spkr Set-aside clean speech from user used only
for objective model evaluation

M Mtr 48 h 13,339 noises Premixture noises that degrade majority
of user’s utterances; unknown to the modelMvl 7 h 1,929 noises

N

Ntr 5 h 616 noises Injection noises used during model
pretraining and fine-tuningNvl 0.5 h 60 noises

Nte 0.5 h 60 noises
Injection noises never seen during any
model training, used to prepare target
speaker-specific test sets
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In order to report objective signal improvement results, we designed experiments that

simulate the personalization context. We therefore artificially mix signals from three publicly-

available audio datasets: we use LibriSpeech [30] for clean speech recordings (S and T),

FSD50K [34] for premixture noises (M), and MUSAN [32] for the injected noises (N).

Out of the LibriSpeech train-clean-100 subset, we set aside 20 speakers to be the

personalization targets; in other words, there are twenty speaker-specific datasets T(i) where

i ↗ {1, . . . , 20}. We omit the speaker index i going forward to simplify notation. The

remaining speakers within Librispeech’s train-clean-100 and train-clean-360 subsets are

consolidated into the speaker-agnostic dataset S. For all speech and noise corpora, we discard

audio files shorter than 4 sec and resample everything to 16 kHz.

We partition each speaker-specific dataset T into five sets as shown in Table 3.1. The

utterances are sorted by duration and grouped such that approximately 30 sec are available

for testing the model (Tte), 30 sec for validating finetuned models (Tf -vl), 60 sec for FSL-based

finetuning (Tf -tr), and 60 sec to validate the self-supervised pretraining methods (Tp-vl).

The remaining 22.5 min are used for pretraining (Tp-tr). Subsequently, for each of the 20

personalization targets, a test set of 100 mixtures is constructed by combining Tte with Nte.

Mtr and Mvl follow the train and val splits provided in FSD50K’s dev folder. Using the

FSD50K provided tags, we omit files tagged as either “speech” or “music”. The unseen test-

time noises, Nte, are derived from MUSAN’s sound-bible folder. Using MUSAN’s free-sound

folder, sixty random noises are set aside for Nvl and the remaining noises make up Ntr.

These datasets are carefully chosen and arranged to represent our use-case scenarios.

First, we need a large dataset S to encompass diverse speaker characteristics. Second, we

ensure that the 20 personalization target speakers have enough clean speech signals Tp-tr

in order to simulate the abundant premixture signals T̃p-tr. The premixture noise sources

Mtr are also very diverse so as to simulate various acoustic environment the user can be
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situated in. Tallying the unique FSD50K audio tags, our experiment simulates each of the 20

target speakers being degraded by approximately 160 noise types. Through the premixture

process, we combine s and m such that the SNR is uniformly random between 0 dB to

15 dB. Psychoacoustic research has shown that this SNR range describes many real-world

sound environments [86, 87]. Lastly, mixtures, which are made using the injection noise set

N, have SNRs chosen uniformly at random between →5 dB to 5 dB.

There are other choices of speech datasets, besides Librispeech, which contain real-world

recordings of in-the-wild noisy speech, e.g., AudioSet [88]. Although our proposed self-

supervised training methods are intended for in-the-wild data, it is often the case that such

datasets do not possess enough noisy recordings from a single consistent speaker. More

importantly, in order for us to report objective signal improvement, we require ground-truth

clean speech recordings from the test-time speaker. Therefore, our experiments simulate the

personalization problem through the three separate corpora, constructing numerous artificial

mixtures and premixtures.

With our experiments, we report three metrics frequently used in speech enhancement

research: SDR [38], PESQ [42], and extended STOI [41]. Unlike the objective measurement

SDR, the latter two are perceptual metrics that highly correlate to speech intelligibility.

As all of our loss functions are SDR-based, our models in this experiment do not explicitly

optimize for intelligibility. Each one of the 20 target speakers has their own test set, made

up of 100 mixtures with input SNR between →5 dB to 5 dB. All three metrics are computed

between the estimate signals and their corresponding target signals.

3.3.3 Neural Network Architectures

Well-established neural network approaches for speech enhancement utilize time-frequency

masking. In order to overcome latency and phase reconstruction limitations, more recent
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Table 3.2: List of model architectures, configurations, and sizes.

Architecture Size Configuration Params MACs

Conv-TasNet

Large Bc = 64, Hc = 256 1.0M 8.4G
Medium Bc = 32, Hc = 128 437.8k 3.5G
Small Bc = 16, Hc = 64 224.1k 1.8G
Tiny Bc = 8, Hc = 32 138.8k 1.1G

neural network algorithms operate in an end-to-end manner, i.e., by learning a mapping

directly between the time-domain input and output signals [89, 90, 91]. To that end,

we assess the performance of generalist and specialist speech enhancement models using

ConvTasNet (CTN), which is a popular fully-convolutional time-domain model for audio

separation [49]. It operates as follows: first, the encoder module maps input waveforms into

latent representations. Then, the separation module calculates a multiplicative mask that

separates the target source. Lastly, the decoder module maps the masked latent features

back to the time-domain, yielding estimate waveforms. The CTN architecture may be

generalized to separate multiple audio sources; however, our separation module estimates

only one mask to specifically separate speech from noise. With each size variant, we adjust

the number of channels in the separation module’s bottleneck (Bc) as well as the number of

channels in convolutional blocks (Hc) such that the expansion ratio Hc/Bc ↘ 4 [92].

As shown in Table 3.2, we designed a tiny, small, medium, and large-sized variant

of CTN such that the total number of trainable parameters is less than or equal to one

million. MACs indicate the number of multiply-accumulate operations, correlating to

computational complexity. Through our experiments, we report the performance of the

di”erent sized variants to observe whether this model compression trend applies to the

modern fully-convolutional models.
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3.3.4 Implementation Details

All models were implemented using PyTorch [93] and trained on NVIDIA Tesla V100 graphics

cards. We used the ConvTasNet implementation found in the Asteroid package [94]. All

experiments have a fixed batch size of 64. We utilize the Adam optimizer [95] with an initial

learning rate of 1e → 3. When finetuning over clean speech data (Tf -tr), the learning rate is

instead 1e → 4. For every 1000 mixtures processed, we compute SDR improvement averaged

over a fixed set of 100 validation mixtures; the trial is terminated if the mean validation

SDR does not improve after 100 000 further mixtures.

Using the described early stopping scheme, we observed various trends with regards to

the training time. On average, generalist models trained over 1.4 M mixtures for all four

sizes, whereas specialist models trained over 851 k, 803 k, 637 k, and 593 k mixtures for the

Tiny, Small, Medium, and Large model sizes respectively. When these models undergo

finetuning using 5 sec of clean speech, the specialists converge after seeing 6.4 k, 6.0 k, 5.7 k,

and 5.2 k mixtures for the Tiny, Small, Medium, and Large model sizes respectively.

Contrastive Mixtures Ablation Study

Prior to starting the full personalization experiment, we first determine optimal values for εp

and εn which modulate the contrastive mixtures positive and negative loss terms—Eq. (3.6)

and Eq. (3.7) with DP variants Eq. (3.16) and Eq. (3.17). Therefore, we run an ablation

study of contrastive mixtures by performing a grid search over potential choices: 1, 1e → 1,

1e → 2, 1e → 3, 1e → 4, and 0. We can assess the e”ectiveness of the positive and negative

pairs by setting either one of εn or εp to 0, respectively. For the purposes of the ablation

study, we run experiments in which the personalized speech enhancement system is fixed

as a small ConvTasNet as specified in Table 3.2. This is done for three out of the twenty

personalization target speakers from LibriSpeech. This results in 216 total trials, given that
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Figure 3.7: Ablation study of the contrastive mixtures (CM) loss function, where we vary
εp and εn to adjust the contribution of the positive and negative pair loss terms. Pseudo-
enhancement is performed using the small ConvTasNet architecture, and results are averaged
across three test-time speakers.

there are 36 ε combinations and 3 target speakers, plus the option for data purification to be

enabled or disabled. We report the validation set signals’ SDRs after pseudo-enhancement,

averaged across the three speakers and across 100 validation premixtures utterances. In

summary, a small ConvTasNet is trained over speaker-specific premixtures using a batch

size of 64, a learning rate of 1e → 3, and the CM loss function: either Eq. (3.8) or (3.18).

From Fig. 3.7, we observe that there are many working combinations of εp and εn, so

long as εp < 1. This suggests that CM is robust to the hyperparameter selection. The

top-left corner of both subplots represents models trained with the contrastive loss terms

disabled—e”ectively, trained through PseudoSE. By scanning the left-most column and top-

most row, we can see that the negative pair loss terms improve the model more significantly

than the positive pair loss terms.
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When pretraining without data purification, the most-optimal configuration happens to

be with εn = 1 and εp = 0, yielding a 0.34 dB (or 4.4 %) improvement over PseudoSE. If

both εs are non-zero, we see slight variations in the validation performance. When the noisy

training data is non-purified, it is possible that the positive pair contrastive loss compels the

model to enforce similarity on highly degraded pseudo-sources. These cases emphasizing

premixture noise reconstruction similarity could cause the learned parameters to drift slightly

away from speech-focused personalization.

The bottom subplot of Fig. 3.7 shows models pretraining through CM with data purifi-

cation. Here, the most-optimal configuration is εn = 0.001 and εp = 0.1; the self-supervised

model sees a 0.43 dB (or 6.6 %) improvement over PseudoSE. Notably, the positive pair-only

models are able to obtain a 0.32 dB (or 4.9 %) improvement. With the CM loss functions

weighted towards speech-dominant frames, we see that the positive and negative loss terms

synergies more e”ectively.

One last observation is that the validation SDR of models using DP is overall lesser than

that of models not using DP. This follows our hypothesis that the DP-based loss functions

are more similar to the true fully-supervised speech enhancement loss. Note that all the

self-supervised models are assessed on pseudo enhancement during validation. Therefore,

it is understandable that the DP-based models have a lesser validation SDR improvement.

The metrics computed at test-time assess true speech enhancement performance; therefore,

observing this trend during validation alludes to greater enhancement.

Given our observation that CM works for many configurations, as a convenience for all

other experiments, we set εn = 0.1 and εp = 0.1 with both non-purified and purified models.
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Figure 3.8: noisy-target training (NTT) experiment results.

3.3.5 Results

Next, we discuss the results from the main experiment. As described in in Section 3.3.1,

we consider 20 target speakers, 4 model sizes, 4 self-supervised pretraining methods, and 2

possible amounts of clean speech data. In terms of model checkpoints, there are 4 unadapted

SE models, 160 fine-tuned SE models, 320 self-supervised PSE models, and 640 fine-tuned

PSE models, resulting in a total of 1124 trials.

Fig. 3.8 shows test set results in terms of three signal quality metrics defined in Section 2.2.

The improvement for each metric (SDR, PESQ, and STOI) may be calculated by subtracting

the average input value from the average value after enhancement. Our results are averaged

over the 100 test set utterances for each of the 20 target speakers. The shading of each bar

corresponds to the amount of clean speech data from the target speaker used for finetuning:

0 sec (i.e., no finetuning), 5 sec, and 30 sec. Performances reported using 0 sec represent

the ZSL capabilities of the pretraining method. We explore FSL contexts of 5 sec and

30 sec to investigate high and low amounts of data e!ciency. The left-most boxplots within

the SE column represent unpersonalized / generalist performance. Error bars show the
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specific 95%-confidence interval per model and training configuration, averaged over all

target speakers.

ZSL Personalization Performance

Bars with the darkest shading represent the performance of models in the ZSL personalization

context, in which the models lack access to clean speech from the target speaker.

Generalist Models’ Performance The SE column’s left-most bars show the performance

of the bare generalist models’ performance. The generalists are able to enhance the noisy

test-time speakers in all cases, but it is clear that the larger models (bars labeled L or M) show

much better generalization performance (up to 11.23dB SDR after enhancement) than the

smaller ones (lower rows). For the tiny generalist models, the average SDR after enhancement

is 8.92dB. This 2.31 dB range reinforces our argument that the smaller generalists tend to

be poorer in generalization. Note that these baseline SE models are non-personalized. As

they are without any adaptation, we can observe that the generalists’ performance correlates

with the architectural complexity because they are all trained using a large dataset.

Personalization using PseudoSE The PseudoSE column shows the performance of

the self-supervised models trained through pseudo enhancement of noisy speech targets.

The model inputs are doubly-degraded observations of the test-time speaker (T̃p-tr is mixed

with additional noise sources Ntr), and the model näıvely recovers the pseudo-source. There

is a chance that the pseudo targets are too far from clean speech, deviating the learned

parametric function from the ideal personalized SE model. However, it is also possible

that some parts of these pseudo speech sources are somewhat clean enough in order for the

model to learn the target speaker’s speech traits. The left-most bars (darkest shade) of the

PseudoSE column do reveal success in personalization—note that the confidence interval
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of SDR enhancement narrows by using PseudoSE pretraining compared to SE pretraining.

This trend is less obvious with perceptual metrics PESQ and STOI, but it is to be expected

as the models’ loss functions are SDR-based. PseudoSE does produce improvements over the

SE pretraining when the models are tiny (9.53 vs. 8.91) or small (9.94 vs. 9.77). However,

when the model complexity is large enough, we see that PseudoSE is unable to compete

with the generalist model. Compare the largest model trained using PseudoSE against the

largest speaker-agnostic SE model (10.28 vs. 11.23). Therefore, we conclude that PseudoSE’s

personalization performance is significant only when the model is incapable of learning from

the large generic dataset.

Impact of DP with PseudoSE As shown in our prior work [23], DP can identify cleaner

frames from premixture signals T̃p-tr and improve the usability of the target speaker’s noisy

speech signals. We observe a similar trend with our ConvTasNet-based experiments. In

particular, our results show that the PseudoSE+DP pretraining scheme in the ZSL context

yields greater improvements over the plain PseudoSE in the large model than in the smaller

ones. For example, introducing DP lifts the average performance of PseudoSE by 0.63 dB

(10.91 vs. 10.28) in the large models, while the tiny models only see an average boost of

about 0.38 dB (9.91 vs. 9.53). Because PseudoSE’s e!cacy is limited in the large models,

the gains from introducing data purification are more prominent. However, it is still the

case that the tiny model gains the most from the consolidated personalization process, e.g.,

a 1.0dB improvement from the baseline SE model (9.91 vs. 8.91).

Personalization using CM The ZSL results of the CM column are noteworthy because

they compete with the PseudoSE+DP results despite using non-purified data. For

example, CM results in better performance than PseudoSE+DP in large models (11.06

vs. 10.91) and works on par with PseudoSE+DP in small or tiny models. This shows
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that the proposed CM loss functions help the model learn robust features for personalized

SE even though the signals used are noisy observations (or unlabeled in the sense of

classification). These results validate the powerful feature learning capabilities of contrastive

learning. Although the contrastive self-supervised learning paradigm has been explored in

other research areas (e.g., SimCLR for computer vision), we note that the proposed CM

pretraining method is specifically designed for source separation problems.

Impact of DP on CM We find that CM+DP does not introduce significant improve-

ments except with the largest model. This is likely due to the robust feature learning ability

of CM, which is already competitive with the DP process.

Model Compression Among the tiny-sized models, the best-performing ZSL method

for personalization is PseudoSE+DP which produced an average SDR improvement of

9.91dB. We see that the personalized tiny model outperforms the generalist small model

(9.77dB), although it uses 62% fewer model parameters and multiply-accumulate operations

(MACs) according to Table 3.2. Likewise, the personalized small model comes within

striking distance the medium-sized generalist (10.39 vs. 10.59) using less than 52% of

the spatial and computational complexity. Finally, the best medium model after the CM

personalization (10.89dB) has its confidence interval overlapped with that of the largest

SE baseline (11.23dB), although its model complexity is less than 44%. From this we can

conclude that, for lower-complexity models, the proposed self-supervised ZSL personalization

may be viewed as a lossless model compression paradigm.

Success of Personalization The height of the error bars indicate the 95%-confidence

interval of each model and training configuration seen across the 20 target speakers. Using

SE generalist pretraining, we observe that this variance can be as much as 0.9 dB for the

tiny-sized models or 0.7 dB with the large-sized models. Through the proposed PseudoSE and
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CM methods, we see that the variance universally decreases in the ZSL context. Therefore,

our self-supervised pretraining methods successfully adapt to the nuances of each test-time

speaker despite being trained using only noisy data. Our results do show that introducing DP

increases the variance in performance once again. This is to be expected as the availability

of near-clean frames can di”er greatly between speakers. Similarly, DP’s reliance on the

external SNR predictor model is also a contributing factor.

FSL Personalization Performance

Bars with lighter shading represent the FSL context, wherein models have 5 sec or 30 sec of

clean speaker-specific data to finetune over.

Generalist Models’ Performance We observe that all four sizes of the baseline models

pretrained as generalists (SE) are incapable of adapting over a small Tf -tr that has only 5 sec

of data. Using 30 sec of clean speech data does eventually produce gains for all model sizes.

The tiny-sized generalist sees the most significant gains (0.62 dB) whereas the large-sized

generalist sees marginal benefit (0.27 dB). This trend implies that the pretrained generalists

are defined by model parameters that are too far from the ideally personalized counterpart,

requiring much e”ort during the transfer learning process. In other words, too few clean

utterances do not su!ce in achieving the domain adaptation.

FSL after PseudoSE Initialization We reiterate that our self-supervised methods train

using noisy speaker-specific data with premixture SNRs in the 0 dB to 15 dB range. Hence,

PseudoSE pretraining over this noisy data proves to be useful only for the tiny- and

small-sized models (9.53 vs. 8.91 and 9.94 vs. 9.77), while the larger models do not benefit

from the simple SSL setup. However, with all model sizes, finetuning using only 5 sec of
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clean data results in a significant performance boost (10.02 vs. 8.92, 10.61 vs. 9.69, 10.98 vs.

10.59, and 11.37 vs. 11.08).

Similar boosts also appear when using PseudoSE+DP, where all the performance

scores are lifted by up to 0.84 dB (11.92 vs. 11.08 in the largest models). Our results suggest

that finetuning is much more e”ective due to the speaker-specific self-supervised pretraining.

By comparing the middle shaded bars in the PseudoSE+DP column with lightest shaded

bars in the SE column, we can also see the data e!ciency benefits of our self-supervised

methods. In particular, after the PseudoSE+DP pretraining, only 5 sec of clean speech

for finetuning achieve a greater mean SDR improvement compared to generalists models

finetuned using 30 sec of clean speech. PseudoSE+DP achieves data e!ciency with all

model sizes (10.46 vs. 9.53, 11.06 vs. 10.24, 11.51 vs. 11.06, and 11.92 vs. 11.50). Our

results show that through self-supervised pretraining, we are able to reduce reliance on the

target speaker’s private data by a factor of 6.

FSL after CM Initialization In the ZSL context, CM pretraining produced notable

improvements over PseudoSE likely due to the contrastive loss terms that introduce

powerful regularization. But we found that the performance gap between CM and PseudoSE

is nearly negligible in the FSL context. When it comes to data purification, we found that

CM+DP was less e”ective in the FSL contexts than PseudoSE+DP. This is perhaps due

to the data purification learning objective being too di”erent from the contrastive learning

objective, leading to a slightly sub-optimal joint learning objective. Nonetheless, for the ZSL

scenario, CM pretraining without data purification has merit over PseudoSE, because it can

alleviate the need for training a robust SNR predictor.

Model Compression Finetuning also augments the model compression benefits of per-

sonalization. For example, we can use a small-sized PseudoSE+DP model finetuned with
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only 5 sec of clean speech to get 11.06 dB SDR after enhancement on average. This is on par

with the largest SE model finetuned over the same amount of clean speech data (11.08 dB).

This example shows a lossless 78% reduction in model parameters and MACs.

3.3.6 Summary

We put forward self-supervised learning approaches towards personalized speech enhancement,

highlighting their ability to learn robust features from the target speaker’s noisy observations.

Our main ideas are based on the assumption that noisy utterances of the target speaker

might be more available than clean speech. However, due to the noisy nature of those

unlabeled data, we propose more sophisticated SSL treatments to learn useful features

from them. PseudoSE sets up a pretext SE problem where the enhancement target is still

a noisy utterance. In addition, data purification improves the usability of the unlabeled

(thus noisy) speech signals by identifying cleaner frames and focus more on them. With the

purification step, PseudoSE becomes more realistic. Contrastive mixtures add an additional

regularization benefit to the loss function, so that the pretext task is more relevant to the

original source separation problem.

We observe that all these methods can act as a zero-shot personalization system which

adapts to the target speaker’s specificity with no additional clean speech used. In the

few-shot learning context, we emphasize that the proposed SSL methods also serve as a

better initialization scheme than a näıve generalist as the SSL methods learn from the

target speaker’s speech, even though it is contaminated. We found that the proposed

systems quickly adapt using only a few seconds of test-user clean speech data, which is a

too small amount for the baseline generalists to e”ectively perform transfer learning. Our

results suggests that speaker-discriminative features can be found even in noisy recordings.

The benefit of personalization is that it can reduce model complexity with no loss of SE
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performance, e.g., small personalized models perform as good as twice-larger general-purpose

SE models. In addition, the proposed SSL methods make the few-shot learning-based

personalization more data-e!cient. Given that the transfer learning-based personalization

requires clean speech data from the test-time users, reducing the required amount can

improve the user experience.
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Chapter 4

Personalization through Test-Time Model Selection

In this chapter, we investigate how the concept of model selection can be utilized for zero-shot

adaptation of speech enhancement systems.

Specifically, we leverage the mixture of local experts (MLE) paradigm in the deep

learning context, particularly because the design enables a reduction in computational

cost. While most ensemble machine learning techniques combine the outputs of its “weak

learners”, we are instead interested in using a few—or at best, one—learner to achieve

speedier inference. The main insight is that the overarching problem space may be divided

into homogeneous regions (thus the name “local expert”). While prior works have shown

that the speech enhancement problem can also be divided in some manner, our contribution

emphasizes on adaptation (the improved performance with particular speakers or in certain

environments) in relation to the reduced computational complexity. Finally, we show that

model selection realizes zero-shot adaptation since the training data may be constructed

without any knowledge of the test-time speaker or environment.

4.1 Sparse Ensemble of Specialists

Given that the speech denoising task can be divided into mutually exclusive subproblems,

we propose that it must be possible to split a complete noisy speech dataset along some

latent dimension in order to form non-overlapping subsets (i.e. clusters). Although the MLE

procedure is theoretically capable of learning latent clusters in an unsupervised fashion,

for our initial experiments, we incorporate our prior knowledge about the problem domain

53



to manually define latent spaces that subdivide the speech enhancement problem. These

include: (1) di”erent speech degradation levels and (2) speaker gender.

The proposed model, shown in Fig. 4.1b, is an ensemble of specialist networks regulated

by a gating network. While it is fundamentally possible to utilize the inferences of multiple

specialists, we propose using only a single specialist in order to bring computational complex-

ity during inference to a minimum. We assume that the noisy speech data can be split into

distinct subsets. Consequently, we pre-train each specialist network to individually address

one subproblem. Our experiments compare the proposed ensemble model against a baseline

model, shown in Fig. 4.1a, which is architecturally equivalent to a single specialist network

but is trained using the entire noisy speech training set. Next, we define the specialist and

gating modules more formally.
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Figure 4.1: Comparison between (a) the typical non-ensemble denoising model, and (b) the
proposed sparse ensemble of specialists.

4.1.1 Specialist Networks

With consideration for the constraints of resource-limited environments, we design our

specialist network with unidirectional recurrent layers followed by a feed-forward dense
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layer. The recurrent layers are made up of long short-term memory (LSTM) cells [96]. The

number of recurrent layers as well as the number of hidden units per layer are adjustable

experiment parameters which a”ect the overall complexity of the model. The specialist

network takes the noisy speech magnitude STFT |X| as input and predicts a ratio mask

matrix M . Subsequently, inv-STFT (M ∝ X) yields the denoised speech estimate ŝ.

We note that convolutional neural networks (CNNs) on time-domain signals currently

achieves improved performance in source separation [49]. Despite their low model complexity,

convolutional architectures are able learn the sequence-to-sequence mapping. We leave

general application of our proposed ensemble model to di”erent architectures for future

work.

4.1.2 Gating Network

The gating network is responsible for assigning an input signal to the appropriate specialist.

It introduces a classification sub-task as overhead to the overarching denoising task, splitting

the full training dataset into some number of latent clusters.

Identifying latent clusters in a noisy speech corpus is non-trivial. Prior works using

ensemble models for speech enhancement have shown that specialists may be trained to

denoise a particular phoneme [97]. This approach, which requires training data to be

phoneme-labeled, is naturally language-dependent but also non-sparse, as multiple specialists

may actively perform some computations due to the high variance of phonemes in speech.

To ensure a sparse activation of specialists (ideally one specialist per input signal), a more

generalized latent clustering is preferred. For this reason, we design two types of gating

networks to classify inputs based on either speech degradation level or speaker gender.

Similar to the specialist architecture, our gating networks are also designed with multiple

recurrent layers and a single dense layer. However, in our current proposed model the
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gating network does not make predictions frame-by-frame; after processing the entire input

sequence, the network produces a single softmax vector p, with K elements corresponding

to the number of clusters (i.e. the number of specialists). The index of the maximum value

in p should correspond to the index of the best-suited specialist.

4.1.3 Ensemble Network

The proposed ensemble model combines K specialist networks together with a gating network.

First, all of the sub-networks are independently trained. The combination of these pre-trained

modules forms a primitive ensemble, as the gating network can already assign an incoming

test example to one of the specialists. The output mask Y is chosen from the specialist

which corresponds to the maximum value of gating network softmax vector p. The “hard”

gating mechanism is formulated as:

Y = M (k→)
, k

↘ = arg max
k

pk, (4.1)

where M (k) denotes the predicted ratio mask matrix from the k-th specialist.

However, this näıve ensemble is sub-optimal as it lacks the potential co-adaptation

between gating and specialist networks. For example, given the fact that the gating network

cannot classify mixtures with 100% accuracy, the specialists should adapt to the situation

where it processes a misclassified sample (e.g., a male speech sample falls in the female

speaker’s specialist). Knowing this, we can further train the submodules in unison. During

this fine-tuning phase, the ensemble model estimates the output ratio mask M by performing

a normalized sum over the individual masks M (k) produced by all specialists weighted by

the gating network softmax vector p. This “soft” gating mechanism ensures that the ratio

mask calculation is di”erentiable, and is formulated as:
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Y =
∑

k

pkM (k)
. (4.2)

During the test phase, the weighted sum is replaced by the hard-decision shown in

Eq. (4.1). This di”erence between training-time and evaluation-time computation in the

ensemble architecture is the crux of its e!ciency; only one out of all the specialists is used

to process the entire mixture spectrogram |X|, making the total used network parameters a

fraction of the total learned. We reduce the discrepancy between the hard and soft gating

mechanisms, used during testing and fine-tuning respectively, by introducing a scaling

parameter ε to the softmax gating network output:

pk = exp(ε · ok)
∑

K

j=1 exp(ε · oj)
. (4.3)

Each element of the gating network output cluster probability vector (pk) is dependent

on the corresponding element of dense layer output (ok) normalized by the sum of all dense

layer output elements. While the traditional softmax function can be calculated using ε = 1,

we elevate the sparsity of p by setting ε = 10. This saturates p to be near-1 at a single index

and near-0 at every other index, making the weighted sum for ratio mask M (Eq. (4.2))

e”ectively select the best-case specialist mask. This modification of the softmax function

has been successfully used for quantizing vectors with image compression [98].

4.1.4 Experiment Setup

All models (specialist, gating, baseline, and ensemble) are trained using a stochastic data

sampling strategy which dynamically mixes clean speech recordings from the LibriSpeech1

corpus [30] with noise recordings from the MUSAN2 corpus [32]. This exposes the models to
1Available for download at http://www.openslr.org/12/.
2Available for download at http://www.openslr.org/17/.
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up to 251 unique speakers3 and 843 unique noise types4 during training. 40 unseen speakers5

and 87 unseen noise types6 are used to test the models. 5% of the training utterances and

noises are set aside for validation to help determine training convergence.

All experiment audio files use a sampling rate of 16 000 Hz. Spectrograms are generated

using the STFT with a frame size of 1024 samples and a hop size of 256 samples. Per

epoch, for each example in the training batch, the sampler mixes a normalized 1-second

snippet of a random training speaker’s utterance with a normalized 1-second snippet from a

random training noise, chosen with uniform probability. There are 100 mixture signals in a

batch. Unlike the training mixtures, test mixtures vary in duration; this gives our models

an e”ective RNN lookback size of 1-second.

We assess the proposed ensemble of specialists methodology across two latent spaces.

For the signal degradation latent space, we instantiate K = 4 specialists and generate

noisy speech mixtures with specific signal-to-noise ratio (SNR) levels—either →5 , 0 , 5 , or

10 dB—for each of the four specialists. Similarly for the speaker gender experiment, there

are K = 2 specialists which see a gender-filtered subset of the training data with uniformly

varying input SNR values out of the four above listed. In contrast, the baseline model must

generalize to all levels of signal degradation and all speaker genders; its training batches

consist of 100 mixed gender 1-second-long mixtures with input SNR uniformly distributed

between the four values.

All networks are optimized using the Adam optimizer [95] with an initial learning rate

of ϖ = 0.001. The specialist network uses the additive inverse of the SISDR metric, i.e.

Eq. (2.3), between ŝ and s as the loss function, whereas the gating network minimizes the

binary cross entropy (CE) metric between its output, softmax vector p, and a ground-truth
3From the librispeech/train-clean-100 folder.
4From the musan/noise/free-sound folder.
5From the librispeech/test-clean folder.
6From the musan/noise/sound-bible folder.
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one-hot vector representing the index of the best-suited specialist, i.e, Eq. (2.5). Each

network variant is trained for approximately three hours on a NVIDIA Titan Xp GPU, after

which the validation metric is considered to have converged.
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Figure 4.2: Results from the signal degradation and speaker gender experiments. The LSTM
component of the specialist network increases in computational complexity going across the
x-axis on all subplots.

4.1.5 Results

We report the denoised signal SISDR improvement for all models averaged across 1000 test

set mixtures. Fig. 4.2a compares the test signal speech denoising performance between the

four signal degradation-based specialists and the one baseline model. It is evident that,

at all mixture SNR levels, a neural network specifically trained to denoise those mixtures

can outperform a generalist network. This gap in performance is most prominent with the

extrema mixture levels (i.e., the →5 dB and 10 dB mixture SNR cases). As the number of
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RNN hidden units and layers increases, the performance gap between specialists and baseline

model diminishes. With larger network complexity, the generalist’s performance eventually

matches the specialist’s, which saturates after a particular network size.

The specialist curves in Fig. 4.2a, 4.2c, Fig. 4.2d set a theoretical upper bound to the

näıve ensemble model: even with a perfect gating network, the näıve ensemble cannot

outperform the sum of its parts. The superior performance of the näıve ensemble model

to the baseline comes from the fact that each specialist focuses on a smaller subset of the

original problem with the same model capacity. In this hypothetical context where the

best-suited specialist is always selected, an ensemble of smaller specialist networks will

consistently outperform the baseline generalists.

Therefore, the gating network’s classification accuracy matters. As shown in Fig. 4.2b,

signal degradation-based gating networks with a smaller RNN architecture are only able to

distinguish the extrema mixture levels with high confidence. Increasing the number of hidden

units and layers brings up the classification accuracy of the non-extrema mixture levels (i.e.

0 dB and 5 dB mixture SNR). Based on these results, we chose the 128 ↙ 2 gating network

architecture to be used for the subsequent ensemble experiments, as it adequately clusters

test mixtures (with ↘ 80% accuracy on average) while only incurring a small computational

overhead.

Fig. 4.2c compares the averaged denoising performance of the individual specialists, the

baseline, and the ensemble models (with and without fine-tuning) across all four mixture

SNR cases. We can see that the näıve ensemble improves upon the baseline with a significant

margin, but cannot pass the theoretical upper bound set by the oracle choice of specialist.

Still, the näıve ensemble model can compete as an e!cient inference model with the high-

complexity baseline model of size 1024 ↙ 2 with a simpler architectural choice, 512 ↙ 2.
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Fig. 4.2c also shows that the fine-tuning step greatly improves our ensemble model,

surpassing the oracle specialist upper bound. This suggests that through fine-tuning, the

specialists learn to compensate for imperfect classification results from the gating module.

We can see that a fine-tuned ensemble with a smaller specialist RNN architecture, 512 ↙ 2,

outperforms the most complex baseline model of size 1024 ↙ 3. This is a significant amount

of computation reduced during the test time, even considering the overhead cost of the

128 ↙ 2 gating network.

A similar trend is present in the speaker gender experiment, summarized in Fig. 4.2d.

Since this setup consists of only two specialists, the gating network’s job is an easier binary

classification. A 16 ↙ 2 RNN architecture su!ciently classifies speaker gender with 90%

classification accuracy. Using that, the näıve ensemble achieves near-optimal performance,

reaching the upper bound in nearly every architecture. The fine-tuning process lifts the

performance even further.

4.1.6 Summary

With our experiment in this Section 4.1, we demonstrated that speech denoising neural

networks can benefit from the MLE design philosophy, boosting performance while reducing

arithmetic complexity. Our specialist networks were trained on specific partitions of a

large noisy speech corpus across two latent spaces: signal degradation and speaker gender.

Despite the small overhead cost of a gating network, a näıve ensemble network is shown to

match the performance of generalist denoising networks with fewer parameters i.e. fewer

inference-time calculations. Furthermore, fine-tuning the ensemble with the inclusion of

a sparsity parameter helps the model exceed the theoretical upper bound of the oracle

specialist.
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4.2 Speaker-Informed Sparse Ensemble of Specialists

Now, we will investigate using MLE as a means for personalizing an SE model. To achieve

this, we propose learning the optimal speaker grouping from the noisy utterances. This is in

contrast to the ensemble model of Section 4.1, which operated on manually-defined semantic

speaker groups (e.g., input SNR or speaker gender). Using learned speaker groups, the

gating module must estimate characteristics of the test-time speaker from the noisy input,

identify the most similar speaker group defined within the training set, then forward the

input signal to the appropriate specialist network. This schema requires no training data

from the test-time speakers, yet it more optimally denoises the test-time noisy utterances

by using the most suitable specialist. With this in mind, our proposed model encapsulates

“zero-shot” PSE through model selection.

A major aspect of this work addresses the open-ended question: how do we cluster

English speakers into appropriate groups? A relevant task is learning speaker-characteristic

embeddings for speaker verification (SV) systems. Well-established embeddings include

the Gaussian mixture model-based i-vectors [99] or x-vectors computed using a time-delay

neural network [100]. Prior works have also used sequence summarizing networks [101]

either through contrastive loss [102] or by estimating subsequent frames for a single input

signal [103]. Although these learn valid speaker-identifying features, we propose a custom

embedding-learning model which can e”ectively function as the gating network as in [78].

Additionally, we want our custom embedding to be robust to additive noise; previously

proposed noise-robust embedding vectors [104, 105, 65] were not designed around MoLE.

To do this, we develop a Siamese network [106], intended for speaker verification (SV), to

learn discriminative speaker embeddings. We then repurpose the SV module as a classifier.

Through fine-tuning, the ensemble model morphs the learned embedding space from SV-

applicable into something more suitable for the SE task. Lastly, because this work utilizes
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soft gating at training-time and hard gating at test-time [21], our zero-shot sparse ensemble

model for personalized SE minimizes test-time computational complexity.

4.2.1 Design

Given a large dataset of many di”erent speakers’ various utterances S, we postulate that

there exists an optimal clustering based around speaker identifying characteristics. Denoting

K to be the number of clusters, one can create K separate SE models trained only to denoise

utterances from each disjoint group of similar speakers. As previously shown [21, 79], a

sparsely active ensemble model is capable of performing zero-shot adaptation because the

gating module classifies the test-time noisy utterances into one-of-K groups.

An ensemble model is composed of one gating module and K specialist modules. The

gating module processes a noisy speech input frame x, estimating a speaker-embedding first,

and then classifying it as belonging to one-of-K groups. The cluster probabilities vector p is

used in two ways—during training, all of the specialist modules outputs their own ideal ratio

mask (IRM) [107] estimates, M (1)
, M (2)

, . . . , M (K), which are then combined in a weighted

sum using p, i.e., M̂ =
∑

K

k=1 pkM (k). But during testing, only the output from the k
↘-th

specialist, corresponding to the largest probability, i.e., k
↘ = arg maxk pk, is chosen. This

argmax operation selects a single specialist to use during evaluation, making the ensemble

sparsely active.

In the context of personalized speech enhancement, increasing hyper-parameter K can

theoretically increase the level of specialization of each specialist as well as the ensemble

network’s capacity for personalization. However, there is a trade-o” with having too many

models; a large K can make the gating module’s classification task too challenging, and may

lead to the specialist modules becoming overfit on subsets that are too small. In this paper,
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we investigate three choices of K: 2, 5, and 10. Determining the optimal number of clusters

is an extended research topic within unsupervised learning.

4.2.2 Pretraining Process

Discriminative Speaker-Specific Embeddings The clustering of speakers is a signifi-

cant matter when we build a successful sparse ensemble model for SE. Although in theory all

the specialists and the gating module can be trained from scratch, training many modules

simultaneously is prone to result in suboptimal performance. Hence, we first pre-train all

the modules individually and then fine-tune them. The pre-training step, therefore, requires

the sub-grouping of speakers.

To this end, we train a neural encoder that learns an embedding function f which can

characterize a noisy speech utterance with a low-rank embedding vector. In order to train

f , we formulate a speaker verification (SV) upstream task. First, we sample utterances

from a large training dataset containing many speakers, s ↗ S, and noise signals from a

similarly large dataset of diverse noises, n ↗ N. Input mixtures x are made by artificially

mixing clean speech utterances s with training noise signals n; the amplitude of n is scaled

to simulate various signal-to-noise ratios (SNRs).

We can then generate pairs of noisy speech utterances, xi and xj . Once f predicts the

embeddings, i.e., zi = f(xi) and zj = f(xj), their inner product serves as a measure of

similarity. A sigmoid function follows to interpret it as a probability ŷ. Our target is a

binary value y, either 1 or 0 depending on whether the utterances derive from the same

speaker or not. The embedding function f is trained to minimize the binary cross entropy

loss between ŷ and y.

This contrastive learning approach derives discriminative embeddings using Siamese

networks [106] where the same embedding function f is applied to both input signals xi
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and xj . The rationale behind this embedding model is that the discriminative nature of

these embeddings can help the clustering process prepare a semantically more meaningful

partitioning of speakers.
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(c) Speaker means derived uniquely by a fine-
tuned K = 2 ensemble.
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(d) Speaker means derived uniquely by a fine-
tuned K = 10 ensemble.

Figure 4.3: Subplots comparing various choices of K for using k-means clustering on the
speaker embeddings.

O”ine Speaker Clustering Likewise, the gating module’s classification task and pre-

training of individual specialists rely on a reasonable clustering of speakers. Determining how

the K groups are formulated, and which of the training set speakers belongs to each group,
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requires an o$ine clustering step. First, we transform every utterance from the training

corpus into the learned latent space, i.e., z ⇐ f(s). Embedding vectors from the same

speaker are averaged element-wise, which serves as the speaker-characteristic mean vector.

Finally, we apply k-means clustering to these mean vectors to learn K speaker groups.

Fig. 4.3 shows the clustering results with varying K. Each of the 211 points represents

one of the Librispeech training set speakers, with marker style indicating speaker gender.

For plotting, the 32-dimensional embeddings z are reduced to 2 dimensions using t-SNE

(with perplexity = 40) [108]. These subplots show that the SV model succeeds in learning a

speaker embedding which can be clustered into loosely meaningful groups, e.g., when K = 2

the clusters implicitly form along the speaker gender division. These speaker groups are

used to pre-train our gating modules and local experts.

The speaker verification (SV) pre-training task creates a latent space of speaker em-

beddings Z, from which we can partition various groups, i.e. 2 in Fig. 4.3a and 10 in

Fig. 4.3b. After fine-tuning an ensemble model, the gating network’s embedding function

f adjusts its parameters towards the SE objective. The latent space is modified uniquely

based on the ensemble’s configuration. In Fig. 4.3a and Fig. 4.3b, the class labels derive

from k-means clustering, but in Fig. 4.3c and Fig. 4.3d the class labels are estimated by the

gating network’s classifier function g.

Gating Module Pre-Training The gating module must be able to classify the embedding

vectors as belonging to one of the K speaker clusters. This neural network is a dense layer

followed by the softmax activation, which we denote by a parametric function p = g(z; Wg),

where Wg is its parameters. The classifier function g takes embeddings of noisy utterances

z as inputs, and outputs a vector of cluster probabilities p̂. As each utterance belongs to a

single cluster and the speaker IDs of the training set speakers are known, we can encode the

k-means clustering labels into one-hot vector targets p. These vectors are K-dimensional.
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Note the discrepancy between the clustering done on embeddings of the clean speech

utterances and the actual use-case of the model that takes noisy utterances. While the

clustering results on clean data might be more reliable, eventually it is always possible that a

noisy test utterance can be misclassified into a wrong speaker group, and then consequently

assigned to a sub-optimal specialist. Moreover, since the embeddings are optimized for the

SV tasks, clustering on this representation may not be optimal for our SE problem. We

revisit this issue in Section 4.2.2 and propose a fine-tuning solution.

Specialist Pre-Training The K specialist modules are trained to denoise speech as

follows: the large dataset of training noises N is retained, but the large speech corpus S is

partitioned into K groups, {S(1)
, . . . , S(K)}, based on the clustering results in Section 4.2.2.

The k-th specialist module learns a mapping function h by updating its parameters Wh

such that the distance E between the denoised estimate signal ŝ and the target clean speech

signal s is minimized. We use the negative scale-invariant signal-to-distortion ratio (SISDR)

[39] as the loss function.

Ensemble Fine-Tuning The ensemble model can now be used näıvely by assembling

the pre-trained specialist modules and a pre-trained gating module. However, the gating

module may not classify all input signals with perfect accuracy. Therefore, fine-tuning

(FT) can adjust the ensemble model’s denoising performance for misclassified inputs. This

potential co-adaptation between gating and specialist modules can be found by adjusting

the parameters of all the underlying functions (i.e., embedding function f , classifier function

g, and denoising functions h within each specialist). In the fine-tuning phase, the ensemble

model estimates the final ratio mask M̂ by performing a normalized sum over the individual

masks M (k) using the softmax vector, p̂, i.e., M̂ =
∑

K

k=1 p̂kM (k). This ensures that the

ratio mask calculation is di”erentiable and can be seen as a “soft” gating mechanism.
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During testing, the weighted sum is replaced by a hard-decision, i.e. M̂ = M (k→) where

k
↘ = argmaxk pk. This switch in gating mechanism between training- and evaluation-time is

the essence of the ensemble scheme’s e!ciency: only one out of all the specialists is active

during inference, making the total used network parameters a fraction of the total learned.

In order to reduce the discrepancy between the hard and soft gating mechanisms (i.e, to

make the gating network more sparse during training), we modify the base of the softmax

function to use e
10 as opposed to simply e [21].

Fig. 4.3c and Fig. 4.3d show the fine-tuned speaker embedding vectors. Note that the

comparison between the clustering on the SV embedding vectors and on their fine-tuned

version is not to argue that fine-tuning can improve the clustering results. Instead, fine-

tuning with the speech enhancement objective could in fact deteriorate the discriminative

qualities of the learned embedding vectors.

4.2.3 Experiment Setup

Mixtures are generated by combining randomly o”set 5 sec segments of utterances and

noises. With every mixture, the noise signal is randomly scaled such that the mixture SNR

lies uniformly between →5 to 10 dB. Utterances derive from the LibriSpeech corpus [30]

train-clean-100 folder, with 211 speakers designated in the training set, 20 in the validation

set, and 20 in the test set. Noises are selected from the MUSAN corpus [32], with 628

noises from the free-sound folder used during training and validation, and 54 noises from the

sound-bible folder used during test. Both LibriSpeech and MUSAN corpora are resampled

to 8 kHz. When training the speaker verification model, batches are made up of pairs of

mixtures, with an equal chance of being from the same speaker or not. All mixture signals

are processed in the time-frequency domain through STFT using a frame size of 1024 samples

with 75 % overlap. Throughout our experiment, every model performs speech denoising by
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taking a series of magnitude spectra as input and estimating IRM vectors M . Masking is

done element-wise onto the complex-valued spectrum which possesses the noisy phase of the

mixture signal.

Both the gating and specialist modules are composed of gated recurrent units (GRU)

cells [109]. The embedding function f is built with 2 hidden layers and 32 hidden units,

with the output from last frame becoming a fixed-length utterance-characteristic embedding

z. The denoising functions h are also built with 2 hidden layers but with a varied number

of hidden units. The baseline general-purpose SE model is constructed in exactly the same

manner as a specialist network, but is trained on the entire speech corpus S instead of a

personalized subset S(k). Throughout the experiment, we opt for a batch size of 128, training

all models using the Adam optimizer with learning rates of 10↗3 for training and 10↗4 for

fine-tuning.

4.2.4 Results

Fig. 4.4 summarizes the findings of our experiments. The x-axis shows the varying hidden

sizes for the GRU layers. Since the number in parenthesis reports each expert’s size, the

total size of the ensemble model is computed by multiplying K to it, e.g., when K = 5

and the hidden size is 256, the total number of parameters equals 5.6 M. However, because

our ensemble models are sparsely active—that is, one specialist is active at a time—the

number of parameters e”ective at run-time is only 1/K of the total, the amount listed on

the x-axis. Longitudinally, the baseline models share the same number of hidden units with

the specialist module, meaning the baseline is always K times smaller than the ensemble

model in comparison. However their e”ective number of parameters is nearly equivalent. We

note that ensemble models are not fine-tuned for hidden sizes ′ 512 due to GPU memory
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constraints. Larger baseline models are trained and evaluated for comparison with the

smaller ensemble models.

Firstly, we see that across all configurations, our ensemble models consistently yields

a higher denoising performance when compared to a baseline generalist model whose size

is similar to one of the specialists. The näıve ensemble models already show significant

improvement (ranging from 0.62 to 1.65 dB), but di”erent choices of K do not make a big

di”erence. We also observe that fine-tuning the ensemble models lift the performance even

further (from 1.24 to as much as 2.04 dB. Furthermore, fine-tuning introduces a larger gap

in improvement when K is larger; intuitively, the more challenging classification task stands

to benefit most from fine-tuning.

The proposed method also performs model compression without sacrificing the denoising

performance. Overall, the smaller model architecture receives more performance improve-

ment, such as the 2.0 dB improvement in the case of 64 hidden units. The model compression

benefits are made clear by comparing data points laterally. For example, as circled in Fig. 4.4,

a generalist model requires at least 512 hidden units in order to match the performance

of a fine-tuned ensemble model with 10 specialists each made up of GRUs with only 64

hidden units. Including the cost of the gating module and all the other specialists that are

not chosen, this is still a 48% reduction in terms of spatial complexity. Moreover, if we

only count the gating module and one chosen specialist, it is a 94% reduction in e”ective

parameters and test-time arithmetic complexity.

Lastly, as hypothesized, we see that increasing the number of clusters results can result

in a more personalized speech enhancement so long as the ensemble model is fine-tuned.

The average SISDR improvement achieved with the ensemble models increases along with

K from 2 to 5 to 10 through fine-tuning.

70



4.2.5 Summary

With this section, we expanded upon model adaptation through selection (the “mixture of

local experts” paradigm) as a means for personalized speech enhancement. We show that

the speaker-informed ensemble is a zero-shot PSE system as it never requires clean speech

during the test-time adaptation; instead, the gating module analyzes the noisy test signal

to determine the most appropriate specialist, or local expert, for denoising. We obtain a

speaker-informed gating module by pre-training it with a contrastive speaker verification

task. The training cases are transformed to a learned latent space where they are clustered

using k-means clustering. By identifying more clusters and training more low-cost specialists,

our ensemble models are able to adapt better to unseen test environments. Our findings

reinforce the idea that sparse ensemble models can outperform general-purpose speech

denoising models of a similar architecture, additionally reducing run-time computational

complexity.
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Figure 4.4: Comparison of speech enhancement performance between a baseline general-
purpose model against di”erent configurations of speaker-informed sparse ensemble models.
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4.3 Block-Sparse RNNs for Universal Speech Modeling

A few questions arise regarding the limitations to the previously discussed sparse ensemble

of specialists. Firstly, in our earlier experiments, the gating module selected the best-case

specialist on a per-utterance basis. For online or streaming applications, the idea of an

isolated utterance is ill-defined—therefore it may be better to have the model decide to

switch experts on a rolling basis. To attain real-time performance, the obvious approach

would be to reduce the lookback (input bu”er) of the ensemble model. Secondly, our model

grouping strategy (by subdividing the SE problem space) is a very hand-crafted procedure.

We had to define semantically meaningful latent spaces (e.g., input SNR, speaker gender,

etc.) where each specialist would focus on a non-overlapping subset of input cases; it may

be possible that there is a non-semantic grouping of input cases which could yield even

further improved performance. Lastly, because the hand-crafted grouping strategies may be

sub-optimal, it is possible that there are redundancies between the specialists.

We hypothesize that a less-exclusive more-optimal grouping strategy may be possible.

Additionally, rather than having a single specialist process an entire input sequence, it may be

more adaptive and performant to quickly switch between specialists. Furthermore, it may be

possible for a model to learn its own grouping strategy based solely on the acoustics instead

of semantics. In this section, we introduce a modified recurrent neural network (RNN) which

extends the idea of “adaptation by model selection” to do online real-time processing. With

Fig. 4.5, we illustrate how the proposed block-sparse gated recurrent unit (BSGRU) may be

viewed as a real-time extension of the previously discussed sparse ensemble of specialists

from Section 4.1.
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(c)

Figure 4.5: Visual comparison between (a) the non-adaptive generalist SE model, (b)
the sparse ensemble of specialists model introduced in Section 4.1, and (c) the BSGRU
introduced in this section. Only the BSGRU applies the “model selection” paradigm on
a frame-by-frame basis to achieve real-time adaptation. Parameters with filled in colors
indicate their usage during inference—in other words, the generalist uses all available model
parameters, the sparse ensemble uses only the gating module and a single specialist, and the
BSGRU switches between specialists over time with an always-active gating module.

4.3.1 Design

Conventional gated recurrent unit (GRU) The GRU was proposed as a more e!cient

easier-to-implement alternative to the long short-term memory (LSTM) unit for recurrent

neural networks [110]. It processes sequential input to produce a hidden state by selectively

retaining or forgetting information over time thanks to two gating mechanisms. The hidden

state at time step t is computed as follows:

For our discussion, d denotes the number of input features and e is the number of output

features, xt ↗ Rd is the input vector, ht ↗ Re is the output vector, rt ↗ (0, 1)e is the reset

gate vector, zt ↗ (0, 1)e is the update gate vector, ĥt ↗ Re is the candidate vector, and ∝ is

the Hadamard product. There are a total of six matrices that comprise the model parameters.
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Algorithm 1: GRU feed-forward A(x, ht↗1; W , U)
Input: xt, ht→1

Initialize: zt, rt, ĥt, ht ⇐ (0, 0, 0, 0)

1 rt ⇐ Sigmoid (Wrxt + Urht→1) // compute reset gate
2 zt ⇐ Sigmoid (Wzxt + Uzht→1) // compute update gate

3 ĥt ⇐ Tanh (Whxt + Uh [rt ∝ ht→1]) // compute candidate

4 ht ⇐ zt ∝ ĥt + (1 → zt) ∝ ht→1

Output: ht

These are conventionally denoted as matrices W and U representing the input-to-hidden

and hidden-to-hidden mappings, respectively. The matrices are indexed with three subscripts

(r/z/h) to the specific computing the reset gate, update gate, or candidate vector. The

gates control the flow of information—e”ectively, a recurrent unit which captures short-term

memory will have a highly active reset gate, whereas one capturing long-term memory will

have a highly active update gate. Bias terms are omitted from Alg. 1 for brevity. We

denote A to be the mapping function for the conventional GRU which follows Alg. 1—i.e.,

ht = A(x, ht↗1; W , U).

In this configuration, the GRU utilizes its entire parameter space to transform the input,

doing so without explicitly modeling non-stationary groupings. Similar to most real-world

sequential data, speech signals can also be modeled as sampling through discrete latent

time-varying groups (e.g., segmental SNR, phonemes, vocal inflections, etc.). In order to

motivate the recurrent network to learn discrete groupings within the data, we reformulate

the GRU such that the parameters may be subdivided into “blocks”.

The derivation for our proposed block-sparse gated recurrent unit (BSGRU) is as follows:

first, we denote M to be the number of blocks. Then the number of hidden units per

block is b = ∞ e

M
∈ for hidden size e. Next, we reframe the model parameters W and U as

block matrices which may be indexed (notated with a superscript). Similarly, the gate and
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candidate vectors can also be subdivided into “block vectors”, e.g.,

rt =





r(1)
t

r(2)
t

...

r(M)
t





zt =





z(1)
t

z(2)
t

...

z(M)
t





Wz =





W (1)
z

W (2)
z

...

W (M)
z





Uz =





U (1,1)
z U (1,2)

z · · · U (1,M)
z

U (2,1)
z

. . .
...

...
. . .

...

U (M,1)
z · · · · · · U (M,M)

z





(4.4)

BSGRU: Gating Sub-Unit At each time step t, we estimate a belief vector kt ↗ (0, 1)M

whose maximum indicates the current “block index”. This estimation is done using a “gating

sub-unit” within the BSGRU. Similar to a Markov process, we design the current belief

vector kt to only be dependent on the current input xt and the previous belief vector kt↗1.

In order to motivate the model to select only one group per input, we make kt more sparse

using a saturated softmax with temperature parameter ε. This temperature scalar controls

the entropy of the softmax distribution, while preserving the relative ranks of each element.

During inference (i.e., “evaluation mode”), the saturated softmax is replaced with a hard

decision; this is theoretically equivalent to setting the temperature ε ∋ △. We describe the

feed-forward operation of the gating sub-unit below:

The gating sub-unit is responsible for determining the current block index with respect

to the current input and the previous block index. Our aim is for this classification task to

incur the smallest possible computational overhead, therefore the hidden size of the gating

sub-unit should be smaller than the specialist sub-unit hidden size, i.e., e
↘ ⇓ e.

In Alg. 2, we denote r↘ ↗ (0, 1)e
→ and z↘ ↗ (0, 1)e

→ to be the reset and update gate

vectors for the gating sub-unit. The current hidden state is h↘
t ↗ Re

→ . We use the asterisk

superscript to indicate gating sub-unit intermediate outputs. The trainable parameters of

the gating sub-unit are V ↗ Re
→≃d, T ↗ Re

→≃e
→ , and Q ↗ RM≃e

→ . The first two matrices

a”ect the current input and prior hidden state, respectively. Notably, matrix Q enables

the linear transformation from the gating sub-unit’s hidden state to a belief logit vector
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Algorithm 2: BSGRU gating sub-unit feed-forward G(x, h↘
t↗1, ε; V , T , Q)

Input: xt, h↑
t→1, ε

Initialize: kt ⇐ 0

1 r↑
t ⇐ Sigmoid

(
Vrxt + Trh↑

t→1
)

2 z↑
t ⇐ Sigmoid

(
Vzxt + Tzh↑

t→1
)

3 ĥ↑
t ⇐ Tanh

(
Vhxt + Th

[
r↑

t ∝ h↑
t→1

])

4 h↑
t ⇐ z↑

t ∝ h↑
t→1 + (1 → z↑

t ) ∝ ĥ↑
t

5 k̂t ⇐ Qh↑
t // linear map from hidden-to-belief vector space

6 if stage = test then

7 i
↑ ⇐ arg max

0 ↓ i ↓ M
k̂

(i)
t // get current block index

8 k
(i→)
t ⇐ 1 // make belief vector one-hot (non-differentiable)

9 else

10 kt ⇐ Softmax(ε · k̂t) // use saturated softmax (differentiable)

Output: kt, h↑
t

space—i.e., the mapping Re
→ ∋ RM . Lastly, the belief logit vector k̂t is converted to a

probability vector kt ↗ (0, 1)M using either a hard-max or softmax (the latter used only

during training to produce a valid gradient). We represent the gating sub-unit of the BSGRU

as G following Alg. 2—i.e., kt = G(x, h↘
t↗1, ε; V , T , Q).

BSGRU: Specialist Sub-Unit Finally, the belief vector kt is used to sparsely activate

only a portion of the weight matrices. Note that the belief vector is a binary vector with M

elements, and that the BSGRU specialist parameters can be subdivided into M -separate

block vectors and matrices as shown in Eq. (4.4). During training time, multiplying each

element of kt to each block (from 1 to M) enables the sparse computation. At evaluation

time, we use arg max to select only the specialist model weights corresponding to a single

block index. We incorporate dependence on the previous belief vector kt↗1 to the specialist

computation, allowing the model to transition between block states.
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Algorithm 3: BSGRU specialist sub-unit feed-forward
Input: xt, ht→1, kt, kt→1

Initialize: zt, rt, ĥt, ht ⇐ (0, 0, 0, 0)

1 if evaluation mode then

2 i
↑ ⇐ arg max

1 ↓ i ↓ M
k

(i)
t // get current block index

3 j
↑ ⇐ arg max

1 ↓ j ↓ M
k

(j)
t→1 // get previous block index

4 r(i→)
t ⇐ Sigmoid

(
W (i→)

r xt + U (i→,j→)
r h(j→)

t→1

)
// compute sparse reset gate

5 z(i→)
t ⇐ Sigmoid

(
W (i→)

z xt + U (i→,j→)
z h(j→)

t→1

)
// compute sparse update gate

6 ĥ(i→)
t ⇐ Tanh

(
W (i→)

h xt + U (i→,j→)
h

[
r(i→)

t ∝ h(j→)
t→1

])
// compute sparse candidate

7 h(i→)
t ⇐ z(i→)

t ∝ ĥ(i→)
t +

(
1 → z(i→)

t

)
∝ h(j→)

t→1

8 else if training mode then

9 for i ⇐ 1 to M do // iterate over all block indices

10 r(i)
t ⇐ Sigmoid

(
k

(i)
t W (i)

r xt +
∑M

j=0

[
k

(i)
t k

(j)
t→1U

(i,j)
r h(j)

t→1

])

11 z(i)
t ⇐ Sigmoid

(
k

(i)
t W (i)

z xt +
∑M

j=0

[
k

(i)
t k

(j)
t→1U

(i,j)
z h(j)

t→1

])

12 ĥ(i)
t ⇐ Tanh

(
k

(i)
t W (i)

h xt +
∑M

j=0

[
k

(i)
t k

(j)
t→1U

(i,j)
h

(
r(i)

t ∝ h(j)
t→1

)])

13 h(i)
t ⇐ z(i)

t ∝
[
k

(i)
t ĥ(i)

t

]
+

(
1 → z(i)

t

)
∝

∑M
j=0

[
k

(j)
t→1h

(j)
t→1

]

Output: ht

The current and previous outputs of the gating sub-unit (kt and kt↗1) are forwarded

to a specialist sub-unit in order to sparsely activate its weights. In this way, the specialist

sub-unit learns an adaptive SE function. We define the arg max of kt as the current

block index i; subsequently the arg max of kt↗1 as the prior block index j. Unlike the

conventional GRU which uses all of its parameters W and U , in the BSGRU, the specialist

sub-unit selects a specific block matrix within W and another specific block matrix within

U . We represent the specialist sub-unit of the BSGRU as B following Alg. 3—i.e., ht =

B(xt, ht↗1, kt, kt↗1; W , U).
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Fig. 4.6 provides a visual comparison between the six weight matrices present in a

conventional GRU versus the nine weight matrices in our proposed BSGRU. As shown

in the figure, at inference-time / evaluation, only the parameters which are colored are

used. Our proposed model achieves run-time complexity savings when the number of active

parameters in the BSGRU are less than that of a fully-active GRU—the hyper-parameters

that impact this are: the choice of hidden size (e), the gating sub-unit overhead (e↘), and

the number of blocks (M). Fig. 4.7 shows the flow of the various input and output variables

in a conventional GRU and in our proposed BSGRU.
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<latexit sha1_base64="QYUgync7p+It85b/4759JzLLe4Q=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4kJKIVI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777aytb2xubRd2irt7+weHpaPjlo5TxbDJYhGrTkA1Ci6xabgR2EkU0igQ2A7GdzO//YRK81g+mEmCfkSHkoecUWOlBvZLZbfizkFWiZeTMuSo90tfvUHM0gilYYJq3fXcxPgZVYYzgdNiL9WYUDamQ+xaKmmE2s/mh07JuVUGJIyVLWnIXP09kdFI60kU2M6ImpFe9mbif143NeGtn3GZpAYlWywKU0FMTGZfkwFXyIyYWEKZ4vZWwkZUUWZsNkUbgrf88ippXVW8aqXauC7XLvM4CnAKZ3ABHtxADe6hDk1ggPAMr/DmPDovzrvzsWhdc/KZE/gD5/MHxmGM3g==</latexit>e

(a) Conventional GRU.

<latexit sha1_base64="rw1bhtjsqpPyIx9/wnh0dfsSsds=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4kJKIVI8FLx5bsB/QhrLZTNq1m03Y3Qil9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSq4Nq777aytb2xubRd2irt7+weHpaPjlk4yxbDJEpGoTkA1Ci6xabgR2EkV0jgQ2A5GdzO//YRK80Q+mHGKfkwHkkecUWOlRtgvld2KOwdZJV5OypCj3i999cKEZTFKwwTVuuu5qfEnVBnOBE6LvUxjStmIDrBrqaQxan8yP3RKzq0SkihRtqQhc/X3xITGWo/jwHbG1Az1sjcT//O6mYlu/QmXaWZQssWiKBPEJGT2NQm5QmbE2BLKFLe3EjakijJjsynaELzll1dJ66riVSvVxnW5dpnHUYBTOIML8OAGanAPdWgCA4RneIU359F5cd6dj0XrmpPPnMAfOJ8/xN2M3Q==</latexit>

d

<latexit sha1_base64="QYUgync7p+It85b/4759JzLLe4Q=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4kJKIVI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777aytb2xubRd2irt7+weHpaPjlo5TxbDJYhGrTkA1Ci6xabgR2EkU0igQ2A7GdzO//YRK81g+mEmCfkSHkoecUWOlBvZLZbfizkFWiZeTMuSo90tfvUHM0gilYYJq3fXcxPgZVYYzgdNiL9WYUDamQ+xaKmmE2s/mh07JuVUGJIyVLWnIXP09kdFI60kU2M6ImpFe9mbif143NeGtn3GZpAYlWywKU0FMTGZfkwFXyIyYWEKZ4vZWwkZUUWZsNkUbgrf88ippXVW8aqXauC7XLvM4CnAKZ3ABHtxADe6hDk1ggPAMr/DmPDovzrvzsWhdc/KZE/gD5/MHxmGM3g==</latexit>e

<latexit sha1_base64="OfOldVFwDzu1bAgv0OS+hqjxqBg=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4kJKIVI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777aytb2xubRd2irt7+weHpaPjlo5TxbDJYhGrTkA1Ci6xabgR2EkU0igQ2A7GdzO//YRK81g+mEmCfkSHkoecUWOlRtAvld2KOwdZJV5OypCj3i999QYxSyOUhgmqdddzE+NnVBnOBE6LvVRjQtmYDrFrqaQRaj+bHzol51YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1IS3fsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2RRtCN7yy6ukdVXxqpVq47pcu8zjKMApnMEFeHADNbiHOjSBAcIzvMKb8+i8OO/Ox6J1zclnTuAPnM8fwdWM2w==</latexit>

b
<latexit sha1_base64="OfOldVFwDzu1bAgv0OS+hqjxqBg=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4kJKIVI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777aytb2xubRd2irt7+weHpaPjlo5TxbDJYhGrTkA1Ci6xabgR2EkU0igQ2A7GdzO//YRK81g+mEmCfkSHkoecUWOlRtAvld2KOwdZJV5OypCj3i999QYxSyOUhgmqdddzE+NnVBnOBE6LvVRjQtmYDrFrqaQRaj+bHzol51YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1IS3fsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2RRtCN7yy6ukdVXxqpVq47pcu8zjKMApnMEFeHADNbiHOjSBAcIzvMKb8+i8OO/Ox6J1zclnTuAPnM8fwdWM2w==</latexit>

b
<latexit sha1_base64="QYUgync7p+It85b/4759JzLLe4Q=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4kJKIVI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777aytb2xubRd2irt7+weHpaPjlo5TxbDJYhGrTkA1Ci6xabgR2EkU0igQ2A7GdzO//YRK81g+mEmCfkSHkoecUWOlBvZLZbfizkFWiZeTMuSo90tfvUHM0gilYYJq3fXcxPgZVYYzgdNiL9WYUDamQ+xaKmmE2s/mh07JuVUGJIyVLWnIXP09kdFI60kU2M6ImpFe9mbif143NeGtn3GZpAYlWywKU0FMTGZfkwFXyIyYWEKZ4vZWwkZUUWZsNkUbgrf88ippXVW8aqXauC7XLvM4CnAKZ3ABHtxADe6hDk1ggPAMr/DmPDovzrvzsWhdc/KZE/gD5/MHxmGM3g==</latexit>e

<latexit sha1_base64="QYUgync7p+It85b/4759JzLLe4Q=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4kJKIVI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777aytb2xubRd2irt7+weHpaPjlo5TxbDJYhGrTkA1Ci6xabgR2EkU0igQ2A7GdzO//YRK81g+mEmCfkSHkoecUWOlBvZLZbfizkFWiZeTMuSo90tfvUHM0gilYYJq3fXcxPgZVYYzgdNiL9WYUDamQ+xaKmmE2s/mh07JuVUGJIyVLWnIXP09kdFI60kU2M6ImpFe9mbif143NeGtn3GZpAYlWywKU0FMTGZfkwFXyIyYWEKZ4vZWwkZUUWZsNkUbgrf88ippXVW8aqXauC7XLvM4CnAKZ3ABHtxADe6hDk1ggPAMr/DmPDovzrvzsWhdc/KZE/gD5/MHxmGM3g==</latexit>e

Specialist
<latexit sha1_base64="OfOldVFwDzu1bAgv0OS+hqjxqBg=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4kJKIVI8FLx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777aytb2xubRd2irt7+weHpaPjlo5TxbDJYhGrTkA1Ci6xabgR2EkU0igQ2A7GdzO//YRK81g+mEmCfkSHkoecUWOlRtAvld2KOwdZJV5OypCj3i999QYxSyOUhgmqdddzE+NnVBnOBE6LvVRjQtmYDrFrqaQRaj+bHzol51YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1IS3fsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2RRtCN7yy6ukdVXxqpVq47pcu8zjKMApnMEFeHADNbiHOjSBAcIzvMKb8+i8OO/Ox6J1zclnTuAPnM8fwdWM2w==</latexit>

b

<latexit sha1_base64="qkOwfkKqQsBF8KI1PQ0fW5sKVNg=">AAACTXicbVFLSwMxEM7WV62vqkcvwaLopexKUY8FLx6r2Ac0bclmUw1ms0syK5Rl/6AXwZv/wosHRcRsW/DRDgz5+GY+ZuaLH0thwHVfnMLC4tLySnG1tLa+sblV3t5pmSjRjDdZJCPd8anhUijeBAGSd2LNaehL3vbvL/J6+4FrIyJ1A6OY90J6q8RQMAqWGpQD4kcyMKPQPmk7w4dEKExCCne+n15n/ZRjAiLkBgcZIaW/3f30SPQJNXA8R+j/CAflilt1x4FngTcFFTSNxqD8TIKIJSFXwCQ1puu5MfRSqkEwybMSSQyPKbunt7xroaJ2Ti8du5HhA8sEeBhpmwrwmP2tSGlo8hNsZ76u+V/LyXm1bgLD814qVJwAV2wyaJhIDBHOrcWB0JyBHFlAmRZ2V8zuqKYM7AeUrAne/5NnQeuk6p1WT69qlXptakcR7aF9dIQ8dIbq6BI1UBMx9Ihe0Tv6cJ6cN+fT+Zq0FpypZhf9icLKN4jstTo=</latexit>

W 2 Re⇥d

W (i⇤) 2 Rb⇥d

<latexit sha1_base64="Tq7UJ6qpPBSI4xVgk+Es0NGqjSg=">AAACVHicbVFRSxtBEN47tdpUbWwf+7IYLBEk3BWJPgb60se0GBWySdjdTJJt9vaO3TkhHPcj7UOhv8QXH7qXRDDqwDIf38zHzHwrMq0cRtG/INza3nm3u/e+9mH/4PBj/ejTtUtzK6EnU53aW8EdaGWghwo13GYWeCI03Ij596p+cwfWqdRc4SKDQcKnRk2U5OipUX3ORKrHbpH4VPRK+pUpQ1nCcSZE8ascFkAZqgQchZKx2mb3sGiqIeMOz34v0+kbevGkF+Wo3oha0TLoaxCvQYOsozuq/2HjVOYJGJSaO9ePowwHBbeopIayxnIHGZdzPoW+h4b7OYNiaUpJTzwzppPU+meQLtnnioInrrrEd1brupe1inyr1s9xcjkolMlyBCNXgya5ppjSymE6VhYk6oUHXFrld6Vyxi2X6P+h5k2IX578Glx/a8XtVvvneaNzvrZjj3whx6RJYnJBOuQH6ZIekeSePAQkCIK/wWO4Fe6sWsNgrflMNiI8/A/xErQX</latexit>

U 2 Re⇥e

U (i⇤,j⇤) 2 Rb⇥b

<latexit sha1_base64="rw1bhtjsqpPyIx9/wnh0dfsSsds=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4kJKIVI8FLx5bsB/QhrLZTNq1m03Y3Qil9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSq4Nq777aytb2xubRd2irt7+weHpaPjlk4yxbDJEpGoTkA1Ci6xabgR2EkV0jgQ2A5GdzO//YRK80Q+mHGKfkwHkkecUWOlRtgvld2KOwdZJV5OypCj3i999cKEZTFKwwTVuuu5qfEnVBnOBE6LvUxjStmIDrBrqaQxan8yP3RKzq0SkihRtqQhc/X3xITGWo/jwHbG1Az1sjcT//O6mYlu/QmXaWZQssWiKBPEJGT2NQm5QmbE2BLKFLe3EjakijJjsynaELzll1dJ66riVSvVxnW5dpnHUYBTOIML8OAGanAPdWgCA4RneIU359F5cd6dj0XrmpPPnMAfOJ8/xN2M3Q==</latexit>

d

Spec.

<latexit sha1_base64="rw1bhtjsqpPyIx9/wnh0dfsSsds=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4kJKIVI8FLx5bsB/QhrLZTNq1m03Y3Qil9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSq4Nq777aytb2xubRd2irt7+weHpaPjlk4yxbDJEpGoTkA1Ci6xabgR2EkV0jgQ2A5GdzO//YRK80Q+mHGKfkwHkkecUWOlRtgvld2KOwdZJV5OypCj3i999cKEZTFKwwTVuuu5qfEnVBnOBE6LvUxjStmIDrBrqaQxan8yP3RKzq0SkihRtqQhc/X3xITGWo/jwHbG1Az1sjcT//O6mYlu/QmXaWZQssWiKBPEJGT2NQm5QmbE2BLKFLe3EjakijJjsynaELzll1dJ66riVSvVxnW5dpnHUYBTOIML8OAGanAPdWgCA4RneIU359F5cd6dj0XrmpPPnMAfOJ8/xN2M3Q==</latexit>

d

Gating
<latexit sha1_base64="0vcX7HcYM43HHTSOHVRc/EFzdi8=">AAACGXicbVC7TsMwFHV4lvIqMLJYVCCmKkFVYazEwlgQfUhNWzmO21p1nMi+Qaqi/AYLv8LCAEKMMPE3OG0GaLmS5aNz7tU993iR4Bps+9taWV1b39gsbBW3d3b39ksHhy0dxoqyJg1FqDoe0UxwyZrAQbBOpBgJPMHa3uQ609sPTGkeynuYRqwXkJHkQ04JGGpQsl0vFL6eBuZLWik+c7nEbkBg7HnJXdpPWN8lGrALPGAa++mgVLYr9qzwMnByUEZ5NQalT9cPaRwwCVQQrbuOHUEvIQo4FSwturFmEaETMmJdAyUxe3rJ7LIUnxrGx8NQmScBz9jfEwkJdGbedGae9aKWkf9p3RiGV72EyygGJul80TAWGEKcxYR9rhgFMTWAUMWNV0zHRBEKJsyiCcFZPHkZtC4qTq1Su62W69U8jgI6RifoHDnoEtXRDWqgJqLoET2jV/RmPVkv1rv1MW9dsfKZI/SnrK8fHRug9Q==</latexit>

V 2 Re⇤⇥d

<latexit sha1_base64="0Diy+rto/zy/9rduBZviFBIQqOo=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi1WPBi8cK9gPaWDbbTbt2sxt2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZemAhu0PO+ncLa+sbmVnG7tLO7t39QPjxqGZVqyppUCaU7ITFMcMmayFGwTqIZiUPB2uH4Zua3n5g2XMl7nCQsiMlQ8ohTglZqsYceMdgvV7yqN4e7SvycVCBHo1/+6g0UTWMmkQpiTNf3EgwyopFTwaalXmpYQuiYDFnXUkliZoJsfu3UPbPKwI2UtiXRnau/JzISGzOJQ9sZExyZZW8m/ud1U4yug4zLJEUm6WJRlAoXlTt73R1wzSiKiSWEam5vdemIaELRBlSyIfjLL6+S1kXVr1Vrd5eV+mUeRxFO4BTOwYcrqMMtNKAJFB7hGV7hzVHOi/PufCxaC04+cwx/4Hz+AJJPjxo=</latexit>

e⇤

<latexit sha1_base64="s97Hi56RK76lweG98+f6TPYQZPg=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgKexKiB4DXrwICZgHJEuYnfQmY2Znl5lZIYR8gRcPinj1k7z5N06SPWhiQUNR1U13V5AIro3rfju5jc2t7Z38bmFv/+DwqHh80tJxqhg2WSxi1QmoRsElNg03AjuJQhoFAtvB+Hbut59QaR7LBzNJ0I/oUPKQM2qs1LjvF0tu2V2ArBMvIyXIUO8Xv3qDmKURSsME1brruYnxp1QZzgTOCr1UY0LZmA6xa6mkEWp/ujh0Ri6sMiBhrGxJQxbq74kpjbSeRIHtjKgZ6VVvLv7ndVMT3vhTLpPUoGTLRWEqiInJ/Gsy4AqZERNLKFPc3krYiCrKjM2mYEPwVl9eJ62rslctVxuVUq2SxZGHMziHS/DgGmpwB3VoAgOEZ3iFN+fReXHenY9la87JZk7hD5zPH6RpjM4=</latexit>

MGt.
<latexit sha1_base64="NRcceQ60yi8KFqK8VUA0oTlBVKI=">AAACHnicbVBNSwMxEM36WevXqkcvwaJ4KrtSq8eCF49V+gXdtmTTtA3NZpdkVijL/hIv/hUvHhQRPOm/Mdv2oK0DIW/ezDDznh8JrsFxvq2V1bX1jc3cVn57Z3dv3z44bOgwVpTVaShC1fKJZoJLVgcOgrUixUjgC9b0xzdZvfnAlOahrMEkYp2ADCUfcErAUD370vND0deTwHxJLcVnHpfYCwiMfD+5T7sJ63pEA/aAB0zjWZb27IJTdKaBl4E7BwU0j2rP/vT6IY0DJoEKonXbdSLoJEQBp4KleS/WLCJ0TIasbaAkZlknmcpL8alh+ngQKvMk4Cn7eyIhgc4UmM7scL1Yy8j/au0YBtedhMsoBibpbNEgFhhCnHmF+1wxCmJiAKGKm1sxHRFFKBhH88YEd1HyMmhcFN1ysXxXKlRKczty6BidoHPkoitUQbeoiuqIokf0jF7Rm/VkvVjv1sesdcWazxyhP2F9/QBA/aMo</latexit>

T 2 Re⇤⇥e⇤

<latexit sha1_base64="0Diy+rto/zy/9rduBZviFBIQqOo=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi1WPBi8cK9gPaWDbbTbt2sxt2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZemAhu0PO+ncLa+sbmVnG7tLO7t39QPjxqGZVqyppUCaU7ITFMcMmayFGwTqIZiUPB2uH4Zua3n5g2XMl7nCQsiMlQ8ohTglZqsYceMdgvV7yqN4e7SvycVCBHo1/+6g0UTWMmkQpiTNf3EgwyopFTwaalXmpYQuiYDFnXUkliZoJsfu3UPbPKwI2UtiXRnau/JzISGzOJQ9sZExyZZW8m/ud1U4yug4zLJEUm6WJRlAoXlTt73R1wzSiKiSWEam5vdemIaELRBlSyIfjLL6+S1kXVr1Vrd5eV+mUeRxFO4BTOwYcrqMMtNKAJFB7hGV7hzVHOi/PufCxaC04+cwx/4Hz+AJJPjxo=</latexit>

e⇤
<latexit sha1_base64="0Diy+rto/zy/9rduBZviFBIQqOo=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi1WPBi8cK9gPaWDbbTbt2sxt2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZemAhu0PO+ncLa+sbmVnG7tLO7t39QPjxqGZVqyppUCaU7ITFMcMmayFGwTqIZiUPB2uH4Zua3n5g2XMl7nCQsiMlQ8ohTglZqsYceMdgvV7yqN4e7SvycVCBHo1/+6g0UTWMmkQpiTNf3EgwyopFTwaalXmpYQuiYDFnXUkliZoJsfu3UPbPKwI2UtiXRnau/JzISGzOJQ9sZExyZZW8m/ud1U4yug4zLJEUm6WJRlAoXlTt73R1wzSiKiSWEam5vdemIaELRBlSyIfjLL6+S1kXVr1Vrd5eV+mUeRxFO4BTOwYcrqMMtNKAJFB7hGV7hzVHOi/PufCxaC04+cwx/4Hz+AJJPjxo=</latexit>

e⇤ Gt.

<latexit sha1_base64="0Diy+rto/zy/9rduBZviFBIQqOo=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi1WPBi8cK9gPaWDbbTbt2sxt2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZemAhu0PO+ncLa+sbmVnG7tLO7t39QPjxqGZVqyppUCaU7ITFMcMmayFGwTqIZiUPB2uH4Zua3n5g2XMl7nCQsiMlQ8ohTglZqsYceMdgvV7yqN4e7SvycVCBHo1/+6g0UTWMmkQpiTNf3EgwyopFTwaalXmpYQuiYDFnXUkliZoJsfu3UPbPKwI2UtiXRnau/JzISGzOJQ9sZExyZZW8m/ud1U4yug4zLJEUm6WJRlAoXlTt73R1wzSiKiSWEam5vdemIaELRBlSyIfjLL6+S1kXVr1Vrd5eV+mUeRxFO4BTOwYcrqMMtNKAJFB7hGV7hzVHOi/PufCxaC04+cwx/4Hz+AJJPjxo=</latexit>

e⇤

<latexit sha1_base64="qFIY2Q0pH6TpBXXeAErdkDEHssE=">AAACGXicbVDLSgMxFM34rPU16tJNsCiuyoyU6rLgxo3Qin1Apy2ZNG1DM5khuSOUYX7Djb/ixoUiLnXl35hpu9DWCyGHc+7lnnv8SHANjvNtrayurW9s5rby2zu7e/v2wWFDh7GirE5DEaqWTzQTXLI6cBCsFSlGAl+wpj++zvTmA1Oah/IeJhHrBGQo+YBTAobq2Y7nh6KvJ4H5klqKzzwusRcQGPl+cpd2k1vsAQ+YxqzrEQ1pzy44RWdaeBm4c1BA86r27E+vH9I4YBKoIFq3XSeCTkIUcCpYmvdizSJCx2TI2gZKYpZ1kullKT41TB8PQmWeBDxlf08kJNCZedOZedaLWkb+p7VjGFx1Ei6jGJiks0WDWGAIcRYT7nPFKIiJAYQqbrxiOiKKUDBh5k0I7uLJy6BxUXTLxXKtVKiU5nHk0DE6QefIRZeogm5QFdURRY/oGb2iN+vJerHerY9Z64o1nzlCf8r6+gHuI6DZ</latexit>

Q 2 RM⇥e⇤

(b) Proposed BSGRU.

Figure 4.6: Comparison of the weight matrices. As the BSGRU weights are divided into
M blocks, the number of hidden units per block is b = ∞ e

M
∈. In a GRU feed-forward

computation, the entirety of the model parameters are utilized and updated, whereas with
the BSGRU, only a subset of the model parameters are used. This subset is determined
by i

↘ and j
↘ which are the block indexes at time t and t → 1. Specifically in this example,

M = 4, i
↘ = 2, and j

↘ = 3, indicating an inter-block transition. Accounting for the gates, the
conventional GRU has six weight matrices, whereas the BSGRU has nine weight matrices,
six of which are sparsely active.
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<latexit sha1_base64="XJK+iyDYyV+Fl6LNwqZswW8m3k4=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSL0VBKR6rHgxWNF+wFtKJvtpl262YTdiVhCf4IXD4p49Rd589+4bXPQ1gcDj/dmmJkXJFIYdN1vZ219Y3Nru7BT3N3bPzgsHR23TJxqxpsslrHuBNRwKRRvokDJO4nmNAokbwfjm5nffuTaiFg94CThfkSHSoSCUbTS/VPf7ZfKbtWdg6wSLydlyNHol756g5ilEVfIJDWm67kJ+hnVKJjk02IvNTyhbEyHvGupohE3fjY/dUrOrTIgYaxtKSRz9fdERiNjJlFgOyOKI7PszcT/vG6K4bWfCZWkyBVbLApTSTAms7/JQGjOUE4soUwLeythI6opQ5tO0YbgLb+8SloXVa9Wrd1dluuVPI4CnMIZVMCDK6jDLTSgCQyG8Ayv8OZI58V5dz4WrWtOPnMCf+B8/gAF7I2Q</latexit>x0
<latexit sha1_base64="/l2bxxWX0Pry3rsPvRvq3MaGBYM=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSL0VBKR6rHgxWNF+wFtKJvtpF262YTdjVhCf4IXD4p49Rd589+4bXPQ1gcDj/dmmJkXJIJr47rfztr6xubWdmGnuLu3f3BYOjpu6ThVDJssFrHqBFSj4BKbhhuBnUQhjQKB7WB8M/Pbj6g0j+WDmSToR3QoecgZNVa6f+p7/VLZrbpzkFXi5aQMORr90ldvELM0QmmYoFp3PTcxfkaV4UzgtNhLNSaUjekQu5ZKGqH2s/mpU3JulQEJY2VLGjJXf09kNNJ6EgW2M6JmpJe9mfif101NeO1nXCapQckWi8JUEBOT2d9kwBUyIyaWUKa4vZWwEVWUGZtO0YbgLb+8SloXVa9Wrd1dluuVPI4CnMIZVMCDK6jDLTSgCQyG8Ayv8OYI58V5dz4WrWtOPnMCf+B8/gAHcI2R</latexit>x1

<latexit sha1_base64="XvGiyGVTjSaeH2klwtThPDPqMZw=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIjHhRHaJQY8kXjxilEcCGzI7zMKE2dnNTK+RED7BiweN8eoXefNvHGAPClbSSaWqO91dQSKFQdf9dnIbm1vbO/ndwt7+weFR8fikZeJUM95ksYx1J6CGS6F4EwVK3kk0p1EgeTsY38z99iPXRsTqAScJ9yM6VCIUjKKV7p/61X6x5FbcBcg68TJSggyNfvGrN4hZGnGFTFJjup6boD+lGgWTfFbopYYnlI3pkHctVTTixp8uTp2RC6sMSBhrWwrJQv09MaWRMZMosJ0RxZFZ9ebif143xfDanwqVpMgVWy4KU0kwJvO/yUBozlBOLKFMC3srYSOqKUObTsGG4K2+vE5a1YpXq9TuLkv1chZHHs7gHMrgwRXU4RYa0AQGQ3iGV3hzpPPivDsfy9ack82cwh84nz8I9I2S</latexit>x2
<latexit sha1_base64="YcrAijUXj/jIzOKjny0kgzkvrVw=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoOQU9gViR4DXjxGzAuSJcxOOsmQ2dllZlYMSz7BiwdFvPpF3vwbJ8keNLGgoajqprsriAXXxnW/ndzG5tb2Tn63sLd/cHhUPD5p6ShRDJssEpHqBFSj4BKbhhuBnVghDQOB7WByO/fbj6g0j2TDTGP0QzqSfMgZNVZ6eOo3+sWSW3EXIOvEy0gJMtT7xa/eIGJJiNIwQbXuem5s/JQqw5nAWaGXaIwpm9ARdi2VNETtp4tTZ+TCKgMyjJQtachC/T2R0lDraRjYzpCasV715uJ/Xjcxwxs/5TJODEq2XDRMBDERmf9NBlwhM2JqCWWK21sJG1NFmbHpFGwI3urL66R1WfGqler9ValWzuLIwxmcQxk8uIYa3EEdmsBgBM/wCm+OcF6cd+dj2ZpzsplT+APn8wc8fI20</latexit>xT

<latexit sha1_base64="hW2Agy7kgpah/pqW+iBLaRWOgZo=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBahp5KIVI8FLx4r2A9oQ9lsNu3aTTbsToRS+h+8eFDEq//Hm//GbZuDtj4YeLw3w8y8IJXCoOt+O4WNza3tneJuaW//4PCofHzSNirTjLeYkkp3A2q4FAlvoUDJu6nmNA4k7wTj27nfeeLaCJU84CTlfkyHiYgEo2ildp+FCs2gXHFr7gJknXg5qUCO5qD81Q8Vy2KeIJPUmJ7npuhPqUbBJJ+V+pnhKWVjOuQ9SxMac+NPF9fOyIVVQhIpbStBslB/T0xpbMwkDmxnTHFkVr25+J/XyzC68aciSTPkCVsuijJJUJH56yQUmjOUE0so08LeStiIasrQBlSyIXirL6+T9mXNq9fq91eVRjWPowhncA5V8OAaGnAHTWgBg0d4hld4c5Tz4rw7H8vWgpPPnMIfOJ8/qhePIA==</latexit>· · ·

<latexit sha1_base64="e0O74tPpOAOEq1LZ7nVuymMIFlA=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5KIVI8FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1iNOE+xEdKREKRtFKD+OBOyhX3Jq7AFknXk4qkKM5KH/1hzFLI66QSWpMz3MT9DOqUTDJZ6V+anhC2YSOeM9SRSNu/Gxx6oxcWGVIwljbUkgW6u+JjEbGTKPAdkYUx2bVm4v/eb0Uwxs/EypJkSu2XBSmkmBM5n+TodCcoZxaQpkW9lbCxlRThjadkg3BW315nbQva169Vr+/qjSqeRxFOINzqIIH19CAO2hCCxiM4Ble4c2Rzovz7nwsWwtOPnMKf+B8/gDtfY2A</latexit>

h0
<latexit sha1_base64="3H6qc5iDF5zw5HuK+bdnu6GKAKM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5KIVI8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpYTzwBuWKW3MXIOvEy0kFcjQH5a/+MGZphNIwQbXueW5i/Iwqw5nAWamfakwom9AR9iyVNELtZ4tTZ+TCKkMSxsqWNGSh/p7IaKT1NApsZ0TNWK96c/E/r5ea8MbPuExSg5ItF4WpICYm87/JkCtkRkwtoUxxeythY6ooMzadkg3BW315nbQva169Vr+/qjSqeRxFOINzqIIH19CAO2hCCxiM4Ble4c0Rzovz7nwsWwtOPnMKf+B8/gDvAY2B</latexit>

h1
<latexit sha1_base64="EpyancPNhajw67xhWTE+6t8kOfY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5IUqR4LXjxWtLXQhrLZbtqlm03YnQgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgobm1vbO8Xd0t7+weFR+fikY+JUM95msYx1N6CGS6F4GwVK3k00p1Eg+WMwuZn7j09cGxGrB5wm3I/oSIlQMIpWuh8P6oNyxa25C5B14uWkAjlag/JXfxizNOIKmaTG9Dw3QT+jGgWTfFbqp4YnlE3oiPcsVTTixs8Wp87IhVWGJIy1LYVkof6eyGhkzDQKbGdEcWxWvbn4n9dLMbz2M6GSFLliy0VhKgnGZP43GQrNGcqpJZRpYW8lbEw1ZWjTKdkQvNWX10mnXvMatcbdZaVZzeMowhmcQxU8uIIm3EIL2sBgBM/wCm+OdF6cd+dj2Vpw8plT+APn8wfwhY2C</latexit>

h2
<latexit sha1_base64="tFuYdpfn2KG7kVztMWyuh7znCQY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5KIVI8FLx4r9gvaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+ag1QcDj/dmmJkXJIJr47pfTmFjc2t7p7hb2ts/ODwqH590dJwqhm0Wi1j1AqpRcIltw43AXqKQRoHAbjC9XfjdR1Sax7JlZgn6ER1LHnJGjZUeJsPWsFxxa+4S5C/xclKBHM1h+XMwilkaoTRMUK37npsYP6PKcCZwXhqkGhPKpnSMfUsljVD72fLUObmwyoiEsbIlDVmqPycyGmk9iwLbGVEz0eveQvzP66cmvPEzLpPUoGSrRWEqiInJ4m8y4gqZETNLKFPc3krYhCrKjE2nZEPw1l/+SzqXNa9eq99fVRrVPI4inME5VMGDa2jAHTShDQzG8AQv8OoI59l5c95XrQUnnzmFX3A+vgEkHI2k</latexit>

hT
<latexit sha1_base64="hW2Agy7kgpah/pqW+iBLaRWOgZo=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBahp5KIVI8FLx4r2A9oQ9lsNu3aTTbsToRS+h+8eFDEq//Hm//GbZuDtj4YeLw3w8y8IJXCoOt+O4WNza3tneJuaW//4PCofHzSNirTjLeYkkp3A2q4FAlvoUDJu6nmNA4k7wTj27nfeeLaCJU84CTlfkyHiYgEo2ildp+FCs2gXHFr7gJknXg5qUCO5qD81Q8Vy2KeIJPUmJ7npuhPqUbBJJ+V+pnhKWVjOuQ9SxMac+NPF9fOyIVVQhIpbStBslB/T0xpbMwkDmxnTHFkVr25+J/XyzC68aciSTPkCVsuijJJUJH56yQUmjOUE0so08LeStiIasrQBlSyIXirL6+T9mXNq9fq91eVRjWPowhncA5V8OAaGnAHTWgBg0d4hld4c5Tz4rw7H8vWgpPPnMIfOJ8/qhePIA==</latexit>· · ·

A A A A

(a) Conventional GRU.

<latexit sha1_base64="r3Jub6Db829cJ7h2V4bsD0/s/Bc=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5KIVI8FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1iNOE+xEdKREKRtFKD5OBOyhX3Jq7AFknXk4qkKM5KH/1hzFLI66QSWpMz3MT9DOqUTDJZ6V+anhC2YSOeM9SRSNu/Gxx6oxcWGVIwljbUkgW6u+JjEbGTKPAdkYUx2bVm4v/eb0Uwxs/EypJkSu2XBSmkmBM5n+TodCcoZxaQpkW9lbCxlRThjadkg3BW315nbQva169Vr+/qjSqeRxFOINzqIIH19CAO2hCCxiM4Ble4c2Rzovz7nwsWwtOPnMKf+B8/gDyD42D</latexit>

k0
<latexit sha1_base64="uUqyVlT5ra32aXVAG9MX//Rb2rw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5KIVI8FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1iNOE+xEdKREKRtFKD5OBNyhX3Jq7AFknXk4qkKM5KH/1hzFLI66QSWpMz3MT9DOqUTDJZ6V+anhC2YSOeM9SRSNu/Gxx6oxcWGVIwljbUkgW6u+JjEbGTKPAdkYUx2bVm4v/eb0Uwxs/EypJkSu2XBSmkmBM5n+TodCcoZxaQpkW9lbCxlRThjadkg3BW315nbQva169Vr+/qjSqeRxFOINzqIIH19CAO2hCCxiM4Ble4c2Rzovz7nwsWwtOPnMKf+B8/gDzk42E</latexit>

k1
<latexit sha1_base64="ei3Bd4gjpV8TU3UeX1jNm4cz9aA=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5IUqR4LXjxWtLXQhrLZbtqlm03YnQgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgobm1vbO8Xd0t7+weFR+fikY+JUM95msYx1N6CGS6F4GwVK3k00p1Eg+WMwuZn7j09cGxGrB5wm3I/oSIlQMIpWup8M6oNyxa25C5B14uWkAjlag/JXfxizNOIKmaTG9Dw3QT+jGgWTfFbqp4YnlE3oiPcsVTTixs8Wp87IhVWGJIy1LYVkof6eyGhkzDQKbGdEcWxWvbn4n9dLMbz2M6GSFLliy0VhKgnGZP43GQrNGcqpJZRpYW8lbEw1ZWjTKdkQvNWX10mnXvMatcbdZaVZzeMowhmcQxU8uIIm3EIL2sBgBM/wCm+OdF6cd+dj2Vpw8plT+APn8wf1F42F</latexit>

k2
<latexit sha1_base64="uMGXcjQ4NXpJsGzaN5qZPABs8d4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5KIVI8FLx4r9gvaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+ag1QcDj/dmmJkXJIJr47pfTmFjc2t7p7hb2ts/ODwqH590dJwqhm0Wi1j1AqpRcIltw43AXqKQRoHAbjC9XfjdR1Sax7JlZgn6ER1LHnJGjZUepsPWsFxxa+4S5C/xclKBHM1h+XMwilkaoTRMUK37npsYP6PKcCZwXhqkGhPKpnSMfUsljVD72fLUObmwyoiEsbIlDVmqPycyGmk9iwLbGVEz0eveQvzP66cmvPEzLpPUoGSrRWEqiInJ4m8y4gqZETNLKFPc3krYhCrKjE2nZEPw1l/+SzqXNa9eq99fVRrVPI4inME5VMGDa2jAHTShDQzG8AQv8OoI59l5c95XrQUnnzmFX3A+vgEoro2n</latexit>

kT

<latexit sha1_base64="XJK+iyDYyV+Fl6LNwqZswW8m3k4=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSL0VBKR6rHgxWNF+wFtKJvtpl262YTdiVhCf4IXD4p49Rd589+4bXPQ1gcDj/dmmJkXJFIYdN1vZ219Y3Nru7BT3N3bPzgsHR23TJxqxpsslrHuBNRwKRRvokDJO4nmNAokbwfjm5nffuTaiFg94CThfkSHSoSCUbTS/VPf7ZfKbtWdg6wSLydlyNHol756g5ilEVfIJDWm67kJ+hnVKJjk02IvNTyhbEyHvGupohE3fjY/dUrOrTIgYaxtKSRz9fdERiNjJlFgOyOKI7PszcT/vG6K4bWfCZWkyBVbLApTSTAms7/JQGjOUE4soUwLeythI6opQ5tO0YbgLb+8SloXVa9Wrd1dluuVPI4CnMIZVMCDK6jDLTSgCQyG8Ayv8OZI58V5dz4WrWtOPnMCf+B8/gAF7I2Q</latexit>x0
<latexit sha1_base64="/l2bxxWX0Pry3rsPvRvq3MaGBYM=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSL0VBKR6rHgxWNF+wFtKJvtpF262YTdjVhCf4IXD4p49Rd589+4bXPQ1gcDj/dmmJkXJIJr47rfztr6xubWdmGnuLu3f3BYOjpu6ThVDJssFrHqBFSj4BKbhhuBnUQhjQKB7WB8M/Pbj6g0j+WDmSToR3QoecgZNVa6f+p7/VLZrbpzkFXi5aQMORr90ldvELM0QmmYoFp3PTcxfkaV4UzgtNhLNSaUjekQu5ZKGqH2s/mpU3JulQEJY2VLGjJXf09kNNJ6EgW2M6JmpJe9mfif101NeO1nXCapQckWi8JUEBOT2d9kwBUyIyaWUKa4vZWwEVWUGZtO0YbgLb+8SloXVa9Wrd1dluuVPI4CnMIZVMCDK6jDLTSgCQyG8Ayv8OYI58V5dz4WrWtOPnMCf+B8/gAHcI2R</latexit>x1

<latexit sha1_base64="XvGiyGVTjSaeH2klwtThPDPqMZw=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIjHhRHaJQY8kXjxilEcCGzI7zMKE2dnNTK+RED7BiweN8eoXefNvHGAPClbSSaWqO91dQSKFQdf9dnIbm1vbO/ndwt7+weFR8fikZeJUM95ksYx1J6CGS6F4EwVK3kk0p1EgeTsY38z99iPXRsTqAScJ9yM6VCIUjKKV7p/61X6x5FbcBcg68TJSggyNfvGrN4hZGnGFTFJjup6boD+lGgWTfFbopYYnlI3pkHctVTTixp8uTp2RC6sMSBhrWwrJQv09MaWRMZMosJ0RxZFZ9ebif143xfDanwqVpMgVWy4KU0kwJvO/yUBozlBOLKFMC3srYSOqKUObTsGG4K2+vE5a1YpXq9TuLkv1chZHHs7gHMrgwRXU4RYa0AQGQ3iGV3hzpPPivDsfy9ack82cwh84nz8I9I2S</latexit>x2
<latexit sha1_base64="YcrAijUXj/jIzOKjny0kgzkvrVw=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoOQU9gViR4DXjxGzAuSJcxOOsmQ2dllZlYMSz7BiwdFvPpF3vwbJ8keNLGgoajqprsriAXXxnW/ndzG5tb2Tn63sLd/cHhUPD5p6ShRDJssEpHqBFSj4BKbhhuBnVghDQOB7WByO/fbj6g0j2TDTGP0QzqSfMgZNVZ6eOo3+sWSW3EXIOvEy0gJMtT7xa/eIGJJiNIwQbXuem5s/JQqw5nAWaGXaIwpm9ARdi2VNETtp4tTZ+TCKgMyjJQtachC/T2R0lDraRjYzpCasV715uJ/Xjcxwxs/5TJODEq2XDRMBDERmf9NBlwhM2JqCWWK21sJG1NFmbHpFGwI3urL66R1WfGqler9ValWzuLIwxmcQxk8uIYa3EEdmsBgBM/wCm+OcF6cd+dj2ZpzsplT+APn8wc8fI20</latexit>xT

<latexit sha1_base64="hW2Agy7kgpah/pqW+iBLaRWOgZo=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBahp5KIVI8FLx4r2A9oQ9lsNu3aTTbsToRS+h+8eFDEq//Hm//GbZuDtj4YeLw3w8y8IJXCoOt+O4WNza3tneJuaW//4PCofHzSNirTjLeYkkp3A2q4FAlvoUDJu6nmNA4k7wTj27nfeeLaCJU84CTlfkyHiYgEo2ildp+FCs2gXHFr7gJknXg5qUCO5qD81Q8Vy2KeIJPUmJ7npuhPqUbBJJ+V+pnhKWVjOuQ9SxMac+NPF9fOyIVVQhIpbStBslB/T0xpbMwkDmxnTHFkVr25+J/XyzC68aciSTPkCVsuijJJUJH56yQUmjOUE0so08LeStiIasrQBlSyIXirL6+T9mXNq9fq91eVRjWPowhncA5V8OAaGnAHTWgBg0d4hld4c5Tz4rw7H8vWgpPPnMIfOJ8/qhePIA==</latexit>· · ·

<latexit sha1_base64="e0O74tPpOAOEq1LZ7nVuymMIFlA=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5KIVI8FLx4r2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1iNOE+xEdKREKRtFKD+OBOyhX3Jq7AFknXk4qkKM5KH/1hzFLI66QSWpMz3MT9DOqUTDJZ6V+anhC2YSOeM9SRSNu/Gxx6oxcWGVIwljbUkgW6u+JjEbGTKPAdkYUx2bVm4v/eb0Uwxs/EypJkSu2XBSmkmBM5n+TodCcoZxaQpkW9lbCxlRThjadkg3BW315nbQva169Vr+/qjSqeRxFOINzqIIH19CAO2hCCxiM4Ble4c2Rzovz7nwsWwtOPnMKf+B8/gDtfY2A</latexit>

h0
<latexit sha1_base64="3H6qc5iDF5zw5HuK+bdnu6GKAKM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5KIVI8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpYTzwBuWKW3MXIOvEy0kFcjQH5a/+MGZphNIwQbXueW5i/Iwqw5nAWamfakwom9AR9iyVNELtZ4tTZ+TCKkMSxsqWNGSh/p7IaKT1NApsZ0TNWK96c/E/r5ea8MbPuExSg5ItF4WpICYm87/JkCtkRkwtoUxxeythY6ooMzadkg3BW315nbQva169Vr+/qjSqeRxFOINzqIIH19CAO2hCCxiM4Ble4c0Rzovz7nwsWwtOPnMKf+B8/gDvAY2B</latexit>

h1
<latexit sha1_base64="EpyancPNhajw67xhWTE+6t8kOfY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5IUqR4LXjxWtLXQhrLZbtqlm03YnQgl9Cd48aCIV3+RN/+N2zYHbX0w8Hhvhpl5QSKFQdf9dgobm1vbO8Xd0t7+weFR+fikY+JUM95msYx1N6CGS6F4GwVK3k00p1Eg+WMwuZn7j09cGxGrB5wm3I/oSIlQMIpWuh8P6oNyxa25C5B14uWkAjlag/JXfxizNOIKmaTG9Dw3QT+jGgWTfFbqp4YnlE3oiPcsVTTixs8Wp87IhVWGJIy1LYVkof6eyGhkzDQKbGdEcWxWvbn4n9dLMbz2M6GSFLliy0VhKgnGZP43GQrNGcqpJZRpYW8lbEw1ZWjTKdkQvNWX10mnXvMatcbdZaVZzeMowhmcQxU8uIIm3EIL2sBgBM/wCm+OdF6cd+dj2Vpw8plT+APn8wfwhY2C</latexit>
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Figure 4.7: An “unrolled” representation of the conventional GRU shows that the recurrent
unit A computes the current hidden state ht using only the current input xt along with the
previous hidden state ht↗1 (as described in Alg. 1). Our proposed BSGRU is e”ectively two
sub-units—the gating sub-unit G first computes a block state kt using the current input
and the previous block state kt↗1. Next, the specialists sub-unit B harmonizes the current
and previous block states along with the current input to estimate the current hidden state.
G and B follow Alg. 2 and Alg. 3, respectively.

4.3.2 Pretraining Process

Training a BSGRU is a complex optimization task which has many potentials for failure

similar to a generative adversarial network (GAN); this is because the BSGRU jointly

classifies and regresses over the same input signal. Although the BSGRU can theoretically

learn latent groupings in the sequential data, we find that empirically some pre-training

is required in order to prevent the model from collapsing to a sub-optimal solution—for

example, if the BSGRU learns to use only one or a few blocks out of all M possible blocks.

We prevent this collapse by formulating a two-stage pre-training procedure: first we

optimize the specialist sub-unit B and then the gating sub-unit G, in that order. For pre-

training, a latent space which can divided into M discrete groups (e.g., speaker characteristics,

SNR levels) must be chosen. Then, the ground-truth group label (i.e., block index) for

the training data input at any time t must be known—for example, if the latent space is

“segmental SNR levels”, then the group label for a single frame of the noisy input spectrogram

Xt is simply the binned value of the the segmental SNR for that frame. We discuss the

exact binning procedure used for our experiments later in Section 4.3.3.
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For the first stage, each of the blocks within the specialist sub-unit parameters (W (i)

and U (i,j) for i, j ↗ {1, . . . , M}) are sparsely activated and individually adapted following

Alg. 3. This can be done by swapping the untrained classifier (the gating sub-unit G) with a

hypothetical oracle classifier that outputs only the ground-truth block index any input at all

times t. Practically, this is equivalent to substituting all uses of the belief vector k in Alg. 3

with the one-hot representation of the ground-truth block index k̊. Then, at any time t,

i
↘ = arg max

1 ⇐ i ⇐ M

k̊(i)
t

and j
↘ = arg max

1 ⇐ j ⇐ M

k̊(j)
t↗1—because i

↘ and j
↘ are the ground-truth bin indices,

only the best-suited specialist block matrices (W (i→) and U (i→
,j

→)) will be used/updated.

In the second stage, all of the parameters of B are kept fixed. We train only the gating

sub-unit parameters (T , V , and Q). Although the gating sub-unit’s task is to classify the

input, the optimization criterion is still to minimize the discrepancy between the overall

BSGRU output and the expected output (E(M , M̂))—in other words, the training loss is

based on regression (e.g., MSE) and not classification (e.g., cross-entropy (CE)).

After this two-stage pre-training, it is still possible to fine-tune the full BSGRU over the

training corpus. This allows the specialist sub-unit to adjust its parameters to account for

the gating sub-unit’s misclassified inputs. Fig. 4.8 shows the hidden state output vector h

and the belief state vector k over all time t for a BSGRU which has completed both stages

of pre-training.

4.3.3 Experiment Setup

Architecture We devise an experiment using a BSGRU for adaptive online speech en-

hancement. As explained in Section 2.3, we develop TF-masking models which take noisy

input speech spectrogram X and estimate a binary mask M as output. All spectrograms are

computed using the STFT with 1024-point Hann windows and 75 % overlap—the resulting

shape of matrices X and M is 513 ↙ L, where L is the number of frames. Although more
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Figure 4.8: BSGRU belief vector k and hidden state output h observed during Stage 2
pre-training over various epochs. In this example, the BSGRU hidden size e = 128 and
the number of blocks M = 4, making the “e”ective hidden size” b = ∞ e

M
∈ = 32. Without

pre-training, the gating sub-unit makes arbitrary choices for the block index, so k is initially
non-sparse and only the first or second specialist pass-through the input signal. With more
training epochs, the gating sub-unit generates a sparser belief vector, thereby enforcing a
sparser hidden vector.

complex models for SE are practical, we limit the tested architectures to use only a single

recurrent network layer in order to do a targeted ablation.

As the goal is to assess the specific contributions of our proposed block-sparsity—the

compared models are equivalent except that the recurrent layer is either a standard GRU

(baseline) or BSGRU (proposed). The input dimensionality is the number of frequency bins

(1 + ∞1024
2 ∈ = 513), and the dimensionality of the recurrent layer output is the hidden size

(e). The hidden state is then input to a trainable dense layer, which maps back to the

input dimension 513. We survey three choices of “e”ective recurrent layer hidden size” in

order to observe the e”ect of model size on the benefits of adaptation. Our choices are:

(eGRU, bBSGRU) = 32, 128, or 512. We use the term “e”ective” to indicate that the BSGRU

specialist sub-unit only uses a fraction of its hidden size per time step, whereas the standard

GRU leverages its full hidden size. For fair comparison, we set eGRU = bBSGRU, because

eBSGRU = bBSGRU · M .
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Figure 4.9: Architectural di”erences between experiment models. In the oracle model, in
place of computing the belief state vector k using the gating sub-unit G, we instead assume
hypothetical access to the ground-truth block index k̊ as defined in Section 4.3.3.
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Figure 4.10: Distribution of the segmental SNR values present in the LibriMix single-speaker
enhancement training corpus.

Latent Space We show a BSGRU with M = 4 blocks adapting to test-time noisy speech

based on “segmental SNR level”. Because segmental SNR is a continuous value and we have

M = 4 groups, we consider two possible binning strategies, accounting for the distribution

of the LibriMix single-speaker enhancement training corpus segmental SNR as shown in

Fig. 4.10. The first näıve binning strategy would be to use evenly spaced intervals which

span the breadth of all possible segmental SNR values. We refer to this as the “uniform

binning” approach, and as M = 4, we arbitrarily define three bin edges: (→30, →10, 10) dB.

Subsequently, the ground-truth block index encoded as a one-hot vector (̊kt) is defined as

follows:

k̊Uniform
t =






[ 1 0 0 0 ] SegSNR(Xt) ⇓ →30 dB

[ 0 1 0 0 ] →30 dB < SegSNR(Xt) ⇓ →10 dB

[ 0 0 1 0 ] →10 dB < SegSNR(Xt) ⇓ 10 dB

[ 0 0 0 1 ] 10 dB < SegSNR(Xt)

(4.5)
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A more analytical second binning strategy could be based on quantiles. This maximizes

the likelihood that each specialist within B sees the same number of input frames. In the

“quantile binning” approach, as M = 4, the bin edges are empirically derived at 25%, 50%,

and 75% splits: (→14, →1, 5) dB. Similarly, the ground-truth block index encoded as a

one-hot vector is defined as follows:

k̊Quantile
t

=






[ 1 0 0 0 ] SegSNR(Xt) ⇓ →14 dB

[ 0 1 0 0 ] →14 dB < SegSNR(Xt) ⇓ →1 dB

[ 0 0 1 0 ] →1 dB < SegSNR(Xt) ⇓ 5 dB

[ 0 0 0 1 ] 5 dB < SegSNR(Xt)

(4.6)

The exact bin edges are annotated in Fig. 4.10; these bin edge values are specific to our

choice of using the “segmental SNR” latent space. Choosing another latent space would

necessitate re-adjusting the bin edges. In our experiments, we assess the e”ect of these two

strategies (uniform vs. quantile) with respect to the denoising performance of a single-layer

BSGRU.

Dataset This experiment utilizes the LibriMix [36] dataset; it is an open-source recipe for

combining clean speech recordings from “Librispeech” [30] with ambient noise recordings

from “WHAM!” [111] to produce a deterministic set of mixture audio. In particular, we

use only the mixture audio containing a single speaker contaminated by background noise;

the dataset additionally supports two- and three-speaker mixtures. All derived audio files

are sampled at 16 kHz, but inputs to the model are truncated to be 3 s in duration. In

total, there is 58 h of training data, 11 h of validation data, and 11 h of test data. Speaker

identities are non-overlapping between the three partitions.
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Hyperparameters For all trials, we use M = 4 for the number of blocks. With our

BSGRUs, we fix the gating sub-unit hidden size e
↘ = 16; this results in a very small

computational overhead for computing Alg. 2. We find that performance is largely una”ected

by di”erent values for the gating sub-unit temperature ε = 1, 1e → 1, and 1e → 2. The Adam

optimizer [95] is used for all trials with various choices of learning rates ϖ = 1e → 3, 1e → 4 or

1e → 5; reported performance for each model is the best-performing. Also, our training loss

function is the negative SISDR between the estimated clean speech ŷ and the ground-truth

clean speech M . Recall that ŷ = M ∝ X, where X is the noisy speech input spectrogram

and M is the TF binary ratio mask estimated by the denoiser model. We use a fixed choice

of 100 epochs for both the baseline GRU and oracle BSGRU. The oracle BSGRU is used as

the Stage 1 initialization (B) for the pre-trained BSGRU, which goes through another 100

epochs to optimize only G.

4.3.4 Results

Fig. 4.11 summarizes the results of the experiment. Reported SISDR improvement values

are the averages ± 95 %-confidence interval. Note that the binning strategy axis only applies

to the BSGRU, so the baseline GRU numbers are equivalent in both rows.

Oracle Binning Strategy Firstly, across all configurations, we see that the oracle BSGRU

model achieves the most significant boost in performance over the the non-adapted GRU

model. This is to be expected, as the oracle model simulates a BSGRU with a perfect

100%-accurate gating sub-unit. Comparing uniform vs. quantile binning strategy, we see

that the oracle quantile models perform best; this can be explained due to the fact that

the quantile binning strategy, by definition, maximizes the utilization of all M specialist

blocks to cover the near-equal quadrants of the “segmental SNR” latent space. In other

words, the number of most-suited input cases is well-balanced among the M blocks. In the
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Figure 4.11: Comparison of speech enhancement performance between a unadapted GRU
baseline model, the pre-trained proposed BSGRU, and an oracle BSGRU.

uniform binning approach, the 3rd specialist would encounter the vast majority of input

frames, whereas the 1st specialist would encounter the least; this relates to the area under

the curve for each bin edge in Fig. 4.10. In summary, with uniform binning, the input cases

are not well-balanced among the specialists, making it understandably subpar to the quantile

binning.

Non-Oracle Binning Strategy Consequently, with the fully pre-trained BSGRU, the

uniform binning strategy outperforms the quantile binning strategy over all model sizes.

This may be explained by the fact that the gating sub-unit G is not perfect; even after the

two-stage pre-training, accuracy may be at best 70 % to 80 %. Naturally, inputs may be

misclassified; the uniform binning ensures that the centroids of each specialist are maximally
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spread out in the latent space. The bin edges are very close in value with quantile binning

(e.g., 1 dB to 5 dB) as compared to uniform binning (e.g., →10 dB to 10 dB), therefore

misclassification is more likely in the former. Thus, for practical applications, where the

ground-truth block index k̊ is not known at either training or test-time, a simple uniform

binning of the latent space may be more performant.

Model Size Next, we see that for the smallest model size, the two-stage pre-trained

BSGRU outperforms the non-adapted GRU model by a statistically significant amount

(about 5.4 % to 6.3 % improvement). This improvement is shown for models with the

same “e”ective hidden size”, highlighting the merit of our proposed model that leverages its

increased spatial complexity with negligible change in computational complexity. With the

next largest model size, the performance gain from non-adapted to adapted is noticeably

decreased (about 0.4 % to 2.6 % improvement). With the largest size, the performance is

regressed with quantile binning and only negligibly improved with uniform binning (about

→3.3 % to 0.9 % improvement). This finding echos our previous conclusions that the benefits

of model adaptation are best realized with smaller model sizes. A smaller model stands to

gain more from personalization given the reduced number of total parameters.
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Chapter 5

Conclusion

The goal of this dissertation was to present two classes of algorithms that address the task

of personalized (speaker-specific) speech enhancement, emphasizing the computational- and

data-e!ciency of these methods. Other research has shown that personalization expectedly

improves performance for the target speaker, but the resource e!ciency benefits discussed

in this dissertation were previously unexplored.

A significant focus of our study was on lossless model compression. The core idea

was to verify that personalized SE models could match or exceed the performance of non-

personalized SE models using fewer model parameters. We saw that this was the case

for specialist models pre-trained using NTT; for example, a tiny ConvTasNet pre-trained

using contrastive mixtures matched the performance of a small ConvTasNet pre-trained

using standard fully-supervised SE. Similarly, with our model selection experiments, we

saw that a generalist GRU-based SE model using 384 hidden units was outperformed by a

sparse ensemble of ten specialist GRU-based PSE models each using 64 hidden units. These

examples show that the spatial complexity (i.e., the number of total stored parameters)

could be reduced without degrading SE performance on the target speaker. Therefore, our

assertion that personalization was a novel paradigm for lossless model compression was

empirically validated.

Needless to say, using fewer model parameters minimizes both the space- and time-

complexity of the PSE algorithms. In other words, by achieving lossless model compression,

we have also inherently reduced the overall run-time (or inference) complexity. Particularly

with the model selection / sparse ensemble paradigm, the savings on space- and time-

88



complexity are, in fact, decoupled. For example, if storage space is not a limiting factor, one

can simply increase K—the number of specialists in the ensemble—to improve the adapted

or personalized performance even more (up to a saturating point). Despite increasing K, the

actual algorithmic latency of the sparse ensemble remains the same because we select only

one best-suited specialist model for inference. In other words, our fundamental exploitation

of the MLE ensemble formulation enabled the opportunity to achieve isolated gains in

run-time complexity.

Another priority of our work was to minimize or avoid any model pre-training using

(reference quality) clean speech data from the target speaker. We defined our privacy goals

in this regard because of the recent advancements in speech synthesis research, showing that

realistic vocal forgery may be feasible with as little as 5 seconds of reference data. Our core

hypothesis is that (non-reference quality) noisy speech data is unusable for training legitimate

text-to-speech (TTS) systems, but may be beneficial for PSE through self-supervised learning.

The proposed NTT algorithms (PseudoSE and contrastive mixtures (CM)) are pretext tasks

meant to derive meaningful features distinctly for the PSE task. To this end, we made

the assumption that noisy speech data was easier to collect—skipping the need for a

voice enrollment process. Furthermore, we assumed that the SNR of the in-the-wild data

followed a uniform distribution between 0 dB to 15 dB in accordance with prior literature in

psychoacoustics. Naturally, our NTT methods may be limited depending on how originally

degraded the in-the-wild data is; we therefore proposed data purification (DP) to minimize

the delta between the pseudo- and real SE learning objectives. On the other end of the

spectrum, our illustration of personalization through model selection assumes that target

speaker data is wholly unavailable during training time, so we sidestep the privacy concern

entirely.
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However, if the target speaker’s clean speech is accessible, all of our proposed PSE

algorithms can benefit from additional transfer learning/fine-tuning. Although we only

examined the success of fine-tuning in our NTT experiments, it is highly likely that the

sparse ensembles or BSGRU models would also benefit from having any knowledge of the

test-time speaker.

Furthermore, with the NTT experiments, we gleaned the impact of training SE models on

in-domain data, even if it’s noisy. Stemming from our experiment setup, we saw that multiple

types of personalized models—leveraging only 25 minutes of referenceless noisy speech from

the target speaker—were able to outperform a non-personalized generalist model—trained on

440 hours of reference-quality clean speech from 1000+ anonymous speakers. This massive

reduction in training data size shows the potency of self-supervised learning with in-domain

data versus fully-supervised learning over out-of-domain data. Subsequently, using a smaller

training dataset reduces the overall elapsed training time, thereby reducing computing costs.

5.1 Contributions

We can summarize the novelty of this dissertation by viewing the proposed methods as broad

frameworks for addressing PSE based on the availability of speaker-specific training data.

We a!rm that “personalization via noisy-target training” is a robust approach when

unlabeled noisy speaker data is available. Realistically, this noisy data is likely more abundant

or, at least, easier to obtain. All of the self-supervised models could be improved further

through fine-tuning when a small amount of the target speaker’s clean speech data was

available. As they were trained in-domain, the NTT models adapted more e”ectively than

the out-of-domain fully-supervised models.

Next, we showed how “personalization via model selection” addresses the cases where

no target speaker data is available. The number of specialist sub-modules K may be
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chosen based on the space limitations, enabling a variable subdivision of the overarching SE

problem. The performance upper bound of model selection methods ultimately depends on

the grouping strategy and the group transition mechanism.

5.2 Limitations & Future Work

One remaining claim from this dissertation’s motivation was to address social fairness

through model personalization. It would have been ideal to discover concrete evidence of

our models achieving equivalent SE performance for under-recognized speakers, such as

those with diverse accents, from di”erent age groups, or even with specific speech disorders.

This e”ort would have rendered further insights into the design of accessible speech-based

machine learning systems. Regrettably, the absence of specific demographic annotations

in many public speech datasets limited our ability to fully explore the potential of our

methods. Although we could not investigate our claim in this dissertation, the methods

discussed do not make any assumptions about specific speaker identities or characteristics.

So, theoretically, they may be applied to the under-recognized cases, given the appropriate

training data.

We note that additional studies could have been done regarding the data-e!ciency

arguments. For example, our NTT experiments were designed with the specialist models

being trained on approximately 25 min of noisy speech from the target speaker. An extension

of this work could have varied this amount, generating a curve to see the impact of in-domain

noisy data on the pseudo SE learning objective. Also, because the DP method diminishes

the learning contribution of overly degraded frames, it would have been informative to

determine what percentage of the in-the-wild data was ultimately usable.

A few other supplementary experiments may have strengthened the arguments pre-

sented in this dissertation. For example, we could have assessed more sophisticated speech
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enhancement neural network architectures besides the described GRU-based masking net-

work or ConvTasNet. There are a plethora of speech enhancement algorithms that may

be classified as TF-masking or end-to-end signal estimation methods; our experimental

validation only covers one algorithm from each approach. Also, more extensive sweeps over

experiment hyperparameters—including learning rates, optimizers, and number of clusters

(K)—may have been done with additional time. For our experiments, we opted for the

simplest deformation function: a sum of speech and noise signals. However, we anticipate

the proposed methods would translate well to more complex deformation functions that

incorporate reverberation or other filters. Lastly, it would have been ideal to formulate an

experiment that makes the NTT and model selection methods more directly comparable.

We recognize that many other studies about personalization directly identify the target

speaker by estimating a “speaker ID” vector. However, the proposed methods of this

dissertation are data-centric and intentionally do not involve an explicit speaker identification

(SI) task. In that way, we empirically see that features learned for the SE task need

not compromise the speaker’s identity—that is, identification may not be essential for

personalization. Therefore, we suspect that the availability of training data is likely the

biggest factor in deciding the best framework for training and deploying a PSE system.

In short, we hope this dissertation inspires additional research on providing personalized

experiences with speech-based systems, prioritizing resource e!ciency and speaker privacy.
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