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Abstract

Replica exchange stochastic gradient Langevin
dynamics (reSGLD) (Deng et al., 2020a) is an
effective sampler for non-convex learning in
large-scale datasets. However, the simulation
may encounter stagnation issues when the high-
temperature chain delves too deeply into the dis-
tribution tails. To tackle this issue, we propose
reflected reSGLD (r2SGLD): an algorithm tai-
lored for constrained non-convex exploration by
utilizing reflection steps within a bounded domain.
Theoretically, we observe that reducing the diam-
eter of the domain enhances mixing rates, exhibit-
ing a quadratic behavior. Empirically, we test
its performance through extensive experiments,
including identifying dynamical systems with
physical constraints, simulations of constrained
multi-modal distributions, and image classifica-
tion tasks. The theoretical and empirical findings
highlight the crucial role of constrained explo-
ration in improving the simulation efficiency.

1. Introduction

Stochastic gradient Langevin dynamics (SGLD) (Welling
& Teh, 2011) is the go-to Markov Chain Monte Carlo
(MCMC) method in big data. The sampler smoothly transi-
tions from stochastic optimization to sampling as the step
size decreases and the injected noise enables exploration for
posterior sampling. However, the simulation efficiency is
severely affected by the pathological curvature of the energy
landscape. To address these challenges, the Quasi-Newton
Langevin dynamics (Ahn et al., 2012; Simsgekli et al., 2016;
Liet al., 2019) proposes to adapt to the varying curvature for
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more efficient exploration of the state space; Hamiltonian
Monte Carlo (HMC) introduces auxiliary momentum vari-
ables and simulates the Hamiltonian dynamics to explore the
periodic orbit (Neal, 2012; Campbell et al., 2021; Zou & Gu,
2021; Wang & Wibisono, 2022); Higher-order numerical
techniques offer more efficient simulation by maintaining
the stability using a larger stepsize (Chen et al., 2015; Li
etal., 2019).

Although the above samplers effectively address pathologi-
cal curvatures, they are still susceptible to getting trapped in
local regions during non-convex sampling. To circumvent
this local trap phenomenon, importance samplers (Berg &
Neuhaus, 1992; Wang & Landau, 2001; Deng et al., 2020b;
2022) inspired by statistical physics encourage the particles
to explore the high energy tails of the distribution; simu-
lated tempering (Marinari & Parisi, 1992; Lee et al., 2018)
proposes to escape local optima by adjusting temperatures
to explore various energy levels of the distribution, which
offer viable solutions to these challenges. Building upon
these, replica exchange Langevin dynamics (reLD) (Swend-
sen & Wang, 1986; Earl & Deem, 2005) and the big data
extensions via reSGLD (Deng et al., 2020a) utilize multi-
ple diffusion processes at diverse temperatures and incor-
porate swapping during training, thereby enabling high-
temperature processes to act as a bridge across various local
modes. Its accelerated convergence has been both theoreti-
cally quantified (Dupuis et al., 2012; Dong & Tong, 2022)
and empirically validated (Deng et al., 2020a).

The naive reSGLD algo-
rithm, while effectively
navigating non-convex
landscapes, still faces
over-exploration issues
in high-temperature
chains, which is often
out of our interest in the
optimization perspective.
This is partly attributed
to non-Arrhenius behav-
ior (Zheng et al., 2007,
Sindhikara et al., 2010), where increasing temperatures do
not linearly translate to improved exploration efficiency.

Figure 1. Trajectory of r2SGLD.
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Specifically, over-exploration can result in either exploding
or oscillating losses in deep learning training. This
phenomenon can deteriorate the model’s stability and
optimization performance, and lead to poor predictions.
Another interesting interpretation is from the perspective of
Thompson sampling approximated by SGLD (Mazumdar
et al., 2020; Zheng et al., 2024), where excessive exploration
of distribution tails often results in underestimating the
optimal arm. This subsequently impedes achieving optimal
regret bounds (Jin et al., 2021).

To address this, constrained sampling techniques in MCMC
play a pivotal role for different purposes in various forms,
such as sampling on explicitly defined manifolds (Lee &
Vempala, 2018; Wang et al., 2020), implicitly defined mani-
folds (Zappa et al., 2018; Lelievre et al., 2019; Kook et al.,
2022; Zhang et al., 2022; Lelievre et al., 2023), and sam-
pling with moment constraints (Liu et al., 2021).

The proposed algorithm is further guided by constrained
gradient Langevin dynamics with explicit form boundaries.
A significant contribution to this field was first made by
studying the convergence properties of Langevin Monte
Carlo in bounded domains (Bubeck et al., 2018), which
uncovered a polynomial sample time for log-concave distri-
butions. This research was further extended to non-convex
settings later (Lamperski, 2021). Subsequently, Hamilto-
nian Monte Carlo techniques were employed to advance the
field by exploring constrained sampling in the context of
ill-conditioned and non-smooth distributions (Kook et al.,
2022; Noble et al., 2023). Other notable works include
proximal Langevin dynamics (Brosse et al., 2017) for log-
concave distributions constrained to convex sets, reflected
Schrodinger bridge for constrained generation (Deng et al.,
2024), and mirrored Langevin dynamics (Hsieh et al., 2018;
Ahn & Chewi, 2021), which focuses on convex settings.

Based on the previous work, we propose an adapted sam-
pler for constrained exploration—reflected replica exchange
SGLD (r2SGLD)—to specifically address over-exploration
in high-temperature chains and improve the mixing rates
in challenging non-convex tasks. The r2SGLD algo-
rithm employs parallel Langevin dynamics with swaps at
varying temperatures, which achieves exploration through
high-temperature chains and exploitation through low-
temperature chains (Figure 1). Chains wandering outside
the constrained domain are brought back by a reflection
operation, which involves the construction of a tangent
line at the nearest boundary for symmetrical reflection. By
carefully constraining the exploration domain, we aim to
harness the benefits of the high-temperature chain without
succumbing to the detriments of over-exploration. A swap-
ping mechanism between chains with different temperatures
is subsequently used to balance between exploration and
exploitation. We summarize the main contribution to this
work as follows:

(1) We contribute to the theoretical landscape by prov-
ing that r2SGLD outperforms the naive reSGLD. For the
continuous-time analysis, we provide a quantitative mixing
rate, marked by a refined decay rate of O(1/diam (Q)?),
where diam (€2) denotes the domain diameter.

(2) This work introduces the novel use of constrained gra-
dient Langevin dynamics in the identification of dynamical
systems, which marks the first known application in this do-
main and broadens the methodological toolkit for dynamical
system analysis.

(3) Extensive testing of r2SGLD against diverse baselines in
both bounded 2D multi-modal distribution simulation and
large-scale deep learning tasks further confirmed its superior
efficacy.

Remark 1.1. It should be noted that compared with the
naive reflected gradient Langevin dynamics, studying the
quantitative value of the spectral gap in r2SGLD remains
a fundamental challenge. For example, Bakry et al. (2008)
delves into a crude lower bound for the spectral gap concern-
ing vanilla Langevin diffusion, where lower values imply
faster convergence, particularly on sub-Gaussian distribu-
tions. Although these distributions are weaker than log-
concavity, they still preclude the emergence of significant
non-convexity.

The extension to Gaussian mixture distributions has posed a
significant challenge. Dong & Tong (2020) investigates the
considerable enhancement of the spectral gap with replica
exchange Langevin diffusion compared to vanilla Langevin
diffusion. We anticipate a similar acceleration would persist
in bounded domains. However, given the methodological
nature of our work, we recognize this topic and extensions
to general non-convexity as beyond the current scope and
defer it to future investigations.

2. Methodology

This section introduces the reflected reLLD (r2LD), its in-
finitesimal generator, and the proposed r2SGLD algorithm.
Our discussion centers on their contribution to efficient ex-
ploration in constrained non-convex sampling, which offers
insights into its underlying mechanisms.

2.1. Reflected Replica Exchange Langevin Diffusion

The fundamental principle of the r2SGLD algorithm lies
in the r2LLD concept, which involves running multiple
Langevin diffusions simultaneously, each at a different tem-
perature. The system dynamics are described by the follow-
ing stochastic differential equations:

asM = —vu(BM)dt + v2rdwY + v(BM) LM (dt), 0
a8 = —vU(B*)dt + v2rdW,? + v(B*) LA (dt),
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where ,Bt(l), 52) € R represent the parameter sets at re-
spective temperatures 71 and 72. The term VU (3;) denotes
the gradient of the potential, and Wt(l) and Wt@) are in-
dependent standard Wiener processes. The function v(3;)
represents the inner unit normal vector at a point on the
boundary 92, while L(") and L(?) denote independent local
times with reference to 0.

Our focus is on restricting the process to a compact do-
main Q C R? with a boundary 992. We ensure reflected
boundary conditions through the terms v/(3(1))L(}) (dt) and
v(B3) L) (dt). We further demonstrate that the r2LD, as
specified in (1), converges to an invariant distribution 7 (-, -):

1 _ven_
d7r(x17:r2) = Ee T1

U(zg)

diC] de, (2)

p(z1,22)

where Z is a normalizing constant:

7 = / p(x1, x2)dz1des.
QxQ

The density of this distribution, p(-, -), applies only within
the domain €2 x €2 and the density is zero outside this domain.

The swap between chains results in positional changes

from (B, 8?) to (ﬁt > ﬁt ¥ dt) at a rate determined by

r(1AS( El), t(Q)))dt, where r > 0 denotes the swapping
intensity to regulate the frequency of swapping configura-
tions between the two processes. The swap function S(-, -)
is given as follows:

S(BM, 82 = J[FH) (B -uE®) (3

Similar to the Langevin diffusion in Chen et al. (2019),
r2L.D behaves as a reversible Markov jump process, which
converges to the same invariant distribution (2).

2.2. The Infinitesimal Generator

The process 3; = ( t(l),,@'f)) follows a Markov diffusion
process with infinitesimal generator £ to encompass both
the r2LD (1) and swapping dynamics (3). For (z1,z2) in
the interior of € x (2, the generator £ applies to a smooth
function f and is structured into distinct components: £() f
and £ f for the dynamics of x; and z9, and L) f for
swap dynamics:

Lf =—(Va, f(z1,22), VU(21)) + 114z, f (21, 72)
£

—(Vau, f(21,22), VU (22)) + 7284, f (21, 72)
Lo f

+rS(@1, x2) - (f(22,21) —

£ f

“

f($1,$2))»

where V., A, denote the gradient and Laplacian operator
with respect to z;, ¢ = 1, 2, and the entire formulation is
subject to the Neumann boundary conditions (Menaldi &
Robin, 1985; Kang & Ramanan, 2014), also (Wang, 2014)
(Theorem 3.1.3):

{ Vo, f(x1,22) -v(21) =0
vng(xhl'z) : V(CCQ) =0

(x1,22) € 0N x 0, )
(1’1,1’2) € Q x 0N.

For the invariant measure 7 that is associated with a smooth
potential function U () as in (2), the corresponding Dirich-
let form that appears in the Poincare inequality (10) and
Logarithmic Sobolev (Log-Sobolev) inequality (14) is given
as follows:

&) = [ (nIVai 1P + ol Vs f P dr(an, ). (@

Furthermore, as established in Theorem 3.3 (Chen et al.,
2019), the Dirichlet form Eg linked to the infinitesimal
generator £(*) includes an additional term representing ac-
celeration:

Es(f)=E(f)+

7/5(“’1’2) (f(x2, 1) —

2 f(x1,22))dm (21, m2),

acceleration term

which induces positive acceleration under mild conditions,
and it is vital for rapid convergence in the 2-Wasserstein
(Ws) distance. Notably, the acceleration’s effectiveness
depends on the swap function (3).

2.3. The Proposed Algorithm

r2SGLD is the practical interpretation of the continuous
process described by the infinitesimal generator in (1). Fol-
lowing Algorithm 1, it starts with updating the parameters
,@(1) and 5(2) for the diffusion process using stochastic gra-
dients and noises, followed by reflection operations R(-)
to reflect out-of-boundary samples back to the bounded
domain 2. The gradient

v (8" _| ZVUD|,8k), i=1,2,

D EB

is estimated by a mini-batch data By, and {D, } ", is the
dataset. Next, the algorithm determines whether to swap the
chains by comparing a uniformly generated random number
u against the corrected swapping intensity .S:

S@V, 3 = (%) (OEN-0E-(4-5)F) ()

where 52 approximates the variance of U (B,(CQ )— (ﬁk Jrl)
and C acts as an adjustment to balance acceleration and bias.
The algorithm proceeds iteratively until a specified number
of iterations is reached. The parameter sets {B,il)}kK ! are

produced as outputs for analytical purposes.
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Algorithm 1 The r2SGLD Algorithm.

Input Initial parameters EP, B?).
Input Number of iterations K.
Input Temperatures 71, To.

Input Correction factor C.

Input Learn rate 7.

fork=1,2,--- K do
Sampling Step

Bl =R (B - v + vEmE”)

Bl =R (B — VOB + VEmel ).

Swapping Step
Generate a uniform random number u € [0, 1].
Compute S follows .
if u < S then
Swap B,(Clﬁl and 5&)1
end if
end for

Output Parameters { B,(cl) }i:’ll .

3. Theoretical Analysis

In this section, we outline the convergence analysis of
continuous-time r2L.D under the y2-divergence and W,-
distance, which extends the previous analysis (Chen et al.,
2019; Deng et al., 2020a) within a constrained domain. We
further highlight the acceleration benefits achieved through
parameter swapping and discuss how the convergence rate
is influenced by the diameter of ). Lastly, our analy-
sis includes an evaluation of discretization error in the 1-
Wasserstein (JV;) distance. Throughout the analysis, we
adopt the following assumptions.

Assumption Al. Q) is a compact domain with a boundary
0f) whose second fundamental form is bounded below by
some constant k < 0 .

Remark 3.1. For any two tangent vectors vi,ve at x €
01, the second fundamental form of 02 is defined by
I(vy,v2)(x) = —(Vy,v(x),v2), where v(z) is the normal
vector field, V,,, v denotes the directional derivative of v(x)
along v;. Note that if I(vy, vg)(z) > & for some x < 0, the
second fundamental form of the boundary 0f2 is bounded
below by k. It is also worth mentioning that if kK = 0, 2 is
convex.

Assumption A2. The function U € C?(2). Since  is
compact, there exists an L > 0 such that for all =,y € €,

IVU(z) = VU@ < Lllz —y|.- ®

Unless specified otherwise, the theoretical results in this
work are based on Assumptions Al and A2.

3.1. Convergence in x2-Divergence

Our analysis begins by identifying the invariant distribu-
tion of r2LLD, which delves into the basic properties of the
generator £ subject to the boundary condition (5):

Lemma 3.2. {3;}:>¢ is reversible and its invariant distri-
bution T is given by (2).

We define the x2-divergence as

Elulm) = | (d’“—l)zdw ©)
! axo \ dr ’

where dy; /dr is the Radon—-Nikodym derivative between
¢ and 7. The convergence rate of y; in y2-divergence is
related to the Poincaré inequality:

Lemma 3.3. For any probability measure 1 < m where the
Radon—Nikodym derivative du/dr satisfies (5), the follow-
ing inequality holds:

d
X (ullm) < CpE (({‘) : (10)
T
where the best constant Cp is called Poincaré constant.

Here is our primary convergence result:

Theorem 3.4. Given any initial measure g for which
duo/dn satisfies (5), the x?-divergence to the invariant
distribution T decays exponentially according to:

X (ellm) < X (pol|m) exp (—2t(1+ns)Cpt) . (11)

where ng := %n(f) — 1 is the acceleration effect in
>

x2-divergence.

In addition to the observed acceleration effect, our findings
highlight the significance of the Poincaré constant Cp in
convergence, as shown in (11), where its lower bound di-
rectly influences the convergence rate. In the literature, Cp
is often referred to the first Neumann eigenvalue of L or
spectral gap, denoted by A1(L). For a non-convex domain
that satisfies Assumption Al, it has been shown in Wang
(2014) (Corollary 3.5.2) that

Lemma 3.5. The Poincaré constant Cp, defined in Lemma
3.3, satisfies the inequality:

2

CP = /\1(£) > Cl (dmm(Q)Q

+ C’2> , (12)
where C and Cy are constants depending on U and &, in

particular, when () is convex, we have Cy = 1 and Cy = 0,

Le., )
77

> .

(L) 2 diam ()2
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Remark 3.6. For a non-convex domain {2 whose second fun-
damental form is bounded below by «, applying a conformal
change of the Euclidean metric (as outlined in Wang (2007),
Lemma 2.1) allows for a simplification to a convex domain
case, which results in a less explicit bound specified in (12).
However, it should be noted that Cp = O(1/diam()?)
still holds true when diam () < 1.

3.2. Convergence in 2-Wasserstein Distance

We introduce the p-Wasserstein distance between two Borel
probability measures  and 7 on R4

1/p
Wier) = it ([ el
yel'(p,m) R2d x R2d

where T'(u1, ) denotes all joint coupled distributions ~ with
marginal distributions p and 7. Furthermore, we define the
Kullback-Leibler (KL) divergence as

() (e
D(p||7) :== /Q><Q <d7r) In (dw) dn. (13)

The convergence rate under VV,-distance is dependent on the
Log-Sobolev inequality which controls the entropy through-
out the Fisher information. The proof of the following
lemma is referred to Wang (2014) (Corollary 3.5.3).

Lemma 3.7. For any probability measure p < m and
satisfying dp/dm > 0 and (5), the following Logarithmic
Sobolev (Log-Sobolev) inequality holds:

d
D(u|) < Crs€ ( d‘;) . (14)

where the best constant C'rg is called Log-Sobolev constant.

Theorem 3.8. Given any initial measure g for which
dpo/dm > 0 and satisfying (5), the 2-Wasserstein distance
between (1, and m satisfies the following accelerated expo-
nential decay estimate:

Wi (e, ™) < v/2CLsD(po||m) exp (—t(1 4 65)Crg ) ,

(15)
o (V)
where g := %I;g R S———
%)

in Wh-distance.

— 1 is the acceleration effect

Now we apply the estimate for the Log-Sovolev constant
for non-convex domain (Wang, 2007) (Corollary 3.5.3):

Lemma 3.9. The Log-Sobolev constant, defined in Lemma
3.7, satisfies the following inequality:

>
Cs 2 diam ()2’ (16)

where C'is a constant depending on « and U. In particular,
when € is convex, we have

o >\/1+47r271
L5 = 9 diam(Q)2

Remark 3.10. For non-convex domain (2, as highlighted in
Remark 3.6, the bound presented in (16) is less explicit.

7)

For detailed derivations, readers may refer to Appendix B.
3.3. Discretization Analysis

Due to the lack of higher-order local time estimates in the
reflection term, our study on discrete-time dynamics of
r2SGLD reveals its unique aspects compared to naive reS-
GLD. Following the techniques in Tanaka (1979); Bubeck
et al. (2018), we successfully derive the upper bound for the
discretization error within the WV; -distance framework.
Theorem 3.11 (Discretization error). Assume that the do-
main §Q is convex, and Assumptions Al, A2 hold true, then

Wilur,jir) < O(n'/* + | /maxE[] e ]
4\ ma VET.P]).

where nr denotes the distribution of ng which is the

continuous-time interpolation for r2SGLD, ¢y, = V~ﬁ -
VU is the noise in the stochastic gradient, and 1y, := S — S
is the noise in the stochastic swapping rate.

Interested readers can refer to Appendix C for details.

4. Experiments

To validate the r2SGLD algorithm®, we begin by applying it
to dynamical system identification (Section 4.1), where the
physical constraints are inherent in the dynamical system.
Subsequently, its effectiveness in multi-mode distribution
simulation is detailed in Section 4.2. Lastly, Section 4.3 il-
lustrates the algorithm’s performance in deep learning tasks.

4.1. Identifying the Lorenz Systems

The Lorenz system is a system of ordinary differential equa-
tions that underscores that chaotic systems can be com-
pletely deterministic and yet still be inherently unpredictable
over long periods of time:

Z‘(t) = U(y - CC),
yt) =x(p—2) — v, (18)
Z(t) = zy — Bz,

where the system dynamics is determined by three unknown
parameters: o (the Prandtl number), p (the Rayleigh num-
ber), and /3 (the aspect ratio)’. A prevalent approach to

*Code is available at github.com/haoyangzheng1996/r2SGLD
"Following traditional conventions in the Lorenz system, we
use [ to differentiate it from the parameters 3 as defined in (1).
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Figure 2. Schematic of the r2SGLD algorithm, demonstrated on identifying the Lorenz system

learning the Lorenz system involves the Sparse Identifica-
tion of Nonlinear Dynamics (Brunton et al., 2016; de Silva
et al., 2020; Kaptanoglu et al., 2022). This method employs
thresholding least squares using the position and its time
derivative for x(t), y(t), and z(¢) at specific times:
X = 0(X)8, (19)
where X is the concatenation of multiple state ve-
locities [Z(tm ), Y(tm), 2(tm)] sampled at several times
t1,to, -+ ytm, . ©(X) is the candidate basis from the
sampled states, and 3 is a sparse matrix to determine which
candidate basis is active. In our work, this method is tai-
lored by simplifying the sparse coefficient matrix, which
targets the learning of the unknown parameters o, p, and
(. Another critical aspect is that our approach relies solely
on gradient information of the potentials according to state
velocities, rather than having access to the sampled states:
VU (Br) = %@T (08: - %), (20)
where the matrix © from R™*® here encompasses five can-
didate basis functions associated with z(t,,,), y(tmm), 2(tm),
Z(tm)y(tm), and x(t,,)z(tm). Additionally, the matrix
B € R5*3, an approximation of 3 containing parameters
o, p, B, interacts with X from R™*3, representing m sam-
pled state velocities from ¢ to ,,.

A general framework to identify the Lorenz system with
r2SGLD algorithm is shown in Figure 2. The data for this

work is generated using a six-stage, fifth-order Runge-Kutta
method (Atkinson, 1991). This method is applied to com-
pute states from time O to 100 at intervals of 0.01, followed
by calculating the velocity of X using elementary matrix
operations. Once the sampling and swapping steps are com-
plete in each iteration, the Runge-Kutta method is used with
the latest sampled model parameters, which aims to derive
both the approximate states matrix X and the candidate ba-
sis ©(X) for the relevant time stamp. Upon convergence
of the empirical distribution to its stationary counterpart or
upon satisfying certain stopping conditions, the sampling
and swapping steps are halted. The outputs are the empirical
posterior modes of the unknown parameters, which are used
to recover the target dynamical systems.

We apply dual-chain reSGLD and r2SGLD for sampling
within the parameter space to estimate the posterior mode
of unknown parameters (&, p, and B). For r2SGLD, its
sampling process adheres to physical constraints requiring
the positivity of parameters (o, p, 5 > 0). To ensure global
stability within the system, two additional constraints are
implemented: one mandates a high rate of viscous dissipa-
tion to inhibit amplification of minor perturbations in the
system’s velocity field (¢ > 1 + /3), and the other requires
strong thermal forcing to counterbalance the stabilizing ef-
fects of viscous dissipation (p > 1). To streamline the
algorithm’s performance, we enforce accurate values for
model parameters associated with the less critical candidate
basis, which directs the algorithm’s focus primarily toward
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(a) Truth
Figure 3. Simulation of the Lorenz system based on the empirical posterior modes of model parameters.

identifying the essential model parameters.

6=999 A

(b) reSGLD

0=27.78 0 =28.01
B =268 B =267
“Gpres@OD 0 -®%r2s60D 0.5

Figure 4. Posterior distributions of the identified model parameters.

Upon adhering to the specified conditions, we evaluate the
effectiveness of reflection in reSGLD by contrasting the
empirical posteriors with reflection (Figure 4(b)) against
those without reflection (Figure 4(a)). The presented figures
illustrate estimated values of the empirical posterior modes
of 4, p, and B, as generated by the reSGLD and r2SGLD
methods. Notably, the posterior distributions displayed here
are normalized to facilitate a more straightforward and clear
comparison. The result reveals that the posterior modes de-
rived from r2SGLD align more closely with the true param-
eters (o = 10.0, p = 28.0, 8 = %) compared to those from
reSGLD. Notably, the empirical posterior & from reSGLD
exhibits dual peaks, whereas r2SGLD’s posterior demon-
strates a singular peak, which indicates a more reasonable
result. For simulating the dynamics of the Lorentz system,
the learned posterior modes are utilized as model parame-
ters, with the simulations presented in Figure 3. While the
simulations from reSGLD and r2SGLD are closely matched,
12SGLD demonstrates slightly improved results over ex-
tended simulation periods. This implies that r22SGLD yields
more reliable outcomes. Further details and results, includ-
ing baseline comparisons and exploration of identifying the
Lotka-Volterra model, are available in A.1 and A.2.

4.2. Constrained Multi-modal Simulations

In this study, we examine the enhanced sample efficiency
of r2SGLD through simulating bounded multi-modal distri-
butions. Our proposed algorithm (with two chains), along-

(c) r2SGLD

side standard baselines such as (reflected) SGLD (SGLD
and R-SGLD), (reflected) cyclical SGLD (cycSGLD and
R-cycSGLD) (Zhang et al., 2020), and reSGLD, employs
gradient information to generate samples and approximate
posterior distributions. This comparative analysis aims to
demonstrate the acceleration effect offered by the r2SGLD.

Our study focuses on a multi-modal density characterized by
a 2D mixture of 25 Gaussian distributions within a flower-
shaped boundary, as depicted in Figure 5(a). The boundary
is mathematically defined as:

r=sin(2apt) + m, x =rcos(2nt), y = rsin(2nt),

where r denotes the radius, p the number of petals, m the
extent of radial displacement, and z, y are the horizontal and
vertical coordinates, respectively. For the target distribution,
we set the boundary with parameters p = 5 and m = 3.

The empirical posterior distributions generated by con-
strained sampling methods (R-SGLD, R-cycSGLD, and
r2SGLD) are exhibited in Figure 5. In this context, R-
SGLD (Figure 5(b)) exhibits the least effective performance,
which notably fails to quantify the weights of each mode
accurately. The performance is moderately improved with R-
cycSGLD (Figure 5(c)), but it remains improvement spaces.
In contrast, the results given by r2SGLD (Figure 5(d)) show
commendable performance.

Additionally, we consider a penalty-based approach as a
baseline for simulating constrained multi-modal distribu-
tions. We incorporated an L2 regularization term in the
objective function to penalize samples that exit the desig-
nated region, defined as:

VUies(Br) = VU (Br) + B

where ¢ represents the shrinkage coefficient. We alternate
between the unpenalized objective ﬁ(ﬁk) within the region
and the penalized fjreg(gk) when out-of-bounds. This ap-
proach is evaluated using three penalized variants: penalized
SGLD (P-SGLD), penalized cyclic SGLD (P-cycSGLD),
and penalized reSGLD (P-reSGLD). Figure 5 (e) presents
a comparative analysis of various sampling methods, in-
cluding SGLD, cycSGLD, reSGLD, P-SGLD, P-cycSGLD,
P-reSGLD, R-SGLD, R-cycSGLD, and r2SGLD, focusing
on their KL divergence under the same computational cost.
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Figure 5. Empirical behavior on multi-mode distributions with flower-shaped boundaries.

This analysis incorporates 95% confidence intervals derived
from 10 runs under different initial conditions.

From the result, the implementation of a reflection opera-
tion markedly reduces KL divergence by improving sam-
ple efficiency through the redirection of out-of-bound sam-
ples. While the L2 regularization helps maintain samples
within the boundary, it confirms that the reflection-based
algorithm outperforms these penalized variants. The com-
parative inefficiency of the penalized approaches stems from
their acceptance of some out-of-boundary samples, which
compromises the sample efficiency. This further highlights
the superiority of the r2SGLD algorithm in avoiding over-
exploration and improving sample efficiency. Among the
reflection-based sampling methods, R-SGLD reports the
least favorable KL divergence, possibly due to its tendency
to remain in local modes. R-cycSGLD outperforms R-
SGLD owing to its adaptive learning rate, which facilitates
both exploration and exploitation. The most effective per-
formance is observed in r2SGLD, where the dual-chain
structure allows for more efficient exploration.

To empirically substantiate our theoretical assertion that re-
ducing the domain’s diameter enhances mixing rates with
quadratic dependency, we conducted further experiments
with r2SGLD. These experiments explored the impact of
domain diameters, set between 1.5 and 3.0, on mixing rates
within convex bounded domains versus a non-convex distri-
bution with 25 Gaussian modes. For detailed experimental
setups and further discussions, please see Section A.3.

4.3. Non-convex Optimization for Image Classifications

We further extend the testing to CIFAR100 benchmarks,
which utilize 20 and 56-layer residual networks (ResNet20
and ResNet56, respectively) for training and testing. Our
performance evaluation considers modified baseline algo-

rithms with momentum terms, which is crucial for intri-
cate tasks like image classification. This integration of
gradient and curvature information enables a more effec-
tive exploration of the parameter space to improve model
performance. Therefore, our algorithmic baseline includes
stochastic gradient with momentum (SGDM), its reflected
variant (R-SGDM), (reflected) stochastic gradient Hamil-
tonian Monte Carlo (SGHMC and R-SGHMC), (reflected)
cyclical SGHMC (cycSGHMC and R-cycSGHMC) featur-
ing a cyclical learning rate. To highlight the performance
of the proposed algorithm, we include (reflected) replica
exchange SGHMC (reSGHMC and r2SGHMC) for the test.

Our study on CIFAR 100 with the proposed algorithm first
unveiled a notable advantage: employing reflection opera-
tion enables larger learning rates*, which is fundamental for
detailed model exploration. Algorithms without reflected
projection often exhibit failure (test accuracy under 10% or
infinite training loss), particularly at initial learning rates
over 10.0%. Conversely, setting reflection operation between
[-4.0, 4.0] not only stabilizes the model but also improves
test accuracy to over 70%. This highlights the critical role
of reflected projection in ensuring successful learning in
complex tasks. Moreover, it indicates the potential for state-
of-the-art results given sufficient computational resources
for model exploration.

Although a large learning rate has the potential to offer better

*In empirical Deep Neural Network (DNN) training using SGD,
a larger learning rate not only increases discretization errors but
also effectively raises the temperature of the resulting Markov
chain (Mandt et al., 2017). We specify that “large learning rates”
are primarily employed during the initial training stages to explore
the landscape, and are gradually decayed to implement simulated
annealing for enhanced global optimization.

*The initial learning rate for CIFAR 100 is scaled to 2e-4 when
accounting for the training data size of 50,000.
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Table 1. UNCERTAINTY ESTIMATION COMPARISON BETWEEN
ALGORITHMS WITH REFLECTION AND WITHOUT REFLECTION.

METHODS METRICS (RESNET20)

ACC (%) T NLL | BRIER (%0) |

SGDM 72.13+0.60 9667 + 108  2.78 £ 0.05

SGHMC 7247+£045 9543+ 157  2.75£0.05

cycSGHMC 73.49 +£0.17 8913 £+ 76 2.65 + 0.02

reSGHMC 75.01 £0.14 8552 £ 69 2.50 £ 0.01

R-SGDM 72.43 £0.35 9626 + 94 2.75+0.03

R-SGHMC 72.85+0.51 9501 + 167  2.734+0.05

R-cycSGHMC 73.77 £0.22 8953 £ 52 2.62 £0.02
r2SGHMC 75.38 £ 0.17 8489+ 66 2.46 + 0.02

METHODS METRICS (RESNET56)

ACC (%) T NLL | BRIER (%0) |

SGDM 7440 £0.71 9724 4+169  3.59 £0.23
SGHMC 74.22 4+ 0.66 9723 £ 214 3.23 £0.21
cycSGHMC 77.98 +£0.61 83034+ 161  3.19 £0.20
reSGHMC 78.87+0.44 7406 £+ 130 2.94 £ 0.06
R-SGDM 74.70 £0.68 9507 +£106 3.53+£0.18
R-SGHMC 75.10 £ 0.55 9232 + 158 3.36 £0.23
R-cycSGHMC 78.41 4+ 0.67 7711 4+ 144 3.12+0.11
r2SGHMC 79.394+0.30 7155+91 2.89 +0.02

model performance, we do not directly use a learning rate
of more than 10.0 due to computational resource limitations.
Instead, we investigate the optimal learning rate across 1,000
epochs for our proposed algorithms and baselines (see A.4
for details). In our study, cycSGHMC and R-cycSGHMC
are implemented with a triple-cycle cosine learning rate
schedule, while reSGHMC and r2SGHMC employ four
chains per model to facilitate exhaustive exploration. It
should be noted that incorporating advanced methodologies
for chain swapping is essential in this task, and we have
strategically adopted more sophisticated schemes for chain
swap in both the reSGLD and r2SGLD frameworks. This
adaptation is crucial as we engage with multiple chains in-
stead of the conventional two. For an in-depth exploration
of these enhanced chain swap mechanisms, readers are en-
couraged to refer to A.4. The batch size is 2,048 across
all methods. We repeat experiments for each algorithm ten
times to record the mean and two standard deviations for
metrics such as Bayesian model averaging (BMA), negative
log-likelihoods (NLL), and Brier scores (Brier).

Upon comparative evaluation of various algorithms shown
in Table 1, we observe distinct performance patterns. Al-
gorithms with reflection, particularly 12SGHMC, consis-
tently outperform their non-reflective counterparts across
all metrics. Specifically, ”2SGHMC achieves the highest
accuracy (BMA), NLL, and Brier score, both in ResNet20
and ResNet56 models. While standard SGDM and SGHMC
show moderate performance, their reflected versions (R-
SGDM and R-SGHMC) exhibit improvements, which in-
dicates the effectiveness of reflection in model optimiza-
tion. Notably, cycSGHMC and R-cycSGHMC demonstrate
significant performance boosts, attributed to their cyclical
learning rate schedules. Our proposed method, r2SGHMC,

characterized by its sophisticated chain-swapping mecha-
nism, has proven to be highly effective, which makes it
well-suited for complex deep-learning tasks.

5. Conclusion and Discussion

By avoiding unnatural samples and enabling efficient ex-
ploration within bounded domains, the r2SGLD algorithm
marks a significant advancement in the non-convex explo-
ration of reSGLD, particularly in high-temperature chains.
This improvement is substantiated through both theoretical
analysis and empirical validation.

Our theoretical investigation comprises two parts: analyz-
ing convergence in continuous scenarios and evaluating
the discretization errors of our algorithm. For continuous-
time diffusion, we demonstrate its convergence in both X2'
divergence and W,-distance under non-convex bounded
domains. This analysis reveals a quantitative correlation be-
tween the constraint radius and the convergence rate, where
a smaller radius facilitates accelerating the mixing rate, with
rates decaying as quadratic. For discrete-time dynamics, we
further provide analysis of the discretization error measured
by the W, -distance under convex bounded domains.

Experimentally, we establish the versatility of our algorithm
in diverse applications. In the realm of dynamical systems,
our method pioneers the use of constrained sampling for
parameter identification. We offer robust posterior distribu-
tions to demonstrate the importance of reflection operations.
In sampling from constrained multi-modal distributions,
r2SGLD outperforms other methods, as evidenced both
in empirical distribution representation and rapid KL di-
vergence convergence. In non-convex optimization tasks
within deep learning, 12SGLD successfully handles large
learning rates, a task where naive reSGLD struggles, due
to the absence of a reflection mechanism. Despite compu-
tational limitations necessitating a reduced learning rate,
our algorithm still outperforms others across various met-
rics. It is noteworthy that these tests were conducted within
1,000 epochs. We anticipate even better results with higher
learning rates and with sufficient training epochs.
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Supplementary Materials

A. Experimental Details

This section supplements the main text by detailing additional experimental procedures. Our initial focus is on the Lorenz
system identification task, including a comparative analysis with four baseline methods. Subsequently, we explore the Lotka-
Volterra system identification through constrained sampling, which compares both reflection-based methods and baselines
without reflection operations. Furthermore, the implementation specifics of multi-mode sampling within bounded domains
are discussed. This includes an examination of hyper-parameter selections and the application of these methods across
various domain settings to assess the robustness of our proposed algorithm. An additional experiment is included to explore
the relationship between the diameters of constrained domains and the mixing rates. Lastly, we outline hyper-parameters
essential for executing large-scale image classification tasks.

A.1. The Lorenz System

For the experiments identifying the Lorenz system, we incorporate baselines such as SGLD, R-SGLD, cycSGLD, and
r-cycSGLD. Across all tasks, including the main text (Section 4.1) and baselines, we conduct 60,000 iterations with the first
20,000 iterations as burn-in samples. For SGLD and R-SGLD, the learning rate commences at 5e-6, decaying at a rate of
0.9999 per iteration after the first 10,000 iterations. For cycSGLD and R-cycSGLD, the initial learning rate is set at 2e-5,
utilizing a 10-cycle cosine learning rate schedule. The learning rates for reSGLD and r2SGLD, set at 2e-5 and 2e-6 for the
two chains, decaying post 10,( ust correction terir

s=93 |\ 6=977 A 5=1043 pl\ 5=1021 4
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Figure 6. Posterior distributions of the identified model parameters.

(a) SGLD (b) R-SGLD (c) CycSGLD (d) R-cycSGLD

Figure 7. Simulation results of the identified Lorenz system.

As depicted in Figures 4 and 6, sampling with physical constraints and reflection significantly improves the model
performance, in terms of the posterior modes and the empirical posteriors. In a comparative analysis of three reflection-based
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sampling algorithms, R-SGLD falls behind in performance, while R-cycSGLD better concentrates the parameter posterior
near the true parameters. Our proposed algorithm outperforms the others in accuracy. Figure 7 presents the simulation
results in the use of the learned parameter according to the baselines. Although all simulations capture the chaotic nature of
the Lorenz system, r2SGLD (Figure 3(c)) most closely replicates the true system dynamics (Figure 3(a)).

A.2. Lotka-Volterra Model

The Lotka-Volterra model (the predator-prey model) is a pair of first-order, non-linear, differential equations frequently used
to describe the dynamics of biological systems in which two species interact, one as a predator and the other as prey. The
equations are as follows:

{”f o 1)
Y= —0y +yzy.

Here, x and y represent the number of prey and predators, respectively, and & and y represent the corresponding time
derivatives. The model is characterized by four key parameters: Prey Growth Rate « represents the rate of growth of the
prey population in the absence of predators. It is a positive value, indicating that the prey population grows exponentially
when unchallenged. Predation Rate Coefficient 3 governs the rate at which predators destroy preyl. It modulates the
interaction between the prey and predators, which signifies the efficiency of predators in consuming prey. Predator
Mortality Rate § represents the rate of decline of the predator population in the absence of prey. It signifies the mortality or
decay rate of predators when there is no food (prey) available. Predator Reproduction Rate ~ is tied to the rate at which
the predator population increases due to the consumption of prey. It indicates that the growth of the predator population is
dependent on the availability of prey.

The Lotka-Volterra model is a simplistic representation and makes several assumptions, such as unlimited food supply for
prey and constant rates of predation, which may not always hold true in real ecosystems. However, it provides a foundational
framework for understanding the dynamic interactions between predator and prey populations.

In this study, we employ the LSODA solver (Hindmarsh, 1983; Petzold, 1983) to generate data x(t) and y(t), where ¢ ranges
from O to 100 in increments of 0.01. The framework of identifying the dynamical system aligns with the one established
in Section 4.1 on Lorenz system identification, including the sample generation and the simulation of empirical posterior
distributions. For the ease of implementation, the corresponding matrices for gradient computations are presented as follows:

(t1)  Y(ta) x(ty)  y(t)  z(t)y(ts)
o(t2)  Y(t2) o 0 z(t2) y(t2) z(t2)y(tz)
X = .E _E . B=| 0 0|, X)) = : : : , (22)

where we establish parameter values as follows: a = 1.0, # = 0.10, § = 1.50, and v = 0.075. The chosen batch size is
4,096, and the sampling process involves 60,000 iterations, with the initial 20,000 serving as burn-in samples. For SGLD and
R-SGLD, the settings are the same as the ones in identifying the Lorenz system. In the case of cycSGLD and R-cycSGLD,
the initial learning rate is le-5, implemented with a ten-cycle cosine learning rate schedule. For reSGLD and r2SGLD,
learning rates are le-5 and 2e-6 respectively for the two chains, following a similar decay pattern post 10,000 iterations at
0.9999.

In Figure 8, we observe the empirical posteriors of model parameters and their posterior modes. These results further confirm
the beneficial impact of the reflection operation on parameter estimation. A comparative analysis of different algorithms for
constrained sampling tasks reveals that R-SGLD (the blue lines) is observed to be the least effective, whereas R-cycSLGD
(the green lines) and r2SGLD (the red lines) demonstrate comparable performance. In Figure 9, the parameters derived from
these algorithms are employed to simulate the dynamics of the Lotka-Volterra system over a period from the 100th to the
200th day, as the first 100 days produced overlapping results. The simulations reveal that both R-cycSLGD and r2SGLD
provide comparable outcomes, yet r2SGLD shows a marginally closer approximation to the true dynamics (the black lines).

TFollowing traditional conventions in the Lotka-Volterra model, we use £ to differentiate it from the parameters 3 as defined in (1).
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Figure 8. Posterior distribution of model parameters in the Lotka-Volterra system.
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(b) Predator simulations.

Figure 9. Simulation of the identified Lotka-Volterra system from 100 to 200 days.
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A.3. Constrained Sampling from Multi-mode Distributions

This section focuses on constrained sampling from a multi-mode distribution. We study a 2D mixture of 25 Gaussians

a @

- ¥

(a) Truth (b) r2SGLD (¢) R-cycSGLD (d) R-SGLD

& &

» #

(e) Truth (f) r2SGLD (g) R-cycSGLD (h) R-SGLD
- ™ 4

. B » £ W = & » » @
. L -

(i) Truth (j) r2SGLD (k) R-cycSGLD (1) R-SGLD

Figure 10. Empirical behavior on multi-mode distributions with diverse boundaries.
within uniquely shaped domains: flower (Figure 5), heart (Figure 10(a)), polygon (Figure 10(e)), and cross (Figure 10(i)).
The heart domain in this simulation is defined by the following parametric equations:
x = 16sin3(27t),
y = 13 cos(2nt) — 5 cos(4nt) — 2 cos(67t) — cos(8t).
Subsequently, the octagon domain is described by the equations:
r=ct— |ct],
r=1-7) X +7 Xet)415
y=1—=7) Y +7 Y],
where (X;,Y;)%, are the edge sequences with (X¢, Y¢) = (Xo, Yy) and C = 8.
The probability densities are set to zero outside these shapes. For this study, we employ R-SGLD (initial rate: 5e-4),
R-cycSGLD (initial rate: 1e-3 with a 5-cycle cosine schedule), and r2SGLD (two chains at Se-4 and 1.5e-3, aiming for
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a 5-20% swap rate). A total of 50,000 samples are generated, with the initial 10,000 as burn-in. The obtained empirical
posteriors are shown in Figures 5 and 10.

Upon examining the empirical posteriors, we note the limitations of R-SGLD, where the results often get trapped in local
modes and fail to fully capture the target distributions. Conversely, R-cycSGLD demonstrates a more robust ability to
capture most modes, albeit with a tendency to overstay in specific modes and underrepresent others, which more samples
could improve. In comparison, our proposed algorithm shows significant improvements in accurately characterizing all
modes, which provides the most precise empirical behavior in multi-mode distributions across different constrained domains.

Exploration of the Constrained Domain Diameter To empirically validate our theoretical analysis, we conduct additional
experiments with 12SGLD, which focuses on how the diameters of the constrained domain affect mixing rates. The target
distributions are selected as convex bounded domains (octagons) against a non-convex distribution of 25 Gaussian modes
(refer to Figure 10(e)). The domain diameters are set between 1.5 and 3.0 (the target distribution is 5.0 x 5.0). We employ
a dual-chain r2SGLD with learning rates of 2e-5 and 2e-4. For each diameter setting, we execute ten runs, where each
generates 10,000 samples. The expected KL divergences and their 95% confidence intervals are depicted in Figure 11 for
purposes of analysis.

— diam=1.5 —— diam=2.4 |
a diam=1.8 —— diam=2.7
,\/Q | —— diam=2.1 —_— diam=3.0‘
o}
o
[
()
(@)}
—
()
2
[a)
—
iV
. # Samples
\9’ 0 3k 6k 9k

Figure 11. KL divergence with respect to different domain diameter setts.

Mlustrated by the corresponding figure, a discernible correlation emerges between the domain diameter and the convergence
rate of the algorithm. Notably, the result demonstrates a trend where a reduction in domain diameter results in a more rapid
decline in KL divergence. This further leads to an advanced mixing rate. This observation suggests that a smaller domain
diameter facilitates the algorithm’s expedited convergence to the target distribution, which also implies that constraining the
parameter space informed by prior knowledge can markedly enhance the algorithm’s efficiency in its convergence.

A 4. Image Classification

The following part is dedicated to an empirical evaluation of algorithm settings. Our objective is to the choices of
hyper-parameters and demonstrate their effectiveness in the tests.

Learning Rate This study acknowledges that while reflection operations in sampling methods can lead to more compre-
hensive exploration given unlimited computational resources, our experiments are conducted within the confines of 1,000
epochs. A critical component of these experiments is the determination of suitable initial learning rates to enhance model
performance.

In our study, we conduct a systematic exploration of learning rates for the single-chain R-SGHMC algorithm. We initiate
this exploration by setting the learning rate at a standard value of 0.1 and incrementally increasing it to identify the point of
optimal model performance. The effectiveness of various learning rates is assessed using two key metrics: BMA and NLL.
These metrics, depicted in Figure 12, guide our determination of suitable learning rates. Building upon these findings, we
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then adjust the learning rates of other baseline models to align with the identified optimal learning rate. Our results indicate
that an initial learning rate of approximately 2.0 is effective for both the baseline and the proposed algorithms.

For consistency in our methodology, this initial learning rate (2.0) is applied to SGDM, R-SGDM, SGHMC, R-SGHMC,
cycSGHMC, and R-cycSGHMC. For SGDM, R-SGDM, SGHMC, and R-SGHMC, this learning rate is consistently held
during the initial 300 epochs to facilitate exploration and subsequently decayed at a rate of 0.990 each epoch. In the case of
cycSGHMC and R-cycSGHMC, we opt for a triple-cycle cosine learning rate schedule. For eSSGHMC and r2SGHMC,
which utilize four chains, the chain with the lowest learning rate begins at 1.0, scaling up to approximately 4.0 for the chain
with the highest rate.

Q . L
g 73 12000 T
(@)
| .
o 721 L 11500 =
< 1 9
% BMA 11000 ?'311
S 70 - o
= NLL L 10500 =
< 69 3
- L 10000 S
O 68 ©
© 9500 g
M 67 1 Learn Rate =
0 1 2 3 4 5

Figure 12. Metric comparisons of CIFAR 100 with different initial learning rates.

Swap Efficiency In the realm of reSGLD and r2SGLD algorithms, the implementation of effective swapping schemes is
crucial to enhance exploration efficiency. A fundamental challenge arises due to the minimal overlap between the distributions
of the extremal temperatures, 7(!) and 7(*) (P denotes the last chain or the number of chains), which hinders acceleration
despite a large 7(¥). A viable solution involves introducing intermediate temperature particles (7(2), N _1)) to
facilitate “tunnels” for more efficient chain swapping. Common strategies include all-pairs exchange (APE), adjacent (ADJ)
pair swaps, and deterministic even-odd (DEO) schemes.

: P >

1 S

Figure 13. Non-reversible chain swapping with the ODE scheme. The red line demonstrates a single chain’s round-trip path.

The APE scheme attempts swaps between arbitrary chain pairs, offering thorough exploration (Brenner et al., 2007;
Lingenheil et al., 2009). However, its cubic swap time complexity (O (P3)) and practical usability constraints limit its
widespread adoption. The ADJ scheme, alternatively, swaps adjacent pairs in sequence, from (1,2) to (P — 1, P) (Qi et al.,
2018). While this method is simpler and more intuitive, its sequential nature results in exchange information dependency
and is less effective in multi-core or distributed environments, particularly with a larger number of chains. To address these
limitations, the deterministic even-odd (DEO) scheme was introduced (Okabe et al., 2001; Syed et al., 2022; Deng et al.,
2023), which alternates swaps between even and odd pairs in successive iterations. The DEO scheme, characterized by
its non-reversible and asymmetric nature, significantly increases swap rates and reduces round trip times, with its design
detailed in Figure 13.

In this research, we adopt the DEO scheme (as detailed in Algorithm 2) for reSGLD and r2SGLD algorithms to optimize
path efficiency in the deep learning task. The algorithm is structured to achieve a near-linear path and anticipate three to four
round trips within a span of 1,000 epochs for increased swapping efficiency.
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Algorithm 2 Reflected Replica Exchange Stochastic Gradient Langevin Dynamics with the DEO scheme.

Input Window size W := [%1 .

Input Number of iterations K.
Input Number of chains P.
Input Target swap rate S.
Input Step size v.
fork=1,2,--- ,Kdo

Sampling with reflection Bk;_i'_l =P (,@k — nVﬁ(ﬁk) +2n7 k)

forp=1,2,--- /P—1do
Update the swap indicator: S®) := 1[7(

if k mod W = 0 then
Allow swaps G ®.=1

end if

if G and S then

Chain swap ﬂ,(fi)l and ﬁ,(ffll)

By ) +Cr<U (ﬂx(fl)l)

Refuse swaps G) := 0

end if
end for
. P—1
Update correction Ci, 1 = Ci, + 7y <Pl_1 szl lﬁ(ﬁ,iitl))+ck*l7(ﬁ§c‘21)<0 — S).
end for

Output Parameters {37} X .

The primary difference between Algorithm 2 and Algorithm 1 is the consideration of a multiple-chain variant, which
innovates chain swapping management. This is achieved through a carefully designed swap indicator S() that dynamically
adjusts based on the relative positions of the chains, thereby ensuring more effective and frequent exchanges. The algorithm
incorporates a window-based approach, where swaps are allowed only at specific intervals, determined by the window
size W. This strategic regulation of swaps is further enhanced by combining with a correction term C, which is updated
adaptively:

R
Crhy1=Cr+7 <Pl z‘; 1ﬁ(ﬁl<€$1))+ck_(7(ﬁlg’21)<o - S) )
=

Here, v denotes the step size, P = 4 represents the number of chains involved in the process, and S is the target swap
rate among chains. It should be noted that as the iteration index & trends toward infinity, it is anticipated that both the
threshold and adaptive learning rates will converge toward their respective fixed points. This implementation of a uniform C
ensures that swaps occur with a frequency that optimizes the overall convergence towards the desired target distribution.
This balance between exploration and exploitation in the r2SGLD algorithm is crucial for tasks involving complex datasets
like CIFAR 100, where traditional methods might struggle with efficient parameter space navigation.
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B. Continuous Convergence Analysis

Proof of Lemma 3.2 First we show the reversibility of 7 under the semigroup {e'*};>o:

/ gLfdm(xy,22) = fLgdm(zy, z2), forall f,g € D(L). (23)
QxQ QxQ

Recall in (4) that £ = £ + £3) + £(5), We have

//gﬁ(l)fdw(xl,xg)
oo
1 _U(=y) U(za)
ZE//Q(%,@) [—(Va, f(x1,22), Vo, U(21)) + 1A, f(z1,22)] e 70 daie 72 dao
oJo

1 _U(zy) U(¢2)
= */ / 9(1171,132)V' <7'1Vx1 f(l'l,xz)e 1 > dzie dxo (24)
Z JaJa

—/ / 71V, g(x1,22) - Vo, f(21,20)dm (21, 22) (Integration by parts with f satisfying (5);.)
QJa

:/Q/Qfﬁ(”gdﬂ(%@)

A similar calculation with f satisfying (5)o yields that

//gﬁ( fdm(zy,x9) //f/l gdﬂ(ml,xg //T2vl2f($17x2) Vio9(x1,x2) dm(xy, 22). (25)

By the same argument as in Chen et al. (2019) (Lemma 3.2), we can also derive

/ / L) f dr(ay, 2) / / FLOgdn(er, 22). (26)

Combining (24), (25) and (26), we obtain (23). Now by choosing g = 1 € D(L) in (23), since L1 = 0, we obtain
Efdw:/ fL1dw = 0.
QxQ QxQ

Thus 7 is invariant under {e‘*};>. O

Next, we introduce a Lyapunov function subject to the homogeneous Neumman boundary condition, this is an extension of

the Lyapunov function introduced in (Cattiaux et al., 2010).

Lemma B.1. Let L0 = £V 4+ L)) then there exists a Lyapunov function V (x1,x5) > 1 such that satisfies
,C(O)V(l‘l,l‘g) < =A\V Il,xg) + b, (331,.%2) €N xQ,

Ve, V(x1,22) - v(z1) =0, (z1,22) € 00 X 27)
Vi, V(x1,22) - v(ze) =0, (z1,22) € Q x 0.

for some constants A > 0, b > 0.

Proof Let d(z) := dist(z,9Q) be the distance function between = and the boundary 0€2. There exists an infinitely
differentiable regularized distance function which is equivalent to d (Kufner, 1985; Lieberman, 1985). More precisely, there
exists a positive function p(z) € C*° () and positive constants C, k = 0,1, 2, --- | such that for all z € {2,

(@) < plo) < Codo)

and for k > 1,
|D*p(x)| < Crpla)' .
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Now we defined the Lyapunov function V' by p:
V(a1 a2) = explp(1)’ + pla2)’] = 1.
We can compute the Hessian V2 V(z1,z2):

Vilxl‘/(ﬂjl,l‘g) = 2v$1p(171) ® vr1p(xl)v(x17x2)

where ® is the tensor product. Using the estimates for p, we obtain the following bound:
V2 2, V(z1,22)| < [2CF + 205 + AC3diam(Q)?] exp[2C] diam(€2)?].

Given any A > 0, we can take b = sup{LOV (x1, x2) + AV (21, 22) : (z1,22) € © x Q} VO < oo. Then (27); is satisfied.
Furthermore, we notice that since

Vo, V1, 22)| < 20(21)|Vay p(21)|V (21, 22) < 2Cod (1) - Cy - exp[2Cadiam(Q)?] — 0 as z; — 99,

thus the homogeneous Neumann boundary condition (27)s with respect to x; is also true for V. Similarly, we can get (27)3
also holds. O

Proof of Lemma 3.3 Next, we show the Poincar’e inequality using the Lyapunov function V' in Lemma B.1. Suppose
f € CH x Q), and u is an arbitrary constant. Multiplying both sides of (27); with (f — u)?/AV and integrating over
Q x  against 7(x1, x2) gives

// —u)?dr(zy, x0) // )\V (f —u)?dm(zy, 2o +b// d7r (z1,22). (28)

Notice that

// I)V ’U)Zdﬂ(ﬂfhxz)
i

U(L ) U(za)
= / / ﬁvxl{ } V., Ve : dzrie dﬂ?g (Integration by parts with V satisfying (27).)
Q
AV }

_Tl// T |:
2|v561v 2

:7'1/9/9#V11(f7u)-Vlef(ffu) Tde(zl,@)
T 9 f—u 2
—A/Q/Q<|Vx1(fU)| Vot -w- 1t )dmm)

71 2
<2 [ [ 9alt - wPanenan)

Similar computation works for L3 we reach that

// £(0)V —w)?dn(zy,x0) < // 1|V ar (F = W) + 72|V (f — w)]?) dr(y, 22). 29)

On the other hand, we choose u* such that [, [(f —u*)dm(z1,z2) = 0, then

b// (f—u* dm(zy,x2) // —u*)?dm(xy, z2) *CP//‘vf‘ dr(z1, 22). (30)
ala AV

Combining (28), (29) and (30) we obtain the Poincaré inequality (10). O

U(xq) U(xza)
TiVg, Ve dzie ™ dzg

Vi, Vdr(zy, z2)
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Now we have all the ingredients to show the accelerated exponential convergence of ;.

Proof of Theorem 3.4 Using the generator £, we have du;/dm = e'*(duo/dm). In other words, given that dyg/d7
satisfies (5), f; := duy/dm satisfies 9, f; = L f; and (5) for all ¢ > 0. Then using the integration by parts we can show

et =g [ e () am=a e () e () o
e
:—285<et£< >) —2Eg <d‘“).

By Lemma 3.3, we have following estimate

d d
2 (we|l7) < cpg( “t> < Op(1+1ns)" &5 (({:) . (32)

Combining (31) and (32) yields
d
X (uallm) < =205 (14 ms)x (e ).
According to Gronwall’s inequality, we conclude that
X2 (pellm) < X2 (kollm) exp{~2(Cp ' (1 +ns))}-
O

Proof of Theorem 3.8 Given that dyo/dm > 0 and satisfying (5), we have that f; satisfies Oy f: = Lf;, f > 0 and (5) for
all ¢ > 0. Then again we use the integration by parts to derive

tc (Ao oo (diio
GPdn) =5 [ e (40 ) mee (S2) | an
d,U/O dMO
= [l (e ()] £ e ()| on 33
= % % _ dpu
() () am < o (yf22).

Now we apply the Log-Sobolev inequality (14) to get

d d
D(pue||m) < Crs€ <\/§> < Cis(1+43s) " 'Es ( df:) : (34)

Combining (33) and (34) together, we arrive at

d _
SD(ullm) < ~2C (1 + 85) Dljul|m).

Then we apply the Gronwall inequality to get
D(pellm) < D(pollm) exp{~2(Crg (1 + ds))}.

By the Otto—Villani Theorem (Bakry et al., 2014) (Theorem 9.6.1), we have the following quadratic transportation cost
inequality

Wh(pe, ) < /201 D{uell) < v/2C1s D{pollm) exp{ ~tCi (1 + 6s))
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C. Discretization Analysis

To better formulate the discretized error, we rewrite the Reflected Replica exchange Langevin diffusion as below. For any
fixed learning rate > 0, we define

dB: = —VG(B:)dt + L(as)dWy + v: L(dt),
(35)

P(a(t) = jla(t = dt) =1, B([t/n|n) = B) = rS(B)nLii=(t/njny + o(dt), for I #j,

(1) ©) L e))
where we denote {3:}:>0 := {<ﬁ€2)> }t>0, VG(B) = (gggg@);) and v, L(dt) = ( B 1/:()2)) (é(Q)EZiD

t
where the local time v; L(dt) ensures the process 3; stays in the domain Q x 2. We denote 1;_;/,, as the indicator
function, i.e. for every ¢ = in with i € N, given B(in) = 3, we have P (a(t) = jla(t — dt) = 1) = rS(8)n, where S(3)
is defined as min{1, S(3™), 3®)} and S(B™M), B()) is defined in (3). In this case, the Markov Chain «(t) is a constant on
the time interval [|¢/n]n, |t/n|n + n) with some state in the finite-state space {0, 1} and the generator matrix @) follows

Q= (—TS(ﬁ)né(t —[t/n]n)  rS(B)ns(t — [t/n]n) )
rSBmé(t — [t/nln)  —rSB)ndé(t —[t/nln))’
where 0(-) is a Dirac delta function. The diffusion matrix X(cy) is thus defined as (X(0),%(1)) :=

Vord) /o (2)
{ < 27'0 I, \/27_% .l < 27'0 L \/QT%I,) } The process 3; is the unique solution to the Skorokhod problem

for the jump process defined by:

{ dyr = —VG(Br)dt + X(ar)dW,,
(36)

P(a(t) = jla(t —dt) =1, B([t/nln) = B) = rS(B)nLie=(t/njny + o(dt), for I # j.

The existence of the unique solution for the Skorokhod problem for y follows from the original proof in (Tanaka, 1979) (see
also (Menaldi & Robin, 1985)) since the process y; has continuous paths. The switching happens after the reflection at
each time i < T. We should think of the process as concatenated on the time interval [in), (¢ + 1)n) up to time horizon T
Similarly, we consider the following Reflected Replica exchange stochastic gradient Langevin diffusion, for the same
learning rate 17 > 0 as above, we have

B} = —VG(B], 1, dt + (@ (4/njn)dW: + T L(dt),
- ~ o (37)
P (&(t) = jl&(t - dt) = l?/B(I_t/an) = ﬂ) = Ts(ﬁ)nl{t:Lt/an} + O(dt)7 for [ 7é j7

(8)

to c (o 0\ (ZW(ds) ~
fo vsL(ds) = fo 0 PO o) (ds) denotes the bounded variation reflection process ensuring (3;' stays inside the

~ (3L ~ o~ o~ e~
where VG(3) := (gg(g@))> and S(B) = min{1,S(BW,3®)} and S(B1Y), 3?) is defined in Section 2.3. Here

domain  x €.

The reflection process EZ’ is then the unique solution to the Skorokhod problem for the following process,

dy{ = =VG(B],, )t + Z(@|1/n)n) AW,
38)

P (a(t) = jla(t - dt) = L B(Lt/nm) = B) = rSB)L=to/miny + oldb), for 14 ],
which is the continuous interpolation of the replica exchange stochastic gradient Langevin dynamics.

We then show the following proof of Theorem 3.11.

Proof of Theorem 3.11 According to the definition of the Reflected Replica exchange Langevin diffusion {3; },>( and
the Reflected Replica exchange stochastic gradient Langevin diffusion {3’ };>0, we can write the difference of the two
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process 3¢ — Bf in the following form,

t t _
ﬁt /816 =¥t — yt +/ VSL(dS) — / DSL(dS) (39)
0 0

Since both y; and y, are piece wise continuous paths, and (3, fo vsL(ds)) and ( ,Bt, fo vsL(ds)) solve the Skorokhod
problems for y; and y;, respectively. Following (Tanaka, 1979) (Lemma 2.2), we have the f0110w1ng estimates,

t
~ _ . _ T o~
180~ BIIE < e =511 +2 [ (ye=50 —yo+50) (Lids) - 7iLids))
0

K

(40)

Denote hqxq as the support function of 2 x €, which is defined by haxa(y) = sup{{z,y);z € Q x Q}, fory € Q x Q.
For simplification, we assume that the origin is inside the convex domain 2. Thus the Euclidean norm || - || and the norm
|| - lloxq are equivalent, up to an constant C, by taking €2 as d-dimensional ball. Following the estimates (Bubeck et al.,
2018) (Proposition 1) and the equivalent norm in our setting, for the inner normal vectors v, and Vs, we have

t
sup V< sup {20(ly: =501+ sup Iy, =) [ haxa(-v)L(ds)
sS85 0

0<t<T 0<t<

B _ t o~ 1/2
+20(ly =520+ sup lya =520 | hoa(-7)Zids)} (1)
0<s<t 0

T T
< QC\/ sup |[lys — )N’?”(/ haxa(—vs)L(ds) +/ thQ(*;s)L(dS))
0<t<T 0 0

where the last inequality follows from the fact L, (Et resp.) is increasing. Taking square root, sup,<,< and expectation
E[] on both sides of (40), together with Cauchy-Schwartz inequality, applying (41), we get

B[ swp (18— BIl| <E[ sup lly—57I] 7
0<t<T 0<t<T

- \/E 40 s llye 11| ﬁ[( [ roatvana@ + [ roat-ria)].

J

Estimates of Z: The estimates of the first term Z is similar to (Deng et al., %O20a) (Lemma 1). We follow the similar steps

here and highlight the major differences coming from the fact that 3; and (3} are reflected processes in the current setting.
Plugging in the dynamics for y; and y;, we first have

t . t .
yo—§ = /O VG(8,) - VG, )ds + /0 (50— S0, AW, 43)

Taking sup,<,<7 and expectation of both sides of (43), then applying Burkholder-Davis-Gundy inequality and Cauchy-
Schwarz inequality, we have
t
(s — )
/o / njn

T ~
_ 3 2
/0 1% ELS/nJT/H ds] ‘

T Pl

T
E[ sup flye 57| SEl / IVG(8,) ~ VG@BY,,, lids + sup
0<t<T 0

0<t<T

T
SEU IVG(B.) VG, ,)ds| +C, |E
0

24



Reflected Replica Exchange Stochastic Gradient Langevin Dynamics

The estimate of Z, follows the same as in (Deng et al., 2020a) (Lemma 1, estimates (15), (16), (17)), which gives us

T o~
/0 12s — ELS/an”QdS

E[I12,() - S, ()17] ds

(Z,)? = CE

<c S [ (IR0 - 51,0 + 5,00 - SO ds @
j=1 k=0 “kn
2d [T/n] [ o(k+1)n (k+1)n B

<Cy X [ [ R0 -, as+ [ E(Igg,0) - £1,0)1P) ds]
j=1 k=0 L[/kn kn

< a1+ Tha(ri ) -+ max VETGT).

where 0 (71, 75) = 4(/T2 — \/71)% and ¢y, is the noise in the swapping rate. For convenience, the constant C' may vary
from line to line. We mainly focus on showing the estimates for the term Z;. Applying the inequality |la + b + ¢|? <
3(llall® +1[Bl1* + [lel|*), we get

T _ T - — ) 1/2
1 <B| [ IVG(B.) ~ VG(@lds| + (7B | [ IVG(E - VG(E,,, s )
T T12
T . - 1/2 (45)
* (TE /0 VG ?S/an) —VG(ﬁI’S/an)Pds])
I13

<Zi1 +Ti2 +1ss.

By using the smoothness assumption (A2), we first get
T ~
Tu<IE| [ . - Bllds| .
0
Following (Deng et al., 2020a) (Lemma 1, estimates (10)), we next get

T
(Z12)* < TL’E /0 187 — []s/nm||2d3]

LT/T]J (k+1)77 _ _
ST YR [ [ e —ﬁfs/mnms] o
k=0 n
) LT/n) ekt 1)m L 2
<12y [UE|  sup BBl ds
kz:;) kn kn<s<(k+1)n Ls/nln

ForV k € Nand s € [kn, (k+ 1)n), since 57{3/7]“ stays constant on [k7, (k + 1)n)], which does not involve reflection, we
thus have

Bl =B, =Bl =B, ==VGPB) (s —kn)+], /k AW, + /k v, L(dr),
n Ul
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where f l:n Drz(dr) ensures the process 527 stays inside the domain €2 x €. Since there is no swap for the diffusion matrix
S(&|s/y)y) for s € [kn, (k + 1)), the existence of |, :n 7, L(dr) follows from the Skorohod problem for a drift-diffusion
process (Tanaka, 1979). Applying It6’s formula to ||37 — Nfs /n J77||2, we have

”62 - T\_]s/njnHz = 2/kn<16:7 - Bf,»/njnaz(&Lr/an)dWr> - 2/kn<ﬂ:] _IBTT/anaVG(ﬁfr/wn»dr
+2/kn<,5:z S OAYACD)

< 2/kn<ﬂl’ = B oy 2@ )W) — 2/kn<,8:? = B i VG (B, 1))
where the last inequality follows from the fact that both Bﬁ and Bfr )y A€ inside the domain, 7, is a inner normal vector at

~§, and L is non-negative measure, thus <5§’ — ~f7" Inln’ ;) < 0, since the domain is convex. Taking the Supy, << (x+1)n
and the expectation [E on both sides, and applying the Burkholder-Davis-Gundy inequality, Cauchy-Schwarz inequality and
the Young inequality (i.e. 2ab < £a? + b?/e), we have

Bl _suwp 18— Bly,l’| < 2E sup / B = B, jyyy Sy ) AW,
ansS(kJrl)nH ) L/an”} [” kn<s<(k+1)n kn< Lr/n]n ( n) >||}

+ 2E[ P /k <'5:] N BTT/WJW’ Vé('éz’?)dr>]

kn<s<(k+1)n Jkn
(k+1)n - _ 1/2
<2C[( [ 1B~ B D) ]
+E| swp [ IBI= B, Pdr +nP VGBI

kn<s<(k+1)n Jkn

L 1
< CE[ sup 87 — B e+ 77'277}
kngsg(k+1)nH< Us /)l -T2

(k+1)n ~ _ , , o )
+/ E[ sup 187~ B, |7 |dr + EWPI VGBI,
kn En<r<(k+1)n

where 0 < ¢ < 1 is a small constant. Pick € such that Ce < 1, we end up with

~ ~ 1 1 o~ ~
E n _ 3" 2 < _ - (z 2 E 2 vG (8" 2
[, o5 182 = Bll] < 7 (Srin+ EPIVG(BLIP)

1 (k?+1)7] - ~ 9
+ E[ sup B! - B/, }dr,
1-Ce /kn kn<r<(k+1)n | (/i

We further have the following estimates,

PE[IVG(B] )P = Bl (VG (B,) + én)lI]
< 2P°E[|VG(BY,) — VG (B + || dxl’]
< AC?E[|1B7, 17 + 1187112] + 20°El|l 1 ]1%],

where the first inequality follows from the separation of the noise from the stochastic gradient and the choice of stationary
point 3* of G(-) with VG(8*) = 0, and ¢y, is the stochastic noise in the gradient at step k. Thus, combining the above two
parts with Grownall’s inequality, we get

Bl swp B1= B,

kn<s<(k+1)n

<

1 ~ 1
(A2 + BB 12 + 18712+ 401 + Bl @l?) + Z73n(1 +m)).
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Plugging the above estimates back in (46), we get
~ . 1
(T12)* < TLAA+T/m) [AL* (1 m)n° sup BB, I* + 1871°] + 4™ (1 + ) max B[l el] + Zram*(1 + n)
< 51 (d7 72, T, C? 5)772 + 4TL2(1 + T)n2 m]?XE[”(ple]v

where 0, (d,m2,T,C,¢) is a constant depending on d, 72, T, C, and e. Note that the above inequality requires a result on the
bounded second moment of supy~q E[|| ﬁzn 1], which follows from the bounded domain assumption. We are now left to
estimate the term Z;3 and we have

L7/n] (k+1)n ~ o
(713> <T Y E l/ IVG(By,,) — VG(ﬂZn)HQdS]
k=0 kn
47
< T(1+ T/n) maxEl |21y @
< T(1+T) maxE[]| ¢x]
Combing all the estimates of 711, Z;2 and Z; 3, we obtain
T - - 1/2
zist [ 8| s 18- Bl ds+ (5id, T CE? + ATI0 4 TP mp o )
0 0<s<T
T iz (48)
o\ /2
+ (701 + T) maxEl i) .
I3
Combining the estimates in Z; and Z,, we have
T ~
e s llvi—571] <2 [ E[ sup 18, 371 a
0<t<T 0 0<t<T
T
< 2 2 2 a7} /2
+ (81(d 72, T, C,2p? 4+ ATLA(1 + T)? max [ %)) )

T2

+ (T(1+ T) maxEl] i %) a \/Od(l + T)3a(r1, ) (n + max /B ka)

13

s

Estimates of 7: we first observe that,

T

7- \/E 10 sup v~ 571 \/E[( [ hosatvari@s) + [ hoco@)Eas)]

1/ 1 _ T T o~

< 7(1—/4E{40 sup |ly: — y;’||} + n1/4]E[(/ haxa(vs)L(ds) —|—/ hQXQ(Vs)L(dS)>:|).
2\n 0<t<T 0 0

The above inequality follows from Young’s inequality 2ab < a2% + b2n°. The choice of 0 < ¢ < 1/2 will affect the rate

in (54). The first term follows from (49). We are left to estimate the second term. For s € [kn, (k 4+ 1)n), B and ,55 are
reflected diffusion process without swap, by Itd’s formula, we have

S

o [ —,)L(dr) =2 SW,ENT aw,) —2 | (8", vG(3" d
/kn<ﬁr, V) L(dr) /knwr (@ o) AW, /Imwr (B, )dr) o

+ 1B = 187112 + 2d(s — kn).
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Take expectation on both sides, since the domain is convex, and 7, is an inner normal vector, similar to (Bubeck et al., 2018)
(Lemma 9), for the support function hqxq(-), we have

E[2 /kn haxa(—7,)L(dr)] < E[ o 6B, VG(B, ) ldr] + 2d(s — k) o
- (2d+RE2)(s —kn) _ (2 +2Rf)n,

where R is the upper bound of the diameter of the domain, and L is the upper bound of the gradient VG. Summing over the
estimates fk(:H)n fork=0,---,[T/n], we get the bound,

: .
/ hawa (@) L(ds) < w. (52)
0

The same estimate also holds true for fOT haxa(vs)L(ds), which gives us

2C SN T 1/4
T < S5E| swp |lye - §70] + (24 + RL)TyA. (53)

nt/4 Loci<r

Estimates of (42): Plugging the estimates for Z (49) and 7 (53) into (42), we have

~n 2C —n = 1/
E[ swp (18- B1ll| < 1+ —)E| sup |lye—§7Il| + (2d+ RL)Ty
0<t<T n 0<t<T

9 - -
< T/JE{ sup |ly: — y?H} + (2d + RL)Tn'/*
n 0<t<T

c [T N _
S / 4 [ sup B¢ — ﬂ?} dt + (2d + RL)Tn*/*
n 0 0<t<T
¢ N 2 2 2 2 1/2
+ W(al(d,@,:ﬁ, C.e)n? + ATLA(1 + T)n? max B | o | })
C /2 C ~ 12

Here the constant C varies from line to line. Applying Grownall’s inequality, we have

B[ sup 18— BII] < 6/t + b, fmg BIGTP] + 8o /2 mpe VETTOAP] 5

where §; is a constant depending on 71, 79, d, T, C, R, L, L,e: 0o depends on T', and C'; 43 depends on d, T, and C'. By the
definition of W, distance, we get the following convergence rate in W; distance,

Wi(L(Br), L(Br) < ElllBr — BH] < B[ sup |8, = B]Il]. (55)
0<t<T

O
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