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Abstract

We provide a Lyapunov convergence analysis for time-inhomogeneous variable coefficient
stochastic differential equations (SDEs). Three typical examples include overdamped, ir-
reversible drift, and underdamped Langevin dynamics. We first formulate the probability
transition equation of Langevin dynamics as a modified gradient flow of the Kullback-
Leibler divergence in the probability space with respect to time-dependent optimal trans-
port metrics. This formulation contains both gradient and non-gradient directions depend-
ing on a class of time-dependent target distribution. We then select a time-dependent rela-
tive Fisher information functional as a Lyapunov functional. We develop a time-dependent
Hessian matrix condition, which guarantees the convergence of the probability density
function of the SDE. We verify the proposed conditions for several time-inhomogeneous
Langevin dynamics. For the overdamped Langevin dynamics, we prove the O(til/ 2) conver-
gence in L' distance for the simulated annealing dynamics with a strongly convex potential
function. For the irreversible drift Langevin dynamics, we prove an improved convergence
towards the target distribution in an asymptotic regime. We also verify the convergence
condition for the underdamped Langevin dynamics. Numerical examples demonstrate the
convergence results for the time-dependent Langevin dynamics.
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FENG AND ZUO AND L1

1. Introduction

Time-inhomogeneous (time-dependent) stochastic dynamics are an essential class of equa-
tions, which are widely used in modeling engineering problems, designing Bayesian sampling
algorithms of a target distribution, and approximating global optimization problems with
applications in machine learning (Chiang et al., 1987; Geman and Hwang, 1986; Ma et al.,
2021; Tang and Zhou, 2021). An important example is the stochastic dynamics from the sim-
ulated annealing method (Cerny, 1985; Kirkpatrick et al., 1983). It finds a global minimizer
of a function with a time-dependent diffusion constant. The diffusion constant converges to
zero when time approaches infinity. Eventually, the solution of stochastic dynamics will be
a global minimizer of such a function. In recent years, general time-dependent stochastic
dynamics have also been designed to maintain desired invariant distributions, such as the
nonreversible Langevin sampler (Duncan et al., 2016, 2017; Zhang et al., 2022). The dis-
cretized stochastic dynamics are useful stochastic algorithms in practice. In these studies,
a key consideration is the rate at which these stochastic dynamics converge to their station-
ary distributions. The convergence analysis can be leveraged to design and refine sampling
algorithms that exhibit faster convergence.

This paper presents the convergence analysis for time-inhomogeneous stochastic dynam-
ics, including three equations: overdamped, nonreversible drift, and underdamped Langevin
dynamics. We use the time-dependent Fisher information as a Lyapunov functional to study
convergence behaviors of the probability density functions of stochastic dynamics. Applying
some convex analysis tools in generalized Gamma calculus (Feng and Li., 2023, 2021), we
derive a time-dependent Hessian matrix condition to characterize convergence behaviors of
time-dependent stochastic dynamics in Theorem 6. Lastly, we present three examples for
the proposed convergence analysis. We first study the Lyapunov analysis of time-dependent
overdamped Langevin dynamics based on the continuous limit of simulated annealing algo-
rithms. When the potential function is strongly convex, we show that the Fisher information
converges at a rate of O(7) when the diffusion coefficient is O(@), where ¢ > 0 is a time
variable. We then analyze the time-dependent Langevin dynamics with nonreversible drift
and a nondegenerate diffusion matrix. We prove the speed-up of the convergence near the
global minimizer of the potential function. Lastly, we study the convergence analysis for
the inhomogeneous underdamped Langevin dynamics. Several numerical experiments are
provided to justify our theoretical results.

In literature, the convergence study of time-dependent stochastic dynamics is an emerg-
ing area for stochastic algorithms in machine learning (Chizat, 2022). In this direction,
the continuous-time simulated annealing based on time-dependent overdamped Langevin
dynamics was first studied in Geman and Hwang (1986). It was shown in Chiang et al.
(1987); Geman and Hwang (1986) that the correct order of diffusion constant for the time-
dependent Lanvegin dynamics to converge to the global minimum of the objective function
V is of order (logt)~!. Recent works (Chizat, 2022; Monmarché, 2018; Menz et al., 2018;
Tang and Zhou, 2021) have shown polynomial convergence in both L! distance and tail
probability. The state-dependent overdamped Langevin dynamics version of simulated an-
nealing was studied in Fang et al. (1997); Gao et al. (2020).



FISHER INFORMATION DISSIPATION

Compared to previous results, we focus on the convergence analysis using time-dependent
Fisher information functional for general time-inhomogeneous Langevin dynamics. This al-
lows us to derive a Hessian matrix condition in establishing the convergence rates. As a
special example, in time-dependent overdamped Langevin dynamics, we obtain a O(f%)
convergence in L' distance under the strongly convex assumption of the potential func-
tion. On the other hand, analysis on the time-dependent Fisher information dissipation in
nonreversible and underdamped Langevin dynamics is still a work in progress. This paper
initializes the convergence analysis of these stochastic dynamics.

The paper is organized as follows. We formulate the main results in sections 2 and 3.
Using the decay of a time-dependent Fisher information functional, we state the condition
for the convergence of general stochastic differential equations. We then present several
examples of convergence analysis. Section 4 provides the detailed convergence analysis
for simulating annealing dynamics with a strongly convex potential function. Section 5
presents the convergence analysis for the Langevin dynamics with an irreversible drift and
nondegenerate diffusion matrices. Section 6 shows the convergence analysis of underdamped
Langevin dynamics. Several numerical examples are provided to verify the convergence
analysis.

2. Setting

In this section, we provide the main setting of this paper. We consider the general time-
dependent stochastic differential equation. We also formulate its Fokker-Planck equation,
for which we develop a time-dependent decomposition of gradient and non-gradient direc-
tions in the probability density space. We then introduce the time-dependent relative Fisher
information functional, which will be used in the convergence analysis of the solution of the
Fokker-Planck equation.

2.1 General setting

Consider degenerate It6 type stochastic differential equations (SDEs) in R™"™™ as follows:
dX; = b(t, X;)dt + V/2a(t, X;)dB;. (1)

For m,n € Z,, we assume that a € C®°(Ry x R*"™: R(+m)xn) i 5 degenerate (i.e. rect-
angular) time-dependent diffusion matrix, b € C>® (R, x R"*™; R"*™) is a time-dependent
vector field, and B; is a standard R™-valued Brownian motion. We denote n as the num-
ber of the columns and n 4+ m as the number of the rows for the diffusion matrix a. In
what follows, we shall assume the rank of diffusion matrix a to be n, and its codimen-
sion to be m. We denote a(t,z)" as the transpose of matrix a(t,z), and a(t,z)a(t,z)" as
the standard matrix multiplication. For i = 1,---,n, we denote a] = (a(t,z)T); as the

row vectors of a(t,z)", and a; = a(t,z).; as the column vectors of a(t,z), i.e. a;g = ay,
for 2 = 1,--- ,n + m. For each row vector al-T € R"™ with 4 = 1,--- ,n, we denote
Ai(t,z) = Z:L_Jrlm a;'%% as the corresponding vector fields for each row vector a]. Sim-

ilarly, we denote Aq(t,z) := Z?:lm bg(t,x)% as the vector field associated to the drift
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term b. In this paper, we assume Hormander like conditions (Hérmander, 1967) for the
vector fields such that the probability density function p(¢,z) for the diffusion process X
exists and is smooth. In the current time inhomogeneous setting, such conditions may
include the Hormander condition (Cattiaux and Mesnager, 2002), weak Hormander condi-
tion (Hopfner et al., 2017), the UFG (uniformly finitely generated) condition (Cass et al.,
2021), and the restricted Hormander’s hypothesis (Chaleyat-Maurel and Michel, 1984). De-
note [A;(t,x), A;(t, )], for i,j € {0,--- ,n}, as the Lie bracket of two vector fields. The
Hormander type condition means that the Lie algebra generated by A;(t,z), 1 < i < n,
and Ag(t,z) + % has full rank. For all (¢,x), we assume

Span Lie{Ao(t, x) + 9

S At @), ,An(t,m)} — R,

Under the above assumptions, p(t,z), which is the probability density function for Xy,
satisfies the following Fokker-Planck equation of the SDE (1),

n+mn+m

Op(t,x) = =V - (p(t,z)b(t,z)) + Z Z &Ela% <( )a(t,x)T)ijp(t,xD, (2)

with the following initial condition

pﬂ(x) :p(O,x), Po € P.

Here we denote P as a probability density space supported on R, defined as

P={per'®*m): /

Rn+m

p(e)de =1, p=0}.

2.2 Time-dependent Gradient and Non-gradient decompositions

To study the convergence of the probability density function p(¢,x) towards the invariant
distribution or the reference distribution (¢, z). We make the following decomposition of
Fokker-Planck equation (2). We assume that 7(¢,z) € C*2(R, x R"™™; R) has an explicit
analytical formula. If 7 (¢, z) indeed solves the equation,

V- (n(t, 2)b(t, 2)) +Zzaxzax]<< )a(t,x)T>

x(t, x)) = gr(t,z) =0,

ij

then 7(t,z) = m(x) is the invariant distribution. Otherwise, we use m(t,z) as a reference
distribution for the probability density function p(¢,z) at each time ¢.

The Fokker-Planck equation (2) can be decomposed into a gradient and a non-gradient
part by introducing a non-gradient vector field v(¢,z) : Ry x R — R. The same
decomposition has been used in Feng and Li. (2021), where the non-gradient vector field
~(x) does not depend on the time variable. For self-consistency, we show the decomposition
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below for the time-dependent vector fields. We first introduce the following notation, for
t>0,

n+m ) ntm
v (a(t,x)a(t,x)T> - (Z axj( alt, z)a(t, “)T)U)izl € R™™, (3)
j=1

We then have the following decomposition.

Proposition 1 (Decomposition) For the Fokker-Planck equation (2) and a reference
distribution density function m(t,z), we define a non-gradient vector field ~v(t,x) : Ry x
R 5 RMT™ g

V() = (a(t, z)alt, x)T>V10g7r(t,a:) —b(z)+ V- (a(t,x)a(t,a:)T).

Then the Fokker-Planck equation (2) is equivalent to the following equation:

p(t, )
Op(t,x) =V - (p(t, x) (a(t, x)a(t, x)T>V log Y x)) + V- (p(t,z)v(t, x)). (4)

Proof The proof is based on a direct calculation. For simplicity of notations, we skip the
variables (¢, x) below. We note

n+m

j:m &9 d
N Z 8371( ; EZ: <a(m)a(:1:)T>ij> + '2—21 ox; ((aaT> 83: Ing)

),

where we used the fact 8ij = paTj log p. From the definition of v and the above observation,
we show that the R.H.S. of the Fokker-Planck equation (2) can be written as

n—+mn+m
- (ph) + Z; Z 8371836 ( T)ijp)
=1 j=1
n+m
== V-(pb)+ (9(1, (P(;;(aaT)ij) +V - (p(aa”)V logp)
igj=1 """
n+m

=—V-(pb) + Z 833 . <paij(aaT)ij) + V- (p(aa™)Vlog )

)=

= V- (p(aa")Vlogm) + V - (p(aa”)V log p)
=V (p(—b V- (aa") + aa' Vlog w)) +V - (paa"Vlog %)

n
=V-(p)+V- (P(“aT)V log %)

5
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where we used the definition of v and the fact that Vleg £ = Vlogp — Vlogn. |

Remark 2 The time-dependent hypoelliptic operator —V - (paa'V) is a “modified gradient
operator in the Wasserstein-2 type metric space” (Villani et al., 2009). And the vector
field 7y is not a gradient direction (Villani, 2009). Interested readers may look for relevant
discussions in the time-homogenous case (Feng and Li., 2021).

2.3 Lyapunov functionals

To measure the distance between p(t, z) and 7 (¢, ), as well as the corresponding convergence
rate towards 7 (¢, x), we define the Kullback—Leibler (KL) divergence

p(t )
D t,)||w(t, ) = t,x)lo dx. 5
ot (e ) = [ plta)log 2 )
For t > 0, and a diffusion matrix a(t, z) € C®(Ry x R*™; R(m)xn) ass0ciated with SDE
(1) with rank n, we introduce a complementary matrix, defined as,

z(t,x) € C*(R4 x Rn+m;R(n+m)xm), ©)
such that, for all ¢ > 0,

Rank(a(t,x)a(t,x)T + z(t, x)z(t, x)T> =n+m, foral z€R"™, (7)

Adapted from the previous notation, we denote a' and z' as the transpose of matrices
a(t,r) and z(t,z). We denote {a]}?_; and {z;r L1 as the row vectors of a’ and z7. Here
the matrix z is selected in a way such that the full rank of aa’ (with rank n) and zz" (with
rank m) equals to n + m. Thus, the matrix aa” + 227 can be used as a non-degenerate
metric for the entire space R"™. The condition (7) means that the linear span of the row
vectors {a] }1*_; and {z;r 7%, generate the entire space R™™™ for all ¢ > 0. Furthermore, to
ensure that the Bochner’s formula (Feng and Li., 2021, Theorem 1) holds, we assume that,
for0<k<m,0<1i<n,

Zi(t,z)A;(t,z) € Span{A,(t,z),0<j<n}, forall ¢t>0, and zeR"™™  (8)

where we denote Zj(t,x) as the corresponding vector field for each row vector z,I For

a smooth function f € C>®(R"™™) we denote the gradient vector field Vf as a column

vector,
of af >T

e
Ox1, amn—i—m

Vi) = ( (9)
We keep the following notation throughout the paper. A standard multiplication of a row
vector and a column vector has the following form,

Top_ N~ T Of
ag Vf == Z akk/%' (10)
k'=1
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Similarly, we denote

n+m T
8&7:7:/ 8f
aiVa]Vf =al(Va))Vf= " afy Oy Oxy’

K i'=1

(11)

where the gradient is always applied to the function next to it. Given matrices a(t,x),
z(t,z), and the reference measure m(t,x) as above, we introduce the following relative
Fisher information functionals as our Lyapunov functionals. Denote (u,v) = Ezrlm U V;,
for any vectors u,v € R"™™,

Definition 3 (Fisher information functionals) Define a functional Z,: P — Ry as

p(t,z) p(t, )
7(t, x) 7(t, )

Define an auxiliary functional Z,: P — Ry as

Lu(p(t, )||7(t,-)) := /]Rn+m <Vlog ,a(t,x)a(t,m)Tng >p(t,a:)dm, (12)

p(t, )
7(t, )

L(p(t, )|(t,”) == /Rm <v1og PE2) )2t 2)TV log

w(t, ) >p(t, z)dz.  (13)

3. Time-dependent Fisher information decay

In this section, we present the main theoretical analysis. We use the time-dependent original
and auxiliary Fisher information functionals as Lyapunov functionals for the convergence
of the Fokker-Planck equation in Theorem 6.

We shall derive the dissipation of KL divergence and Fisher information along time-
inhomogenous equations. We first show the relation between the KL divergence and the
Fisher information functional in this time-dependent setting.

Proposition 4 Fort > 0, we have

1) = — o p(t,ﬂ?) aaT o p(t,l‘) )dx
o (plm) == [ (V1og B aa TV Iog B (e »

- / R(t,x, m)p(t, 2)d,
Rn+m

where we define the correction term R(t,z,m) : Ry x R x P — R as below,

R(t,x,w) — atﬂ'(tv CIZ) - Z(t(;‘-)(t?x)’)/(t?x)) (15)

Remark 5 Note that if w(t,x) = n(x) is the invariant measure, we have V-(my) = 0, hence
R(t,z,m) = 0. However, in the more general setting, V - (w(t,z)y(t,x)) # 0 for a general
reference measure w(t, z). Thus, we introduce the correction term R(t,xz, ) in (15), which is
equivalent to O¢logm(t,x) —(Vilogm(t,xz),v)—V-(v). The first and second terms correspond
to the time and spacial derivatives of log(t, ), while the third term coppresponds to the
non-reversible vector field .
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For simplicity of notation in all proofs, we shall denote [p..n as [. We also skip the
variables (¢, x) to simplify the notation.

Proof We derive the entropy dissipation as below,
O DkL(pl|7m) = /8tplog pd:c—&—/p(?t log pdx — /p@t log mdx
T
— / (V- (py)+ V- (paa'V log %)] log %dl’ + /&pd:c - /p@t log mdx
_ b T p D
= — [(Vliog )00 V log ;)pdaz + [ V- (py)log }dx — [ pO;log mwdzx.
Furthermore, we have
p, p
[v-omoglar = - [(T10g2.pio
= —/(Vp, 7>df€+/<V10gw,v>pd$
— [V 7+ (Viogm,)pis
— [ 2T+ (Ve

[T

Combining the above terms, we complete the proof. |

3.1 Fisher information decay

In this subsection, we first present the Fisher information functional dissipation result. The
proof will be postponed to Section 3.3, and Section 3.4. To simplify our notation, we define

Ia,z(t) = Ia(p”ﬂ—) + Iz(pH’]T)' (16)

Theorem 6 (Fisher decay) We define R(t,x) : Ry x R*m — RO+tm)x(ntm) g the
corresponding time-dependent Hessian matriz function, which is defined in the Appendiz A.
Assume that

R(t, ) — %at(aaT + 22")(t, ) = AMt)[aa" + 227)(t, x), (17)

for all x € R"™™  and for all t > 0. We have

t t T
Ls(t) < e 2o 00 ( / 20A(r) + 2(r)]e* 0 XD ay 11, (1) )

to
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where the correction term R(-,-,-) is introduced in (15). And
A(r) = / v (aa"VR) + (VR,aa"Vlog ™) p(r, z)dz,
Rner

Z(r) = /Rmm [V (22TVR) + (VR, 22" Vlog m) | p(r, z)dx.

Proof From the definition, we have 1, ,(t) = L, . (p||7) = Io(p||7) + L. (p||7). According to
Proposition 10 in the next section, and Assumption (17), we have

Otla - (pllm) < —2X\(8)La,2 (pllm) + 2[A(t) + Z(t)].
We next construct a function Q(t), such that
BQ(t) + 2A(H)Q(t) = 2[A(t) + Z(t)].
Let F(t) = —2 [} A(r)dr. We obtain Q(t) = Q(to)e"® + I'® [} 2[A(s) + Z(s)]e " )ds,
which implies
O (Ta,2(t) — Q1)) < —2A(t)(I,2(t) — Q(1)).

From Gronwall’s inequality, we have

L.t) < Q)+ (a.(to) — Qto))e > S A)dr
t t .
= Q(to)eiz fto A(r)dr 4 efzi; (T)dr/ Q[A(T) + Z(T)]efto 2)\(7)de7'

to
T (La(to) — Q(to))e > o X
t t ;
A / 20A(r) + Z(n)]e* o XD Tar 11, (1) )

to

This finishes the proof. |

3.2 Information Gamma calculus

To derive the dissipation of the Fisher information functional, we first introduce the infor-
mation Gamma calculus in the current setting. These information Gamma operators are
generalized from the Carré du champ operators, see Bakry and Emery (2006) for elliptic
operator setting, and Baudoin and Garofalo (2016) for hypoelliptic operator setting. We
refer to Feng and Li. (2023, 2021); Bayraktar et al. (2024) for more motivations and detailed
discussions on these operators. We follow closely the notations as in Feng and Li. (2021,
Definition 2) below. Following the decomposition in Proposition 1, the diffusion operator L
associated with SDE (1) is defined in the following form, for smooth function f : R"*™ — R,

Lf=Lf—{y(t,z),Vf), (18)
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where we define the reversible component of the diffusion operator L as below,
Lf = V-(a(t,z)a(t,2)TV )+ (a(t,z)a(t, )"V logn(t, ), V f). (19)

For the diffusion matrix function a(t,z), we construct a matrix z(t,z) € C®(Ry x R"™;
R(+m)xm) guch that conditions (7), (8), and the Hérmander condition hold true. We then
introduce the following z-direction differential operator as

L.f =V - (z2(t,2)2(t,x) "V f) + (2(t,2)2(t,z) Viog n(t, x), V).

The Gamma one bilinear forms ( also known as Carre du champ operators) for the matrices
a(t,z) and z(t,z) are defined as below, I'y,I'7: C®(R"T™) x C®(R"*™) — C>®(R"""™) as

Ti(f, f) = (a(t,2) "V f,a(t,2) 'V )rn, Ti(f. f) = (2(t,2)TVf,2(t, )"V )rm.  (20)

Definition 7 (Time-dependent Information Gamma operators) For operators L and
L., we define the following Information Gamma operators.

(i) Gamma two operator:
~ 1~ ~
Do(f, 1) = LIS, f) = Ta(Lf, ).
(ii) Generalized Gamma z operator:
~ 1~ . s
D5 F) = LU ) —Ti(Lf f)
+d1v7zT (FI,V(aaT) (fa f)) - divg <F1,V(ZZT) (fa f)) :
Here div)y, div] are divergence operators defined by

divT(F) = 2V - (raa F), divi(F) = -V - (n2:TF),

m ™

for any smooth vector field F € R"*™  and L't vy T'1v(
bilinear forms defined by

2.T) are vector Gamma one

P () = (VEY(@a)VF) = (T, -2 (aa")V f)rm

8% k=1"
0
Ty yen(f, f) = (VfV(aa)Vf) = (V] a—%(zzT)Vﬁ)ZZ?

Definition 8 ( Irreversible Gamma operator)

Lo )+ Tn(f ) = (BF +Ef)Vf7) = SV(TF )+ TE ) ).

10
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Remark 9 One key difference in the current setting compared to (Feng and Li., 2021) is
the fact V - (w(t,z)y(t,x)) can be non-zero. Due to the decomposition of operator L in
(18), the time- dependent vector field (t, z) does not make a dzﬁerence for the second order
operators Fg and F ™. Thus the Bochner’s formula for Fg and T'5™ remains the same as in
(Feng and Li., 2021 ) we postpone the Bochner’s formula to the Appendix. The expressions
for Tz, (f, f) and I'z,(f, f) are different, see Lemma 14 and Lemma 17 below.

By using the time-dependent Information Gamma operator defined above, we have the
following estimates for the first order dissipation of the Fisher Information functional.

Proposition 10

F¢lla(pllm) + L (pl)]

< - 2/9%(V10g %, Vlog %)pdaﬁ + /(Vlog % d(aa™ + 22T)Vlog %)pdae (21)

+ / 2V - ((aa” + 22")VR) + 2(VR, (aa + zz")Vlog )| pda,

where the correction term R(t,z, ) is defined in (15). And the Hessian matriz R(t,z) is
defined in the Appendiz A.

Proof Combining Proposition 11 and Proposition 15 below, we have

Ot [la(pllm) + L= (pl|m)]

:—2/ [Fg(log ,log = )]pdm—i—/(Vlogi,@t(aaT)Vlogpmdx
— /(’y, (Vlog ;,V(aaT)Vlog i)>pdx+2/<aaTV10g , VvV log = >pdx
— Q/fg’”(log B,log B)pd:n + /(Vlog B, at(zzT)Vlog =)pdz
T T s s
p T p T p p
= /(fy, (Vlog ;,V(zz )V log }>>pdx + 2/<zz Vlog ;,wv log ;)pdaz
+ / 2V - ((aa" + 22T)VR) + 2(VR, (aa" + 22")V log7)| pdzx (22)
= / [Fg(log ,log — )]pdm — 2/ (log ,log — )pdaz
+ /(Vlog = dr(aa™)V log %)pda: + /(Vlog = d(z27)V log %)pdw
p T p T p p
- /(7, (Vlog ;,V(aa )V log 7T)>pd:1:+2/<aa Vlog ;,Vﬁ/Vlog ;)pd:r:
p T p T p p
- /(’y, (Vlog ;,V(zz )V log ;))pdw%— 2/(22 Vlog ;,V'yv log ;)pdaz

+ / [QV . ((aaT + zzT)VR) +2(VR, (aaT + zzT)Vlog W)]pd:n.

11
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Applying the Information Bochner’s formula from Proposition 32 in the Appendix, for the
first term in (22), we have

— 2/ [fg(log B, log B)]pd:z: -2 / f;’ﬂ(log B, log B)pdl"
T T T T
(23)
=_ 2/ (Hﬁe%ng% + (Re + R + R1)(Viog %, Vlog %))pdaz,
Note that
- /(7, (Vlog B, V(aaT + zzT)Vlog B)>pda: + 2 /((aaT + zzT)Vlog B, V4V log B)pd:n
T T T T

= —2/(9{% + %yz)(VIOg% V log %)pdaj.
(24)

Plugging (23) and (24) into (22), we finish the proof, since ||$esss f||Z > 0. [ |

3.3 Dissipation of I,(p||7)

Now we are ready to present the following technical lemmas for first order dissipation of
La(p|[m).

Proposition 11
la(pllm) = —2/ [fQ(logg,log i)]pdw—l—/(Vlogi,at(aaT)Vlog §>pd:v
p T p T p p
—/('y, (Vlog ;,V(aa )V log 7T>>pdac—i—2/<aa V log ;,V’yVlog ;}pdm

+/ 2V - (aa"VR) + 2(VR, aa"V log )] pd.

Proof The proof of Proposition 11 follows from Lemma 13 and Lemma 14. According to
Lemma 14, we have

[Entnwis = 5 [0n (99wt~ [ (0™ 1999 f)pda
+ [ TEDr 1 pypa.

Plugging into Lemma 13 with f = log g, we prove the results. |

Remark 12 The extra term in Lemma 14 involving V - (1) is canceled by the extra term
in Lemma 13. This makes it possible to define the tensor R,, the same as in the time
independent setting (Feng and Li., 2021).

12
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Lemma 13

Proof

= p p = p p
l.(p|lm) = —2/[I‘g(logﬁ,logﬁ)—i—I‘Ia(logTr,logﬂ)]pdm

+ /(V log %, [0;(aa’) + QaaTV'T(:rfY)

+/ [QV (aa"VR) + 2(VR, aa' Vlog 7T>]pdx.

|V log g)]odm
T

Oly(pl|m) = 2/(V8tlog§,aaTVlogZ>pd$+/(Vlogiﬁt(aaT)Vlogimdx

—|—/<Vlogp,aaTV10g B)ﬁtpdx
m m

= 2/<V8t log p, aa"Vlog i)pdm—{—/(Vlog aaTVlog >(9tpdx

+/<VlogZ,@t(aaT)Vlogimdx - 2/(V8t log F,aaTVIOg§>deL’.

We first observe that,

:/p
/F

2 /(V@t log p, aa"V log B>pdx + /(V]og B, aa' Vlog B>8tpdx
T T
V- (paa"Vlog 2)

1(log£,log£)6tp— 2 Oypdx
(

1 log ,log = )f)tp 2(<Vlogp, aa' Vlog B> +V- (aaTVIOg %))&pdm

= /Fl(log ,log = )8tp— 2(<Vlog— aaTVIOg )+zlog g)(’itpd:zs
v
= —2/{2F1(10g ;,log ;)Btp—kLlog ;c%p}dx

1 P P ~ P
= — —T1(log =,log =)V - log =V -
2/{ 2 I(ng’ ogﬂ_) (p’y)—i—Logﬂ ()

1 - - -
2Ty (log 2 log 2YL*p + Llog BL*p}dx
™ ™

2
1
= 2/{<VF1(logp,log ),7) + Llog = (Vlog ,7) + Llog pw
2 us T
1+ p, D
+§LF1(log ;,log ;) — Fl(Llog ;,log ;)}pdm
= —2/[f2(logp,logp)+f1a(logp,log p)]pdw—Q/Llo pV-(my )pdx.
T T T T T ow

13
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In the second last equality, we apply the following fact pVlogp = Vp, nVlogm = Vr,
such that

V-(py) = p((Vlogp,ﬂ +V-7)

V. (m
= p(<Vlogp, ) + 757) - <Vlog7r,*y>>
V.(m
= p(ViegZ,7) +p ( ’Y). (26)
™ m
We then have,
Ola(pllm) = —2/ [f2(log£,log£)+fza(log£,log p)]pdq:—2/L1 pV- () pdzx
T T T s T T

+ /(V log B, d(aa")V log B)pdm -2 /<vat log 7, aa' V log B)pdw.
T T T
Observing the following equality, we have

—2/<V8t log 7, aa" V log B)pda:

V1
= /(% log 7 paap 08 )pdx

= /{V (aaTV10g ) <V10g£,aaTV10g£>—|—<V10g7r,aaTV10gB> Oy log mpdx
s v v

= 2/ [ﬂ log =+ (Vlog £, aa"Vlog £> O¢ log mpdz, (27)
s 0 ™
which implies

L(p||r) = -2 [ logp log = )+FI (log ,log — )}pd:c+/(Vlogi,@t(aaT)Vlogi)pd:c

+2/ log pom = V- (m) pdz + 2 /(V log B, aa' Vlog B>8t log mpdz.
T T

™

We also have
2 / Llog %de:ﬂ
= 2 / V - (aa"Vlog %)dew +2 /(V]og 7, aa' V log §>dex
= -2 /(V(Rp), aa'Vlog §>dl' +2 /(V log 7, aa"V log g)dem
= -2 /(VR, aa'Vlog §>pdac -2 /(Vp, aa' Vlog B)Rdm +2 /(V log 7, aa' V log %)dem

= —2/(VR, aaTVIOgB>pdx — 2/<V log— aaTVIOg >dew
s

14
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Combining the above terms, we have
Ol (pllm) = -2 / [Ta(log 2,108 ) + Tz, (log £, 10g 2] pdar
T T T T
+ /(V log B, [0;(aa™) + 2aa" d; log 7]V log B)pdw
T T
T p p T p
-2 /(VR, aa' Vlog =)pdx — 2 /(V log =, aa' Vlog =)Rpdzx.
T T T
Note that,
—/(VR, aa"Vlog B)pdx = —/(VT\’,, aa" Vp)dx + /(VR, aa'V log ) pda
T
= /V - (aa" VR)pdx + /(VR, aa"V log 7)pdz.
We conclude with
Oly(pl|m) = —2/ [fg(log Q, log Q) + fza(log B, log B)]pdx
T T T T
+ /(V log %, [0¢(aa’) + 2aa' d;log T — 2aa" R]V log %)pdw

+/ 2V - (aa"VR) + 2(VR, aa"V log )| pdz.

And the results follow the fact d;logm — R = w. [ |

Recall that the irreversible Gamma operator associated with a is defined as

Tz (f. f) = LE(VEA) — (VT1(f, ), )

1

2
We next show the following equivalence identity in a weak form for the irreversible Gamma
operator.

Lemma 14 Denote f = log £, we have

2
+ [ TEDr 1 pypa

/ P (f fpde = + / (v, (V £,V (aa")V £))pdz — / (aa TV £, VAV f)pda

Proof We first observe that,

V- ()
p

V- (r
= (Vlogp,7) + V-7 = <V10g§,7)+<V10g7r,’y>+V-’y: (Vfo)+ 7(T 7,

15
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According to the definition of the information Gamma operator, we have

/fza(f, f)pdz
= /[Efo, ) — %er(f, ), pdz
- /[v'(aaTVf)<Vf”y>+<aaTVI0gW’Vf><vf,7>}pd$+;/v'(p’Y)F1(f,f)dx
N / [V (aa" V)V f,7) + (aa"Viogm, V)V ], M pd

+3 [uvsiay+ T

- / [— <aaTVf,Vlogp><Vf, v) + (aaTVIOgﬁ, VIV, ’y)}pdm + % /(Vf, WIS, f)pdz

~ [ (@™ 1.5 ~ aa™V £, 979 e+ 5 [ T, pyp

= =5 [Wrn et — [1aaTV V) — @9V e+ 5 [T g

= 5 [T+ [(Tiogm LS. Ppdo

— (@157 = aa™V 1,979 pe + 5 [ T, pyp

1 V- (m)

= 5 /<77 <Vf7 V(aaUVf))pdx - /<aaTVfa V'ny>pdx + / Trl(fa f)pdm

The last equality follows from the fact that

_;/Wp,wrl(f, f)de = ;/V-('yfl(f, f)pdz

= ;/V AL (f, f)pdx + /(aaTVf, V2f7>pdx+;/('y, (Vf,V(aaT)Vf>)pdx,

and

V- (m)

= (Vlogm,v)+V-7.

3.4 Dissipation of auxillary Fisher information

Similar to the first-order dissipation of the Fisher information functional, we have the
following decay for the auxiliary Fisher information functional.

16
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Proposition 15
Ol (p||m) = —2/f§’”(logp,logi)pdaz+/(Vlogi,(‘)t(zzT)Vlog g)pd:c
T
—/(7, <V10gp,V(zzT)Vlogp>)pdx+2/<zzTV10g , V4V log = >pdx
7 T

+/ 2V - (22T VR) 4+ 2(VR, 22"V log )] pdz. (28)

The proof follows from the following Lemma 16 and Lemma 17.

Lemma 16

Tz, p p p p
I, = -2 I'S" (log =,log =) 4+ I'z, (log =, log =) |pd 29
AL (pllm) [ (5105 2 10g 2+ 17 106 2. log 2 s (29)

V- ()

+ /(V log %, [0(z27) + 2227 |V log §>pd:c

+/ [QV (22T"VR) + 2(VR, 22"V log 7T>]pdl‘.

Proof
o0l (p||r) = 2/<V8t log B, 22"V log B)pdw + /(Vlog % O1(z2")V log %)pda}
/(V log— zzTVIOg >8tpdx
= 2/<V6t logp,zzTVIOg ;)pdm + /(Vlog zzTVIOg >8tpdac
+ /(V log %, dy(z2")V log §>pd$ -2 /(V@t log 7, 22" V log %}pdm.
Similar to the derivation for I,(p[|7), we first observe the following the fact,

0,
/Fz(logp log = )atp+2fz( ;p log = )pda;

V- (pzz"Vlog 2)

= /Ff(log ,log = )Otp -2 Oypdz
_ 2 p T T p
= / 1(log ,log — )8tp 2<<Vlogp, zz' Vlog = > + V- (22 Vliog ;))@pdw
= / f(log ,log = )8tp — 2<<V log =, 22 Vlog = > + L. log %)&pd:):
= -2 / { Fz(log p ,log = )Btp +L, log = th}d:c
1, p ~
= 2 { §F1(10g7,10g*)v - (py) + Lz log fV - (p7)

1
4 I‘Z(log Jlog 2 )L*p+L log = P }d:c

17
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= —2/{FZ (log ,log = )+ LFl(log ,log = ) Iy (L. log ,log = )}pdx
/L log PM .
&

s

where we apply the equality in (26) for V - (py). Now applying [Proposition 5.11](Feng and
Li., 2023) (see also [Proposition 8](Feng and Li., 2021)), we have the following equality

1= T Tz,
/ {szl“l(log P 1og 2y —1(L,10g 2, 1og 3)}pdx - /FQ’ (log £ log Lypdz.  (30)
2 s T s s ™ ™
We then have,
WL (p||r) = —2/ [fg’ﬂ(log %,log )+ Tz, (log ,log = )]pdm - 2/iz log

+ /(V log %,8,5(22T)V10g ;)pda: — 2/<V8t log 7, 221 V log %)pdaz.

QV'(W’Y)pdx
T

™

Observing the following equality, we have

—2/<V8t log m, 22" Vlog g)pdac
™

V- (pzz"Vlog £
2/@ log 7 (pz Og”)pdx
p

= 2/ [V (227V log %) + (Vlog %, 221V log %) + (Vlogm, 22 Vlog %)] O log mpdx

= 2/ [fLZ log p + (Vlog B, 22"V log B}} Oy log mpdx, (31)
T T T
which implies

L(p||r) = log ,log = )+FIZ(10g logp)]pd:z—i—/(Vlogp,&g(zzT)Vlogimdx

We also have

/~ pat”_v Om =V - (1) dx+2/(Vlog 22"V log £ )0 logmpdz.
Y

V- (22"Vlog g)dea: +2 /(V log 7, 221V log %)de:{;
= —2/<VR, 22"V log %)pdw -2 /(V log %, 22"V log §>dem.
Combining the above terms, we have
L (p||l7) = —2/ T3 (log ,log = ) +Iz, (log ,log = )]pd:p
+ /(V log = [0¢(227) + 2227 0; log 7|V log —>pdx

—2/<V72, 221V log B)pd:): — 2/<Vlog zzTVIOg >de:n.
T

18
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Note that,

—2/(VR, 227V log %)pdm —2/<V’R, 221 Vp)dx + 2/<VR, 221V log 7)pda:

= Z/V (22"VR)pdx + 2/<VR,zzTV10g7r>pdx.
We conclude with

Tz, p p i p p
ol (pllm) = —2/ [T57™ (log pt log ;) +I'z. (log et log ;)]pdfﬁ
+ /(V log B, [0¢(227) + 222" Oy log m — 222" R]V log £>pdx
m 77

—|-/ [QV (22T"VR) + 2(VR, 22"V log 7r>]pdx,

and the result follows the fact d;logm — R = w.

The irreversible Gamma operator associated with matrix z has the following equivalent

form.

Lemma 17 Denote f =log 2. We have

2
+ [ s, pypas.

/ P (f, fpde = + / (7, (V £,V (22T)V £))pdac — / (22T £, VAV f)pda

™

Proof We will use the following fact again

V- ()
p

=(Vlogp,v) +V -y = (Vlog%ﬂ +(Vlogm,v) + V- =(Vf,7) +

19
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We have

/ Tz (f, f)pdz
= [E£(91.9) = (VTS 0),)pds
— [ [T TV + T g VAV b+ [V GrITH D)
_ / [v (2", + (22 Viogm, V)V, 7)] pd

+3 49+ T, ppas

= /[—<22va,V1ogp>(Vfﬁy> + (22" Vg, V)(VF, 7>}pdw+ /<Vf, N5 (f, f)pd

VAT s, pypa

- / (=Y, V2 f3) — (2T £, V7 ) pde + /

1

- 3 / (VIS fpde = / (22TV$, V2 ) — {227V, VAV )i + /

- _;/<vp,y>r§(f,f)dx+;/NlogmwFT(f,f)pdx

V- ()

~ [T ) TV Dlpde + 5 mrzu f)pdz

= 5 [V~ [TV et + [T

The last equality follows from the fact that

~5 [prit nde =5 [ 9 QLI )pe
— 5 [V ATi ppda + / T8V o+ 5 [ 049199 fipda,

and w = (Vlogm,v) +V .
|
4. Example I: reversible SDE
This example considers an inhomogeneous stochastic differential equation (SDE).
4, =( = alt, Xp)a(t, X)TVV(X,) + BOV - (alt, Xp)a(t, X)T) ) dt .

26(t)a(t, X;)dBy,

where n = d, m = 0, X; € R?, By is a standard d-dimensional Brownian motion, 3(t) € RY
is a positive, twice continuously differentiable, decreasing function, V € Cz(]Rd;]R) and

20

LY(f, fpda



FISHER INFORMATION DISSIPATION

a(t,z) € R™*? is a positive definite matrix function with at least twice differentiable in z
and differentiable in ¢. We denote a(t,x) = /S(t)a(t,z). And we assume that a satisfies
the uniform non-degenerate condition (see, e.g., (Kusuoka and Stroock, 1984)). Hence there
exists a smooth density function for the solution X, denoted as p(t,x). Furthermore, we
denote 7(t,z) € Ry as a time-dependent probability density function with

m(t,x) = Ztt)e CIO (33)

_V@)
where we assume that the normalization constant is finite, i.e., Z(t) = [pae PO dy < co.
We note that 7(¢, x) is not the stationary distribution of the SDE (32).

Remark 18 In non-convex optimization, (32) is of great importance. Generally speaking,
finding the global minimum of a non-convexr convex function is much more difficult than if
the function is convex/strongly convex. One popular method for non-convex optimization is
simulated annealing (SA) Pincus (1970); Khachaturyan et al. (1979, 1981); van Laarhoven
and Aarts (1987). The SA process generally consists of a proposal step, an accept/reject
step and a cooling scheme. At each iteration, a new mowve is proposed. This new move will
be accepted with some probability that depends the temperature. The lower the temperature,
the lower the acceptance rate. At the end of this iteration, temperature is cooled further
according to the cooling scheme. The hope is that with appropriate cooling speed, the system
will be able to explore enough landscape and escape local minima before settling down near the
global minimum. Geman and Hwang (1986) proposed to view (32) as the continuous-time
version of simulated annealing. Indeed, if B(t) — 0 as t — oo, then w(t,z) (33) converges
in distribution to the delta measure supported on the global minimum of V. It was shown
by Geman and Hwang (1986); Chiang et al. (1987) that the correct cooling scheme [(t) for

the process (32) to converge to the global minimum is log(t)~*.

4.1 Convergence analysis

As a special case of Proposition 11, with v = 0 and z(¢,z) = 0, we have the following
lemma.

Lemma 19 For anyt > 0, consider p(t,x) as the probability density function of SDE (32).
Denote

Li(p||m) = /(Vlogi,aaTVIOg g)pd:c.
We have

ola(pllm) = -2 [Tatog 2 to Dypde + [(V10g . 8(aa)Vlog Dipds (30

+2/ [V - (aa"Voylog ) + (VO log m,aa V log )| pdz.

As a special case of Proposition 10, following Lemma 19, we have

fQ(log %,log %) > R(Vlog %, V log %),

21
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where R (as defined in Appendix A) denotes the Ricci curvature tensor in this example
with y(t,z) =0, 2(t,2) =0, and a(t,x) = \/S(t)a(t, z). We then have the following Fisher
information functional decay for I,(t) :=I,(p ( Il (¢, ))

Theorem 20 Consider p(t,x) as the probability density function of SDE (32). Suppose R
is defined in Appendiz A. Assume that there exists a positive function \(t) > 0, such that

% - %&(aaT) = A(t)aaT, (35)

for t >ty with some constant tg > 0. Then we have

¢ .
L(t)<e” Jeo Mr)ar </ 2A(r)e’ Jug NOVT g Ia(t0)>,

to

where A(t) is a function depending on the time variable, such that

A(t) == / V- (aa"Vd;logm) + (VO logm, aa' Vlog )| pda. (36)

Proof The proof follows from Theorem 6 with R = 9, log 7, and our choice of parameters
for SDE (32). [ |

4.2 Time-dependent overdamped Langevin dynamics

In this section, we present an explicit example of the convergence result in Theorem 20.
Consider the overdamped Langevin dynamics

dX; = —VV(X;) + /2B(t)dB,. (37)

And the diffusion matrix a(t, z) € R?*? has the following form,

= VB, (38)

where I € R¥9 is an identity matrix.

Corollary 21 Let f(t) = logt for some constant C' > 0, and t > tg > e for some con-

stant to > 0. Assume V2,V = Al for some constant g > 0, and [p4( (IVV|?* +
ALV )p(t,x)dx < C, for some constant C > 0. Denote

L(p(t, (e, ) 1= B0 [ [V1og 2" H 2p(t, ).

Then there exists a constant Cy > 0, such that
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Proof The matrix function % defined in Appendix (A) is simply R = B(t)V2,V (x) for
equation (37). Applying Theorem 20, the Assumption (35) in Theorem 20 is then reduced

to the following condition,
B2V (@) ~ LB = MOB()L (39)

For B(t) = 10g 7, the above condition is equivalent to

C o 1 O/t C
— -
logtvmv *3 2 (logt)? gzt = M\ )logt]I

Based on assumption V2,V = A\l with A\g > 0, for t > to, and we let \(t) = Ao, then

1

St 1= Mol = AL (40)

I>=(Ao+

V3,V +

2tlogt

Now we turn to the estimate for A(t) in Theorem 20. Plugging in 3(t) = 1ogt, we obtain

V- (aa" Vo, logw) + (Vo logm,aa' Viegn) = BA(O;logn) + B(V,logm, Viege V/5)

_ v atBHV V|2
p
Applying the assumption that [p.(||[V2V]]? + |AV])p(t, z)de < C, we get
A =2 [0 8.y - 2w viPpde < 200%7+ |95)
g g

— Cy
< < —
< O]+ Igh <

where we denote C'4 as the upper bound of A(t) for ¢ > ty > e. Following the proof of
Theorem 20, we have

Li—I(t)< mz(w+9£

de @ = 0% t

Hence

t
I, (t) Se—Q/\o(t—to)(/ 2%e2>\o(r—to)dr + Ia(to))
b T

0

t 62/\0r
—e 22010 (1) + 20A6_2>\0t/ —dr.
to r
We notice that
_ t o2Xgr t o2Xgr e22or

‘ 62>‘0tﬁ5 20 dr . tj;eodr . j; Od+e2)‘0t 1
lim 0o T =1 0 T  — ]im = —.

t—+o00 1 t—+oo  e2Aol t—+o00 2 ge2Aot )
0 0

t

For a sufficient small € > 0, there exists a constant 7" > 0, such that when ¢ > T,

t 2\or 1 1
—2Aot Ld < (——_ -
e /to . r_(2)\0—|—6)t.
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Denote M = SUP;e(o,77] e~ 2ot tto 62AToralr. Thus, when tg <t < T, we have

t 2\or
e—2>\ot/ € dT‘<M—%T<@
t T T t

0

Thus, there exists a constant Cy > 0, such that

I (t) < e 2ol=t0)T, (40) + 2% max{21 +e,MT} < — CO

This finishes the proof.

|
Following the Fisher information decay in Corollary 21, we get the decay of the KL diver-
gence of the density for the dynamics (37) as below.

Corollary 22 Under the assumptions in Theorem 20, for any T > tg, we have

Dic (plIn(r)) < () () < 520
and
/ |p(7,2) — w(7,2)|dx < )\C(;OT

Proof For any fixed 7 > tg, we consider the standard overdamped Langevin dynamics:

dX] = -VV(X])dt + /28(7)dBy,
_ V(=)
which is equipped with the invariant measure m(z;7) = e 7). Denote p(t;7) as the
density for X7. Since V is strongly convex, i.e. V2,V = Aol, we have the classical log-
Sobolev inequality, such that

1 Co

Dt (p(r)[7() < 5-Lu(p(lr(7)) < 570

where the last inequality follows from Corollary 21. From Pinsker’s inequality, we have

C
/ p(r, %) — m(7, 2)|dz < \/2Dk1(p() |7 (7)) < Ai
0T
|
Remark 23 When we use the upper bound of A(t) in (40) as ﬁogt, A(t) can be infinity.
Thus, the current convergence analysis does not work. In other words, the choice of 5 = lo(ét

is essential for the current convergence proof, as discussed in Tang and Zhou (2021).
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log (KL)

1.0 15 2.0 2.5 3.0 1.0 15 2.0 2.5 3.0
log(t) log(t)

(a) V() = &1 (b) V(z) = EHL _ coo@

Figure 1: Convergence rate of two strongly convex functions in one-dimension. Here y-axis
represents the logarithm of the KL divergence between the empirical distribution
and the invariant measure 7 (¢, x) given by (33). And the x-axis is log(¢). We have
also added a dotted line representing t~* on a logarithmic scale for comparison.

4.3 Numerics

In this section, we perform numerical experiments to demonstrate the convergence rate in
Corollary 22.

We consider V : R = R, d = 1,2, and B(t) = @ for some choices of constant C.
We would like to compare the KL divergence between the invariant measure (¢, z) given
by (33) and the sample distribution of X; that follows (37) for different choices of V(x)
and B(t). We first sample M = 10° particles from A(0,1). Then we evolve (37) using the
Euler-Maruyama scheme shown below for N = 10000 steps with a step size of h = 0.002:

2C

X1 = X, — hVV(X,, =
i VV(Xn) + log(nh + to)

By, (41)

where B, ~ N(0, \/71), and tg = e. During each iteration, we compute the discrete KL
divergence between the empirical distribution of the M particles and the invariant measure
m(t,x) given by (33). The KL divergence between two discrete distributions is given by
Dkr(pllg) = > pilog(pi/q:). At each iteration, we can use the histogram of the empirical
distribution to get p; for i = 1, ..., K. Here K is the number of bins of the histogram and we
choose K = 50 in our numerical experiment. Let z; denote the location (midpoint between
the left and right bin edge) of each of the bins. Then at the n-th iteration, we can compute

g = % exp(— B(Zf(ﬁgo))’ where Z = [p exp(—%)dw is the normalization constant and

can be estimated numerically. The results are plotted (on a logarithmic scale) in Fig. 1 for
strongly convex V(x) and Fig. 2 for non-convex function V' (z) with different constant C' in
the expression of 3(t).

In the strongly-convex setting (Fig. 1), we see that the KL divergence between empirical
distribution and 7 decreases at a rate faster than O(1/t) for all choices of C. In the non-
convex setting (Fig. 2), we observe a convergence rate faster than O(1/t) at the beginning
which then drops to O(1/t) as t becomes larger. In two-dimension (Fig. 3), we observe the
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O(1/t) convergence in both the strongly convex examples (3a and 3b) and the non-convex
example (3c). In our two-dimensional examples, we used M = 10° particles, N = 10000
steps with a stepsize of h = 0.001. We have 50 bins in both x and y direction which gives
a total of 2500 bins.

log (KL)

1.0 1.5 2.0 2.5 3.0 1.0 15 2.0 2.5 3.0

T N z?2 z z—2)2 sin(bx
@) V)= -5+5 (b) V()= 52—

log (KL)

1.00 125 150 1.75 2.00 225 250 1.00 125 150 1.75 2.00 225 250 1.00 1.25 150 1.75 2.00 2.25 2.50
log(t) log(t) log(t)

(a) 2522 (b) 22 + y? — <ty (c) 2% + y? — sin(2x + 2y)

Figure 3: Convergence rate of two strongly convex functions (A) and (B), and a non-convex
function (C) in two dimensions.

5. Example II: non-degenerate, non-reversible SDEs

In this section, we apply Theorem 6 to study the following non-degenerate and non-reversible
SDE,

dX; :( —alt, Xp)a(t, X)) TVV(X;) 4+ B(1)V - (a(t, Xe)a(t, Xt)T) — (¢, Xt))dt

+V/2B(t)a(t, X;)dB,.

Again, we have d = n, m = 0. The above SDE is a variant of SDE (32) by adding a smooth
irreversible vector field y(t,2) € R, which is assumed to satisfy

(42)

V- (e V@ (t,2)) = 0.
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Remark 24 Besides overdamped and underdamped Langevin dynamics, there is one other
class of SDEs known as non-reversible Langevin dynamics that can also be used for sampling
(we refer our readers to the beginning of 6 for a short literature review on sampling a
posterior distribution using overdamped and underdamped Langevin dynamics). It has been
noted in several papers (Duncan et al., 2017, 2016; Hwang et al., 2015; Lelievre et al.,
2013; Rey-Bellet and Spiliopoulos, 2015; Wu et al., 2014) that adding an appropriate non-
reversible component to the SDE (32) could be beneficial. In particular, the non-reversible
component could help speed up the convergence to the target distribution and reduce the
asymptotic variance.

In the current setting, we focus on a special case with a(t,z) VB(M)a(t,z). In
particular, we consider the diffusion matrix a in a special form, Wthh satlsﬁes a;(t, :E) =
am’(t, .%'l) = \/B(t)a,-i(:ri) >0, forall z; e R,i=1,---,n, with

0511(331) 0 0
a(z) = 8 ozzz(():nz) 8 _ (43)
0 0  apn(zy)

Proposition 25 The Hessian matriz R for the above time-dependent non-reversible SDE
(42) has the following form,

1 1
R — iat(aa—r) = %a + %'Ya — 5815(@@1—),

where
Raji = B(H)ad0y,000:,V (x) + B(t)aj;0s 4,V (x) — B2(H)ad0; 4 iy i=1,--,m;
Roij = Bt)adad;02, V(x), =L mi A g
m’ya,ii ﬁ(t) zauax,am - ﬁ(t)aw¢7i(aii)2a 1= 17 IR
m'ya,ij = %/8( )[ I/Y]'( jj)2+al‘jfyi(aii)2]7 hj=1,,ni#j.
Proof Following Feng and Li. (2021, Proposition 2), we have
Raii = 39:#113 logm — a}02 , logm — al02 , a,i=1,--- ,n;
ma{ij = —ay ]]82 'logﬂ-a Z?]_la"'anai#j;
Rogii = %aiiaxiam - 09:1%'(%@')27 t=1---,mn
Ry = _%[aﬂfi/yj(ajj)Q + afl?j%(aii)2]’ G,j=1,--,ni#j.
Plugging in the matrix a(t,x) = \/f(t)a(z), we derive the desired matrix fR. |

As in the previous section, if there exists a constant A > 0, such that
1 T T
R — 53,5(@@ ) = Aaa ',

then the Fisher information decay in Theorem 6 holds.
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5.1 Time-dependent non-reversible Langevin dynamics

In this section, we consider a special case with n =2, a =1, and v = ﬁJVV, where the

matrix J has the following form, for some smooth function c(t) : Rt — R

1= (Lot "07): e o= (SN0

It is easy to check that V - (7 (¢, x)y(¢t,z)) = 0 (e.g.: see (47) below). Applying Proposition
25, we have

R = B() Ozy2,V — ()02, V Oz, V — (t )%( ) 111V_|_8x2x2 )
Oaar V — c(t) 3 (=012, V + Oy, V) OosnsV + c(t)Dnye,V

= B(t)B(t,x). (45)

Comparing with the Corollary 21 and Corollary 22, the irreversible vector field v(t, x) only
changes the matrix R, but does not change the estimate of A(¢). If the smallest eigenvalue of
B(t,z) is bigger than the smallest eigenvalue of V2,V for a proper choice of the function c(t),
the convergence of stochastic dynamics (42) can be faster than the underdamped Langevin
dynamics (32).

Variable matrices J. We also study a case with the variable coefficient anti-symmetric
vector field. Consider a two-dimensional stochastic differential equation:

dX; = (=VV(Xy) = Jt, Xy )VV(Xy) — B()V - I(t, Xy))dt + \/26(t)d By, (46)

where we define

and

y(t,z) = aa'Vlegm —b+ B(t)((‘aij(aaT)m)? 1
B c(t, x)0y,V(x) — 0y, c(t, )
o (—c(t,x)8x1V(x)) +B() ( Oy c(t, x) > ’
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$

Z%t)e B(t> We also have the fact that V - (my) = £V - (e7Vv) = 0, since

v = v (SG) e ()
= (Vn, (-!txxagilvv +ﬁ< t§)>>
e () 0 ()
- 50 (i) o ()
+7 0z, [c(t, )0, V' — BOnyc(t, )] + 70y, [—c(t, )02,V + BOs, c(t, 7)]

T
= —B(cﬁml‘/@mv — 0y, VO3, V) + (00, VOyy€ — 0y VOy, €)

+7[03, €O, V + €Opy2, V — BOpy20C — 03y CO2, V — €Oy V + BOry2,C]
= 0. (47)

Here 7(t,x) =

For the matrix R, with v1 = ¢(t, )05, V—L0(t) 0, c(t, ), and y2 = —c(t, )0y, V+L(t)Opy c(t, x),
we have

R — B (a’rlmlv a161902V> B ( am'ﬂ %(8961’72 + axz'ﬂ))
Oro0 V' Oga,V %(895172 + 0z,71) 02,72
_ /8 8&01901‘/ a$1372v
N amgxlv axgzg
_/8 301 Caﬂcgv + Caxlzvgv /Baaclx2 E)%'y,12
9{%12 —83;208901‘/ — c&mlv -+ ﬁ@mxlc ’

where R, 12 = %[c(@xﬂzv — Opyzy V) + B(—0ngwyC 4 Oy, €) + 03y €Oz, V — Oy, 0z, V.

Example 1 Let us consider an example where V is a two dimensional quadratic form with

2 o a O
(s 9)

such that a > b > 0. This implies that V2,V is positive definite. We assume that the
minimum of V is at (0,0). Let c(t,z) = c(x) be another quadratic form such that it has the
same global minimum as V. Denote by cg’] = Oy;z;¢. We now consider the neighbourhood
near the global minimum, so that all first-order partial derivatives of V' can be neglected,
and ¢ = 0. Then the matrix ‘R is approximated by

R~ 3 a+ By —38(cl, — chy)
—% (cf1 — c52) b — Bty '

There are many choices of ¢ to make the smallest eigenvalues of R larger than that of V.
For instance, take ¢}, = by =0, /5 = (b—a)/2B(t). In this case, the smallest eigenvalue

is (a +b)/2 whereas the smallest eigenvalue of V is b. A wisualization is shown Fig. 4
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Figure 4: Eigenvalue comparison between V(z) and R(z) for = € [-0.5,0.5] x [—0.5,0.5].
The parameters are chosen as in Example 1. The yellow surface represents the
smallest eigenvalue of 2R(z) and the purple surface represents the smallest eigen-
value of V(x). The global minimum of V' is marked with a blue asterisk. As
shown in the figure, the smallest eigenvalue of R is larger than that of V' near the
global minimum.

when a = 2, b = 0.1, 8 = 1. Now let us consider B(t) = ﬁ for to = 1. We use the
Euler-Maruyama scheme to run (37) and (46) with a step size of dt =5 x 1075 for 3 10°
iterations. We use 104 particles initially sampled from a standard Gaussian distribution for
our comparison. The result is demonstrated in Fig. 5. We observe that equation (46) yields
a faster convergence towards the global minimum than equation (37).

6. Example III: underdamped Langevin dynamics

In this section, we consider an underdamped Langevin dynamics with variable diffusion

coefficients:
dxt :'Utdt
dvp =(—r(t, 20 )v, — ViV (2))dt + \/2r(t, z;)dBy,

wheren =m =1,d =n+m = 2, X; = (z4,v;) € R? is a two dimensional stochastic process,
V € C%(R!) is a Lipschitz potential function with assumption Ja e V@ de < +o0, By is
a standard Brownian motion in R, and r : R, x R? — R, is a positive smooth Lipschitz

(48)

30



FISHER INFORMATION DISSIPATION

I\ ———
i no |
2.01 | \.\ ——- with ]
| ,
! \
P
i \
: \
1.5 1 \,
| \,
T T .\
L.~ Tf\\'\\
.\'\. \.\,\.\.
1.0' \‘\' \'\.\.
\,\" \.\.\.
'\.\.\. -~
5 10 15

Figure 5: Convergence comparison between (37) and (46) in Example 1. z-axis represents
time. y-axis represents the average distance of the particles to the global minimum
using the two SDEs.

function. Indeed, the reference measure 7 (t, z,v) = w(x,v) is the invariant measure, defined
as

1 2
m(x,v) = — e Hlzv) H(xz,v) = vy V(x),
Z 2
where Z = ng e @) drdy < 400 is a normalization constant. Following the definition of
diffusion matrix a, the vector field v and the correction term R, we have

a= < T?t’ $)> L oy = <vx_/q(}x)) , and R(tz,m) =0, (49)

since Oy (z,v) =0, and V - (7y) = 0.

Remark 26 Sampling from a posterior distribution has numerous applications in scien-
tific computing, including Bayesian inference (Gelman et al., 1995; Newman and Barkema,
1999), inverse problems (Stuart, 2010; Dashti and Stuart, 2013), as well as Bayesian ma-
chine learning and Bayesian neural network (Welling and Teh, 2011; Andrieu et al., 2003;
Izmailov et al., 2021). To sample a distribution of the form exp(—V')/Z, one popular choice
is to use the overdamped Langevin dynamics (37) with B(t) = 8. In a seminal work, Jor-
dan et al. (1998) showed that the Kolmogorov forward equation of the overdamped Langevin
dynamics corresponds to the gradient flow of the relative entropy functional in the space of
measures with the Wasserstein metric. On the other hand, the Kolmogorov forward equa-
tion of the underdamped Langevin dynamics corresponds to the accelerated gradient flow (Su
et al., 2016) of the relative entropy functional. Following this idea, researchers have been
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trying to prove the accelerated convergence speed and designing better numerical implemen-
tations of underdamped Langevin dynamics (Ma et al., 2021; Cao et al., 2023; Cheng et al.,
2018; Zhang et al., 2023; Shen and Lee, 2019) .

Note that the diffusion matrix a(¢,z) has rank n = 1. Following from the Condition in
(7), we construct matrix z(¢,x) such that z(¢,z) also has rank 1, and Condition (7) holds
z1(t, )\ .
zg(t,:c)> 1n
the most general form satisfying the above assumptions. We have the following proposition.
The derivation follows similar studies in the time-independent case as shown in (Feng and
Li., 2021). We skip the details here.

true. Under this consideration, we can select a time-dependent vector field z = <

Proposition 27 For the time-dependent underdamped Langevin dynamics (48), the time-
dependent Hessian matriz function R(t, z) : Ry x R? — R?*2 has the following form,

R = Ro+R.+ R — My + Ry, + R,

where asy = /T, and

0 0 0 0 )
9{(J, = 2 og T 9 iRﬂ' = 9
<0 — o !a21!4> <0 Cr

R = %[ (—leV((a(z)l)zalogw)> d 42 (0 =2 V((a)*5E)) ]’

v
Ry, = g1 Vilea”) — (V) aaT +aa"V7],
RN, = %fylvl(zz’—r) - % [(ny)TzzT + zzTny}, My = (azll)QKT(aaT + 227) 71K,
with
Cr = 2 [ZIZIV2(121G21 + (2{ Vag1)? + (2{ Vlog ﬂ)[leVaglagl]},
K — ( ) 0 X ) 2230, [ag)as — %ﬂ%(am)z) .
—210z[a21]az1 + 5671 (az1) 21220z [az1]az;

If there exists a constant A > 0, such that
1
R — Eat(aa-r +227) = Maa" + 2z7"),
then the Fisher information decay in Theorem 6 holds.

In the following, we consider a special case where we choose r(t,z) = r(t), and z = <zl ,
2

for some constants z1,z2 € R.  For such a constant matrix z, it is easily verified that
conditions (7) and (8) hold true for positive constants z; and zo.

In this case, the matrix f(t, z) is simplified into the following form,

N =R, +R. + R, + Ry,
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where we have

/00 B 0 =2
o = <o <r(t))2>’ %z_r(t)<“§2 Z§>’

_ (I _ 2122 %<Z2_Z1V2 V)
Ry, = r(t) <1 0)’ 9%”Z_(%(z 3 -AVLY)  —anVLV )

Proposition 28 (Sufficient conditions) In the above example,

R — %&,(aaT)

+7r(t)z122 + z% — Z%Viz‘/($)] >
- )

_ 2122 5
B <§[7"(t) +7(t)z122 + 25 — 21 V2,V (z)] (7“(%) (t)23 — 2122V2,V () — 50;r(t)

2 < . r(t)++/7(t)2+4r(t)
Assume that 0 < A < 07,V < A, and there exist constants z3 € (0, ——————), for all
t > to, such that \, X satisfy the following conditions:

N4 [2(7(1 + 29) — 29)]A — [(1 = 22)r + 25]% — 22007 > 0, 72 + 123 — Azp — 78,57" > 0.(50)
Then there exists a function A(t) > 0, fort > tg, such that

R — %&g(aaT) = Maa™ +227). (51)

Proof For notation convenience we take r = r(¢). It is sufficient to prove det(R) > 0 for
2129 > 0 and r2 + er 8 V2120 — fﬁtr > 0, which is equivalent to

1
2122(7‘ + 7‘22 (9 V2120 — fatr) — Z(T‘leg + ,22 G;UV,Z% + 7“)2 > 0.

It is equivalent to the following inequality:
—21 (B2, V)2 4+ [2(r(1 + 2120) — 22)23)02,V — [(1 — z120)1 + 23)% — 221200 > 0. (52)

According to the assumption of 92,V it is sufficient to prove the following conditions:

2129 > 0, 2+ 7"22 Az129 — fatr >0, (r(l+z122)— Z%) > 0; (53)
—zl)\ + [2(r(1 + 2z122) — 22) 22N — [(1 — 2122)r + 23]? — 221220, > 0.
Let z; = 1, then (50) is equivalent to (53). We complete the proof. [ ]

The next corollary estimates A in (51) under some specific choices of parameters.

Corollary 29 Ifzo = 23 = 1, A > 21)\ + 3 241, 8> A/2, we have R — $0i(aa’) =
t — oo. Suppose further that B = X\/2, and X > A+ 2, then we have \ = (’)(7* — %)
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Proof Since r(t) = 8+ C/logt, we have that r(t) — 8 and 0y — 0 as t — co. Denote by
u(z) = 02,V (z) and let 3 = \/2. We directly compute

72 J—
det(% — %&(aaT)) A LA ) - i

1 5 A+1-— u(x))2

_dulw) ul@) w@)? 1 (54)

which is a quadratic function in u(z). One can check that since 0 < A < u(z) < A for all z,
we have det(R — $0,(aa’)) > 0 as long as

N I A 1 A
A>max{os+ 5+ 1,14+ V2h= o+ D+ 1

Now let g = g We want to find the largest A, such that

1 11—\ In+1- -
%—fﬁt(aaT)—)\(aaT—i—zzT): L~ Xz 2(X U(ﬂf)) . EO,
2 sA+F1—u(@)—X 4 +5—ulx)—(1+5)A
as t — oo. This translates to
1-X>0, (55)
72 J— J—
A A A
ARSI AN — >
173 u(z) — (1+ 2))\ >0, (56)
—142(0x = Du(z) — u(x)® = XA =201 > 0. (57)

Define f(u,\) = —1+2(X — Du(z) — u(z)? — X(A — 2X\)\. It is clear that when A is fixed, f
is quadratic in u and peaks at u = A — 1. We also have that by definition of u(z), we have
A < wu(x) < Afor all . Therefore,

min f(ua A) = mln{f(xv )‘)7 f(Av )‘)7 f(X - 17 A)} :
When A > A + 2, the above implies min, f(u,A\) = f(\,A). Thus (57) is satisfied as long as

f(A,A) > 0. We would like to maximize A\ subject to the constraints f(A, A) > 0 together
with (55) and (56). From (56) we have that

Using our assumption A > \ + 2 we get that

A A
- — —— > 1.
2 1+r/2

Therefore, (55) and (56) together imply A < 1. Observe that f()\, \) is a quadratic function
of X\, which produces two roots. It is straightforward to check that the larger root of f is
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greater than 1. Hence, we conclude that A cannot be larger than the smaller root of f. We
have

A1 [8 o A A2
Amax = — — =t/ =+ A 16= — 16\ +8—= 58
! 4\/)\ AT 3 (58)
A1 /8
N — — —4/= —1
4 4V )\ A 62
~22 1
-1
where our approximation holds when A\/\ < 1. [ |

6.1 Numerics

We plot the convergence of (48) in Fig. 6 for strongly convex functions and in Fig. 7 for
non-convex functions. We have also plotted the KL divergence for x variable only in Fig. 8
and Fig. 9. We used the same experiment setting as described in Section 4.3. And we
use the Euler-Maruyama discretization for underdamped Langevin dynamics. In all of our
numerical experiments, we observe that the KL divergence converges to 0. Comparing Fig. 1
with Fig. 8, we observe that the convergence speed of the underdamped Langevin dynamics
(48) has a greater dependence on the constant than overdamped Langevin dynamics (37)
does (recall that there is a constant C' in 5(t) in (37) and a constant /5 in r(¢) in (48)). If
the constant is chosen appropriately, the underdamped Langevin dynamics could converge
much faster to the invariant measure than the overdamped Langevin dynamics. In both
Fig. 8 and Fig. 9, we observe oscillations of the error, which is a typical phenomenon in
accelerated convex optimization methods (Attouch et al., 2020, 2021; Zuo et al., 2023).
Designing the optimal constant § in r(¢) with fast convergence speed is a delicate issue that
is left for future studies.

1.0 1.5 2.0 2.5 3.0 - 1.0 1.5 2.0 25 3.0
log(t) log(t)

(a) V(z) = EzC (b) V(z) = EHL _ coo@)

Figure 6: Convergence rate of two strongly convex functions in one-dimension for (48) with
r(t) = B+ 1/log(t), where we measure the KL divergence in both z and v.
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1.0 15 2.0 2.5 3.0 1.0 1.5 2.0 25 3.0
log(t) log(t)

() V()= CFE g g (b)) V(o) = 0520 - gn

Figure 7: Convergence rate of two non-convex functions in one-dimension for (48) with
r(t) = B + 1/log(t), where we measure the KL divergence in both z and v
variables.

log (KL)
log (KL)

NS Y

1.0 15 2.0 2.5 3.0 1.0 15 2.0 2.5 3.0
log(t) log(t)

r— 2 x 2 cos(T

(a) V(o) = &5 (b) V() = L5tk — 52

Figure 8: Convergence rate of two strongly convex functions in one-dimension for (48),
where we only measure the KL divergence in the x variable.

Remark 30 We briefly review some theoretical efforts on proving the algorithmic dimen-
sional dependence of Langevin dyanmics for sampling. Note that dimensional dependence
stems from discretization schemes of the continuous SDFEs. The first non-asymptotic anal-
ysis of unadjusted Langevin algorithm (ULA) is performed by Dalalyan (2017) in which
the author proved that in order to achieve a total variation error less than €, one needs
O(d/e?) iterations, where d is the dimension of the problem. Then Durmus and Moulines
(2016) obtained the same complexity for Wasserstein-2 distance. Cheng et al. (2018) pro-
posed a discretization scheme for underdamped Langevin dynamics based on Hamiltonian
Monte Carlo (HMC) (Simon et al., 1987; Neal, 2010), that is able to achieve an e error
in Wasserstein-2 distance in O(d'/?/e) steps. Later Shen and Lee (2019) proposed a ran-
domized midpoint method for discretizing underdamped Langevin dynamics based on Cheng
et al. (2018) that is able to improve the dimensional dependence further to O(d'/3). As
discretization is not the focus of this paper, we only demonstrate an Gaussian example in
higher dimensions using the Euler-Maruyama discretization of underdamped Langevin dy-
namics in Fig. 10. The y-axis is log(KL/d). Error curves representing different dimensions
seem to coincide with each other. This implies that for our quadratic potential, the KL di-
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log (KL)

Figure 9: Convergence rate of two non-convex functions in one-dimension for (48), where
we only measure the KL divergence in the z variable.

log (KL/dim)

1.0 1.5 2.0 2.5 3.0 3.5 4.0
log(t)

Figure 10: Quadratic potential in higher dimensions. For each example, we fix the smallest
and largest eigenvalues of the covariance to be 0.05 and 100. The rest of the
eigenvalues are uniformly spaced between 0.05 and 100. We choose 5 = 0.1. We
use M = 10° particles, and step size h = 0.02. The KL divergence is measaured
only in the x variable.

vergence depends linearly on the dimension when we fix the smallest and largest eigenvalues
of the target covariance matriz and use an Fuler-Maruyama discretization. We leave more
detailed study of discretization schemes to future works.

7. Discussion

This paper studies the convergence analysis of time-dependent stochastic dynamics. We
obtain a time-dependent Hessian matrix condition, which characterizes the convergence
behavior of stochastic dynamics in terms of generalized Fisher information functionals.
Examples of convergence speeds are shown, including over-damped, irreversible drift and
degenerate diffusion, and underdamped Langevin dynamics. We also present several numer-
ical experiments to verify the current convergence analysis of general stochastic dynamics.
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In future work, we shall investigate the “optimal” choice of time-dependent matrix
function a and vector field « to find the global minimizer of a non-convex function V.
Here, the “optimal” is in the sense of fast convergence speed towards the global minimizer.
However, as we see in this paper, the convergence analysis for stochastic algorithms is more
delicate than their deterministic counterparts. This requires us to estimate the general
Hessian matrix, a.k.a. Ricci curvature lower bound, from both diffusion matrices a and non-
gradient vector from . They depend on the second derivatives of coefficients in stochastic
dynamics. The other practical issue is the estimation of step sizes in the Euler-Maruyama
scheme (41). The related discrete-time convergence analysis of stochastic algorithms is left
in future studies.
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Appendix A.

The time-independent version of the Hessian matrix is first introduced in Feng and Li. (2021,
Definition 1). For completeness of this paper, we introduce the time-dependent version of
it for matrices a(t,x) and z(¢,z), and we take the interpolation parameter 8 = 0 for Feng
and Li. (2021, Definition 1), since we do not always have V - (7 (¢, x)y(t,z)) = 0, which can
be seen in Lemma 14 and Lemma 17. This is a major difference compared to Feng and
Li. (2021, Proposition 9). Note that, both T'y and I';™ only involve spacial derivatives,
thus the following Bochner’s formula (Feng and Li., 2021, Theorem 3) holds true. We first
introduce the information Hessian matrix.

Definition 31 (Hessian matrix) Let matrices a(t,x) and z(t,x) satisfy the Hérmander
like condtion, and conditions (7), (8). We define a bilinear form associated with SDE (1),
and matrices a,z as below, for a smooth vector field U € C° (R R"T™),

RU,U) = R, +R +R +R, +9R,.)(U,U) —AJA; —AJA, + DD+ ETE. (59)

We define R(t,x) : Ry x R¥™ — ROFEm)x(ntm) gg the corresponding time-dependent
matriz function such that

UT%R(z)U = R(U, V), (60)

for all vector fields U. The bilinear forms in (59) are defined as below.

Ra(U,U) = D> ] Va]VafU(efU)+ Y afafV?afU(a]V)
ik=1 ik=1
— Z aiVal ValU(afU) — ajal Va]U(alU)
ik=1 ik=1
n n+m
+ Z Z [(aaTVIOg W)’%V];CLE—U —a} V(aa"Vlog W)kUE} a; U
=1 =1

n

+Vao ( [QTVQZU - aZVaTU)} a{U) - ((aTVQa o (aTU)) ,a"U)gn,

k=1
R.(U,U) = ZZaTVaTvZ,IU Z a} al V22T U(zf V)
i=1 k=1 i,k=1
— ZZZIIV%’TV%TU(ZIIU) — Z zpal V2a] U(zfU)
i=1 k=1 ,k=1

m n+m
+Z Z [(aaTVlogﬂ)kvkzzU — 21 V(aa" Vleogm);U; ]z,IU
k=1 =1

+Vao (i [ TV U= 2] VaTU)} U) — ((ZTVQa o (aTU)> .2 U)gm,
k=1
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R(UU) = 23 [VZ,Iz,IVaZUaIU + 2]V ValUal U + zgzgvzaiTUaiTU}

k=1 1=1
+2Z Z -(z,IVaiTU)Q + (27V log ) [z,IVaiTUa;rU} }
k=11i=1
~23" 3" [Val ol V2] UTU + o] Va V= U2TU + af o] V22T U] U
j=11=1
—22 Z :(CLZTVZ;-FU)2 + (a"Vlog ), [a}er;—Uz}U” ,
7j=11=1
n+m
R, (U,U) = = Z v, (U, Vi (aa"U) — (VAU, aa"U)gnsom,
n+m
R, (U,U) = = Z v, (U, V. (22T)U) — (VAU, 22T Ugnsm.

We define vector functions D : RvTm — RVX1 gng E : Rrm — Rxm)XL o peloqy),

n+m n+m
T T T T
D;x = E a;z0za,:Up,  Ei = g a;:0z.2,; Up. (61)
i k=1 i.k=1

For B € R, the vector functions A; : R"™™ — RYX1 gnd Ay : ROHM 5 Rxm)x1 gpe
defined as, for i,l € {1,--- ,n},

n  nt+m n+m m n+m n+m
M = SN AT = Y U+ 30 (3 aled Y )T
k=1 i'=1 k'=1 k=1 =1 k'=1
m n+m
p B
- Z Z au’wl ;IU - 50%( U) + 5( ,V>1{z‘:Z} + D,
k=1 =1
and fori e {1,--- ,n}, 1 €{l,--- ,;m},
n_ntm n+m n+m n+m
(A2 - Z Z all/)\l+n Z a’kk’)\l+n ag U + Z ( Z an’wl+n Z zkk')\[+n)
k=1 /=1 k'=1 i = k=1
n_ntm m n+m 3
T \k'k, T T T T
+kZ:1 klzl 2N CapU 4+ 2 Va u- ,; ,231 a”,anzk U - a; Vz; U — §al+n(a U) + Ei.
= = %

For each indices i, k, l;‘, assume that there exist smooth functions )\f/k, wf,k and oy forl =

1,...’n_|_m
n m
i'k ik T T _ ik T ik T
Z/\ . +Z/\l+n Pl Vi’zklfc_zwl azic""zwﬂrn Pl
=1 =1

and v = Y1, alall} + >0 aanleg. For a wvector function v € R"™  we define Vv €
ROvFm)X(4m) ith (V)5 = Vi
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Proposition 32 (Information Bochner’s formula) If the Assumption in (8) is satis-
fied, then the following decomposition holds. For any f = Iogg € C®(R"™™ R) and =0,

[ [Eatr. )+ T3 D) pde = [ [i9ess sl + O+ e 4 R) (V4,9 p
We denote
[5ess5 /1|2 = [QX + A1) T[QX + Aq] 4 [PX + Ao] T[PX 4 Ag],
where R, A1, Ao are defined in Definition 31. And we define matrices Q and P by
Q=a" @a" e RVXH? 1 p— (T g T g RIm*(4m)? (62)

with Q. = ala k:k and P, = aTz]Ik. More precisely, for each row (resp. column) of
Q, the row (resp column) indices of Q5 follow the double summation Y"1 | > )", (resp.
"H "+m For any smooth function f : R™™ — R, we define X € RFM XL by the
Y Y
vectomzatwn of the Hessian matriz for function f with
o0 f

A.]; = 5
t 8.1‘;6.%];

fori,l%zl,--- ,n+m.

Proof For self-consistence, we present the key steps to prove the above Information
Bochner’s formulas. For any vector field U € C®(R™"™), we define vectors C,F,G €
R(+m)*x1 a9 below. For i,k =1,--- ,n +m,

G = Z ( i vaa —a; akVa ) EU, F.rp= ZZ( 5 ;I—VZ z,IVaZ%aZ;)z,IU,
ik=1 i=1 k=1
Gy = Z [( ,IVaTaTU + aT z,IVaiTU) - (agaiTVz;kz,IU + zg];a;aiTVz,IU)] .

=1 k=1

For the Information Gamma operators defined in Definition 7, following from (Feng and
Li., 2021, Proposition 11), we have

To(f, f) = (QX+D)T(QX+ D)+ 2CTX + Ra(VF, V),
Ti(f,f) = (PX4+E)T(PX+E)+2F"X+R.(VS, V),

divg(FV(aaT)fv f) divy (PV 22T) B f) = %ﬂ(vf7 vf) + 2G"X.
Here we denote fg(f, f) = %Eff(f, f)— Ff(Lf, f). Thus, we end up with
[ [Fatr.0)+T57(.)
= / [(Qx +D)T(QX + D) + 2CTX + R, (Vf, Vf)]pdx

+/ [(Px +E)T(PX+E) + 2FTX + R, (V£, V) + R:(Vf, V) +2G"X| pdz.
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By completing the squares for the above quadratic form, we have

(QX+D)T(QX + D) + (PX 4+ E)T(PX + E) + 2CTX 4+ 2FTX + 2GTX
= [QX+ A1]T[QX + A1) 4 [PX + Ag] T[PX + Ag] —AJA; —AJA> +D'D+E'E.

This follows from the Assumption in (8). The above equality is a special case for (Feng and
Li., 2021, Proof of Theorem 3) with f = 0. Combining the above terms, we complete the
proof. Note here, we do not include the irreversible Gamma operators I'z, and I'z, above,
since they are separately discussed in Lemma 14 and Lemma 17. |
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