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Log anomaly detection, critical in identifying system failures and preempting security breaches, finds irregular
patterns within large volumes of log data. Modern log anomaly detectors rely on training deep learning models
on clean anomaly-free log data. However, such clean log data requires expensive and tedious human labeling.
In this paper, we thus propose a robust log anomaly detection framework, Pluto, that automatically selects a
clean representative sample subset of the polluted log sequence data to train a Transformer-based anomaly
detection model. Pluto features three innovations. First, due to localized concentrations of anomalies inherent
in the embedding space of log data, Pluto partitions the sequence embedding space generated by the model
into regions that then allow it to identify and discard regions that are highly polluted by our pollution level
estimation scheme, based on our pollution quantification via Gaussian mixture modeling. Second, for the
remaining more slightly polluted regions, we select samples that maximally purify the eigenvector spectrum,
which can be transformed into the NP-hard facility location problem; allowing us to leverage its greedy
solution with a (1 − 1

𝑒 ) approximation guarantee in optimality. Third, by iteratively alternating between the
above subset selection, a model re-training on the latest subset, and a subset filtering using dynamic training
artifacts generated by the latest model, the data selected is progressively refined. The final sample set is used
to retrain the final anomaly detection model. Our experiments on four real-world log benchmark datasets
demonstrate that by retaining 77.7% (BGL) to 96.6% (ThunderBird) of the normal sequences while effectively
removing 90.3% (BGL) to 100.0% (ThunderBird, HDFS) of the anomalies, Pluto provides a significant absolute
F-1 improvement up to 68.86% (2.16%→ 71.02%) compared to the state-of-the-art sample selection methods.
The implementation of this work is available at https://github.com/LeiMa0324/Pluto-SIGMOD25.
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Information systems→ Data cleaning; • Computing methodologies→ Artificial intelligence.
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1 Introduction
Log anomaly detection, widely used to reveal intrusions, identify software bugs, or capture system
failures [5], can be utilized in data systems including high-performance computing systems, data
center networks, and IoT systems. To deal with the increasingly complex log data produced by
these modern data systems, researchers have started to use deep learning models such as LSTM,
RNN, and Transformers to detect log anomalies [8, 11, 16, 42, 51]. Intuitively, these works aim to
learn the representation of normal log sequences and then detect abnormal log sequences via their
deviation from the learned normal representation. However, these methods rely on the availability
of a clean training set not polluted by anomalies (abnormal sequences), which, unfortunately, is
extremely expensive to obtain. In addition, these methods have been shown to degrade dramatically
even if the training data is only slightly polluted, due to the corrupted learned representation [20] –
which we confirm later in our experimental study (Sec. 9.1).

To address this challenging problem, we propose Pluto to extract a clean and representative
subset from the polluted dataset on the sequence level, which can then be used to train the anomaly
detection model. Following most of the anomaly detection research [13], we select sequences
mainly in the feature space, using sequence embeddings generated by a Transformer-based anomaly
detection model. We motivate our sample selection task and showcase the challenges by bridging a
gap between the root causes of the abnormal log sequences and their consequent characteristics in
the embedding space.
Real-World Log Data Example. Figure 1 shows four example log sequences from a real log
dataset HDFS [46] and a visualization of the embedding space of the whole dataset. On the left,
we show two pairs of similar log sequences 𝑆1, 𝑆2, and 𝑆3, 𝑆4, where 𝑆1, 𝑆3, and 𝑆4 are abnormal,
and 𝑆2 is normal. On the right, we show the visualization of the embedding space of the whole
log sequence dataset, with a zoom-in view of two embedding regions 𝑅1 and 𝑅2 of the example
sequences pairs.

Fig. 1. Visualization of four example sequences and the embedding space of the HDFS log sequence dataset.

Left: visualization of the log sequence, where the x-axis is the log index in the sequence, and the y-axis is the

log key. Each unique log key is represented by a unique marker. The common subsequences between a pair

are highlighted in the colored shade. Right: 2D t-SNE [41] visualization of the sequence embeddings of the

HDFS dataset generated by Transformer after 200 epochs. Global anomaly ratio: 10.0%, region 𝑅1 anomaly

ratio: 3.2%, region 𝑅2 anomaly ratio: 93.0%.

Challenges.We derive the following three challenges by observing the anomaly distribution in
this dataset – emblematic of similar phenomena in other log data sets1.

1See Section 9.2 for the full visualization of all four datasets: BGL, HDFS, ThunderBird, and Spirit.
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Challenge 1: Anomaly subtlety with slight pollution. By comparing the normal sequence 𝑆1 and
the abnormal one 𝑆2, we find that 𝑆2 is identical to 𝑆1 except for the log key at index 17, which
indicates that an anomaly could be very subtle with a small deviation from the normality. Such
subtlety of 𝑆2 as an anomaly makes it close to 𝑆1 in the corresponding embedding space shown in
region 𝑅1. The gathering of normal sequences with a few subtle anomalies causes slight pollution
in the local region, where anomalies are not necessarily far away from normal data as usually
assumed. Thus, a sample selection method on the embedding space must be able to select normal
sequences correctly when facing the interference of subtle anomalies in slightly polluted regions.

Challenge 2: Anomaly concentration with high pollution.When abnormal sequences can be similar
to normal sequences like 𝑆1 and 𝑆2, they can also be similar or even identical to each other like 𝑆3 and
𝑆4. The identicalness between the abnormal sequences can be explained by the fixed exception paths
in large systems. Some modules or nodes may be prone to certain failures, frequently generating
failure-related logs in a fixed pattern, which eventually creates identical abnormal sequences. The
concentration of these identical abnormal sequences brings high (or even pure) pollution in the
local region, such as 𝑅2. Thus, to obtain a clean training set, the selection method has to be robust
to the extreme anomaly concentration in highly polluted regions.

Challenge 3: Imbalanced pollution across embedding space. The co-existence of anomaly subtlety
and anomaly concentration causes uneven pollution in the overall embedding space, with different
areas of the embedding space experiencing diverse concentrations of pollution levels, as in 𝑅1 and
𝑅2. Our experiments (Sec. 9.3) show that state-of-the-art selection methods [12, 18, 37] are rendered
insufficient since these pollution-agnostic selection approaches will either oversample anomalies
or undersample normal data. Instead, the selection method must be sensitive and adapt to these
uneven levels of pollution to obtain a representative yet clean training set.
State-of-the-Art. The unique challenges of log data will compromise the effectiveness of the
state-of-the-art sample-selection methods for noisy data. We elaborate below and summarize in
Table 1.

Category

Selection Anomaly Anomaly Imbalanced

metric Subtlety Concentration Pollution

Co-teaching L ✓ − −
ITLM L ✓ − −
FINE R ✓ partial −

TopoFilter RP ✓ partial −

Pluto (ours) RPL ✓ ✓ ✓

Table 1. State-of-the-Art vs. challenges. (R: Representation. P: Predicted labels. L:Loss)

Most sample selection methods [6, 12, 17, 37, 47, 49] adopt the Small-loss trick heuristic, namely,
they select samples with small loss as being potentially clean. This rests on the observation [2, 39]
that a model first learns the core patterns in the data before overfitting to the more unusual and
noisy parts of the data. Although the Small-loss trick has been shown to perform well on balanced
data with synthetic random noise of a low rate, recent works [48, 52] point out that this may fail
under a high noise ratio. In our case, with the existence of concentrated anomalies as in 𝑅2, the
model risks quickly overfitting such anomaly patterns, compromising the effectiveness of this
standard Small-loss trick approach.

Other recent works [18, 43] utilize properties of the latent space representation as the criterion
to distinguish clean and noisy samples. Similar to loss-based methods, these techniques also assume
a global yet universally low rate of random noise. Under these assumptions, they consider either
the principal component of the data [18] or the largest connected graph in the latent space to be
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clean [43] as guidance in selecting samples. Although they claim more robustness to a somewhat
higher rate of random noise by leveraging the topological information other than the Small-loss
trick, we demonstrate in our experiments in Sec. 9.3 that these methods don’t effectively work
when concentrated anomalies exist, as in R2, due to discrepancies between (1) real anomalies with
patterns vs. assumed random noise and (2) real imbalanced global pollution vs. assumed universal
global pollution.
Proposed Method. Given a polluted log sequence dataset, our proposed solution Pluto auto-
matically selects a clean and representative training set to train a Transformer-based anomaly
detection model without any label supervision. Due to the imbalanced pollution inherent in log
sequence data, Pluto first divides the embedding space into regions via clustering to support
region-specific pollution estimation. Based on our pollution quantification theory and dominance
metric, Pluto addresses the challenges of anomaly concentration and imbalanced pollution by
accurately identifying and discarding the highly polluted regions, keeping the slightly polluted
regions for the subsequent fine-grained sample selection. To address the anomaly subtlety problem
when sampling from the remaining slightly polluted regions, Pluto utilizes a Spectrum-purifying
sample selection strategy to select samples (sequences) that maximally purify the eigenvector
spectrum. By applying the selection strategy on all slightly polluted clusters, Pluto generates a
base subset based only on sequence embeddings.

Since the base subset is free from concentrated anomalies, Pluto can now effectively leverage the
traditional dynamic data artifacts, including sequence loss and predicted anomaly labels generated
by the model, to filter out the model-recognized anomalies from the data subset. By iteratively
alternating between the base subset selection, filtering, and model re-training, Pluto refines the
subset in a self-evolving fashion so that this subset can be used to retrain the anomaly detection
model.
Contributions. Our work provides the following contributions.
1. We present Pluto, an iterative framework to effectively select a clean representative subset

from a polluted log dataset to train an anomaly detection model. Pluto is the first sample-selection-
driven solution for robust log anomaly detection.

2. We propose a novel strategy for quantifying pollution of a region in the embedding space by
modeling it as a Gaussian mixture with the theoretical insights of Component weights estimation
and Spectroscopic estimation. This facilitates accurate estimation of pollution level of a region, and
identify the highly polluted ones.
3. We develop a Spectrum-purifying sample selection strategy for the slightly polluted regions,

aiming to remove samples aligned with the minor eigenvectors. By transforming this problem
into an NP-hard Facility location problem, we adopt the classic greedy solution with a suboptimal
guarantee.

4. We design an iterative subset refinement process, which enhances the quality of the selected
sample subset by leveraging dynamic data artifacts generated by the model on this cleaner data.
5. Our experimental studies on four real-world log datasets demonstrate that through sample

selection, Pluto keeps 77.7% (BGL) to 96.6% (ThunberBird) of the normal sequences, meanwhile
removing 90.3% (BGL) to 100.0% (ThunderBird, HDFS) of the anomalies. This results in it achieving
an absolute F-1 improvement of up to 68.86%.

2 Preliminaries
Below, we introduce log preprocessing and log anomaly detection. Then, we formally introduce
our sample selection problem for robust log anomaly detection with polluted data. Please refer to
Table 2 for notations used in this work.
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Notation Description

𝑘 log key
𝑆 A sequence of log keys
D A dataset of log key sequences
D̄ The selected subset from D
𝑟 Anomaly ratio of D
𝑪𝒊 The i-th cluster in D
𝑪𝒊 The selected subset of the cluster 𝑪𝒊

𝑟𝑖 Anomaly ratio of the cluster 𝑪𝒊

𝑬𝒊 Embedding matrix of the cluster 𝑪𝒊

N+ Normal component of a Gaussian mixture
N− Abnormal component of a Gaussian mixture

Table 2. Notations.

2.1 Log Pre-processing
Log Parsing. Log parsing methods [7, 14] focus on parsing text-based log events into structured
data with defined columns, including timestamps, log level, source, etc. Given a file with different
logs, a log parser analyzes the similarity between log text and generates the log templates with
parameters indicated as <*>. After parsing, each log will be assigned a log template ID (or, log key
ID) with its own parameters, as well as the attributes of the defined columns.
Log Partitioning. After parsing, the structured logs are partitioned into log sequences for pattern
learning. The most common methods partition logs via identifiers or time-based windows [16]. As
Log files from real-world high-computing systems usually have interleaving logs from different
modules/nodes, partitioning the logs by a certain identifier like node ID, domain ID, or file block ID
makes the execution patterns of each node/module easier to identify. On the other hand, time-based
partitioning slices long log files into either overlapping or non-overlapping small sequences, which
will be fed into the downstream tasks for log pattern learning. These two partitioning methods can
be used either individually or collaboratively depending on the use case.

2.2 Sample Selection Problem for Robust Log Anomaly Detection
Definition 1 (Log). A log message (or, in short, log) 𝑙 is generated by code as a formatted string
𝑙 = [𝑡𝑜𝑘1, 𝑡𝑜𝑘2, . . . , 𝑡𝑜𝑘 |𝑙 | ], using a log template 𝑇 with a parameter list 𝑃 . Specifically, |𝑙 | denotes
the total number of tokens (words) in the string, and 𝑡𝑜𝑘𝑖 represents the 𝑖-th token, which can be
either a word, symbol, or value.

A log message 𝑙 can be assigned with an anomaly label 𝑦 ∈ {0, 1} as being normal or abnormal
by an expert, by simply examining its content, such as an error message, or by its context, such as
abnormal co-existence with other logs [19].

Definition 2 (Log key). A log key 𝑘 is considered a unique identifier for a log template 𝑇 . After
parsing, each log 𝑙 is mapped to a log key 𝑘 based on its template 𝑇 .

Similar to the most log anomaly detection works [8, 11, 42], we consider a log key 𝑘 share the
same anomaly label 𝑦 with its log 𝑙 , i.e., , the log key 𝑘 is labeled as abnormal when its log 𝑙 is
abnormal.

Definition 3 (Log key sequence). A log key sequence 𝑆 = [𝑘1, 𝑘2, . . . , 𝑘 |𝑆 | ] is a sequence consisting
of log keys in time order under an observed time window, where 𝑘𝑖 represents the 𝑖-th log key in
the sequence and |𝑆 | represents the sequence length.
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Given a log key sequence 𝑆 = [𝑘𝑖 ] |𝑆 |𝑖=1 with the anomaly labels [𝑦𝑖 ] |𝑆 |𝑖=1 of all its log keys 𝑘𝑖 , we
adopt the common definition of the abnormal log key sequence below used by most log anomaly
detection works [8, 11, 42].
Definition 4. [Abnormal log key sequence] Given a log key sequence 𝑆 = [𝑘1, 𝑘2, . . . , 𝑘 |𝑆 | ] with
the anomaly labels of the log keys 𝑌 = [𝑦1, 𝑦2, . . . , 𝑦 |𝑆 | ], the anomaly label 𝑦∗ of 𝑆 is defined as
𝑦∗ =

∧𝑛
𝑖=1 𝑦𝑖 , i.e., 𝑆 is abnormal if it contains at least abnormal log keys; otherwise it is normal.

Definition 5 (Log key sequence anomaly detection). Given a log key sequence dataset
D = {𝑆𝑖 } |D |𝑖=1 of only normal sequences, an anomaly detection model 𝑓𝜃 (·) learns the normal
representation of D, so that during the inference time, given a new sequence 𝑆 , it detects whether
𝑆 is abnormal or not by measuring its deviation from the learned representation.

We now define our sample selection problem for robust log key sequence anomaly detection with
polluted datasets, meaning, when the training set contains both normal and abnormal sequences.
Definition 6 (Sample selection for robust log key sequence anomaly detection). Given a
polluted unlabeled log key sequence dataset D = {𝑆𝑖 } |D |𝑖=1 with anomaly ratio 𝑟 , and an anomaly
detection model 𝑓𝜃 (·), the problem of sample selection for robust log key sequence anomaly

detection is to select a representative subset D̄ ⊂ D with D̄ cleaner than D, with anomaly ratio
𝑟 ≪ 𝑟 , so that 𝑓𝜃 (·) trained on D̄ achieves a better anomaly detection performance than trained on
the original polluted dataset D.

3 Pluto Overview
Figure 2 depicts the Pluto overview consisting of two components: base selection (Figure 2(a) ) and
subset refinement (Figure 2(b)). As the core component, the Pluto base selection aims to address
the main challenges of anomaly subtlety, anomaly concentration and imbalanced pollution, and
select a base subset. Then the Pluto subset refinement further refines the base subset iteratively so
that the refined subset in the last iteration can be used as the training set to retrain the anomaly
detection model.

Pluto base	selection framework
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Spectrum-Purifying Selection Strategy
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(b) Subset refinement
Fig. 2. Pluto overview. a): the static Pluto base selection framework using the given sequence embeddings.

b): the Pluto iterative subset refinement pipeline with two example iterations, with Pluto base selection

from (a) as one component in each iteration.

Base Selection. As in Figure 2(a), Pluto utilizes three modules in the base selection component:
the region partitioner, pollution level estimator (Sec. 4, 5), and sample selector (Sec. 6). Given the
sequence embeddings of the polluted dataset, due to the imbalanced pollution in different regions,
the region partitioner first divides the embedding space into regions via a clustering algorithm2.
2The words "cluster" and "region" are henceforth used interchangeably in this paper
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Then, by modeling a region (cluster) as a Gaussian mixture with our pollution quantification theory
(Sec. 4), the high pollution identifier (Sec. 5) uses the dominance metric to identify and discard
highly polluted clusters. This addresses the anomaly concentration problem.
Then, to solve the anomaly subtlety problem for the remaining slightly polluted clusters, the

sample selector adopts a Spectrum-purifying selection strategy (Sec. 6) which best removes the
anomalies. By transforming the selection problem into a Facility location problem, our sample
selector achieves a clean selection by adopting the classic greedy algorithm which comes with
approximation bound guarantees. By selecting samples from each slightly polluted cluster, Pluto
obtains the base subset that is free from issues of high anomaly concentration and imbalanced
pollution.
Subset Refinement. Although the base subset is free of anomaly concentration, it may still contain
anomalies that cannot be identified simply by the sequence embeddings. Thus, we incorporate the
model’s dynamic perspective by leveraging its generated data artifacts to further refine the base
subset in an iterative manner. Figure 2(b) shows the first and the last (𝑅-th) iterations of subset
refinement (Sec.7).

In the 𝑖-th iteration, Pluto feeds the polluted dataset (source data)D𝑖 into the Transformer-based
anomaly detection model 𝑓𝜃𝑖−1 (·) (warmed-up model 𝑓𝜃𝑊 (·) for the first iteration) trained from the
last iteration, to obtain the sequence embeddings, loss, and predicted anomaly labels. Then, the
above Pluto base selector takes the sequence embeddings to generate the base subset. With the
base subset, loss, and the predicted labels, the model-recognized anomaly filter filters out potential
anomalies recognized by the model from the base subset to obtain subset D̄𝑖 . Using the filtered
subset D̄𝑖 as the new training set, Pluto re-trains the model for 𝐺 epochs so that the current
model 𝑓𝜃𝑖 (·) is upgraded from the later iteration 𝑓𝜃𝑖−1 (·) due to the cleaner training set. After the
selection, a source data filter is leveraged to use the selected subset D̄𝑖 to, in turn, clean the original
source data D𝑖 to obtain the source data for the next iteration D𝑖+1, so that the selected subset
D̄𝑖+1 in the next iteration is cleaner than the currently selected subset D̄𝑖 due to a cleaner selection
source. After 𝑅 iterations of refinement, Pluto succeeds to clean both the source data and the
subset simultaneously and progressively, so that the last and cleanest subset D̄𝑅 can be used to
re-train the anomaly detection model for deployment.

4 PollutionQuantification via Gaussian Mixture
Given the sequence embeddings of the datasetD, the region partitioner first applies clustering, such
as K-means, to obtain𝑚 clusters of embeddings {𝑬𝒊}𝑚𝑖=1 for the corresponding clusters of sequences
{𝑪𝒊}𝑚𝑖=1. To correctly select normal samples in different clusters, here we provide a theoretically
grounded solution to quantify the pollution in a cluster of embeddings 𝑬𝒊 by modeling it as a
Gaussian mixture of normal and abnormal components with a two-step pollution approximation.
For simplicity, we drop the subscript of 𝑬 and 𝑪 in the rest of this section.

Following existing linear discriminant analysis (LDA) [9, 18, 21] and anomaly detection surveys
[34], we model the embedding matrix 𝑬 of a cluster as a Gaussian mixture N of two Gaussian
components N+ and N− corresponding to the normal and abnormal data in the cluster, with
respective weights𝑤+ and𝑤− (𝑤+ +𝑤− = 1) as follows:

N = 𝑤+N+ (𝜇+, 𝜎2
+) +𝑤−N− (𝜇−, 𝜎2

−) (1)

Since the weights of the components represent their corresponding portions, the ratio of the
weights 𝑤−

𝑤+
thus effectively indicates how heavily this cluster is polluted. However, without being

aware of the actual N+ and N− distributions, it seems impossible to compute the ratio 𝑤−
𝑤+

, while it
is non-trivial to learn the two distributions without any prior knowledge. To solve this problem,
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we propose to design a strategy to directly approximate the ratio 𝑤−
𝑤+

, without having to model the
two individual Gaussians beforehand.
Together, our theoretical insights and empirical observations, namely, Component weights esti-

mation and Spectroscopic estimation, allow us to build this effective approximation solution.
Component Weights Estimation. Let 𝒗+ and 𝒗− be the centers of components N+ and N−
respectively. Then, we can write the mixture matrix 𝑬 in the following spectral form with 𝒗+ and
𝒗− :

𝑬 ≈ 𝜆+𝒖+ · 𝒗+ + 𝜆−𝒖− · 𝒗− (2)
where 𝜆+ and 𝜆− are scalars with the amplitude information and 𝒖+ and 𝒖− are orthogonal unit

vectors. Thus, the ratio of the components’ weights 𝑤−
𝑤+

in the mixture matrix 𝑬 can be approximated
by the amplitude ratio of the centers 𝒗− and 𝒗+ in the mixture matrix 𝑬 , corresponding to 𝜆−

𝜆+
.

However, Equation 2 is non-trivial to derive without knowing the actual centers 𝒗− and 𝒗+.
Spectroscopic Estimation. Following existing works [18, 26], we can consider the respective first
singular vectors of the components N+ and N− as their centers 𝒗+ and 𝒗− . In this case, the theory
of Spectroscopic estimation [38] enables us to empirically approximate the centers 𝒗+ and 𝒗− via the
mixture matrix 𝑬 without knowingN+ andN− . That is, the top two singular vectors of the mixture
matrix are nearly identical to the first singular vectors of the two individual Gaussian components.
Thus, with the following rank-2 approximation of 𝑬 after Singular Value Decomposition (SVD):

𝑬 = 𝑈 Σ𝑉𝑇

≈ 𝜆1𝒖1 · 𝒗1 + 𝜆2𝒖2 · 𝒗2
(3)

we approximate 𝒗+ and 𝒗− in Equation 2 by 𝒗1 and 𝒗2 in Equation 3, and the empirical top two
singular values 𝜆2 and 𝜆1 (𝜆1 > 𝜆2) of 𝑬 can be used to approximate 𝜆−

𝜆+
, thus the ratio 𝑤−

𝑤+
.

With the above approximation of 𝑤−
𝑤+

, one may conclude that a larger 𝜆2
𝜆1

indicates higher pollution.
However, this only holds under the assumption of a larger normal component that𝑤+ > 𝑤− , so
that the top singular vector 𝒗1 and singular value 𝜆1 correspond to the normal component, which
is not always true in all of our scenarios, for example, region 𝑅2 in Figure 1. Next, we show that
the estimation of the ratio 𝑤−

𝑤+
varies depending on the different dominating relationships between

the components N+ and N− .

5 High Pollution Identification
Based on the above pollution quantification theory, we now describe how we identify the clusters
with relatively high pollution levels, which then will be discarded. While the remaining slightly
polluted clusters are kept for the downstream sample selection task (Sec. 6).

Based on the pollution quantification and our dominance metric, we estimate the coarse-grained
pollution level of a cluster based on its dominating relationship between the normal and abnormal
components. Specifically, we consider the slightly polluted clusters to be absolutely dominated by
the normal component, following the common anomaly rarity setting in most anomaly detection
research [19]. Thus, apart from the slightly polluted clusters, we aim to identify two cases of highly
polluted clusters, extreme and mild, where the abnormal component is either absolutely dominating
in the former or balanced with the normal component in the latter. These different component
dominating relationships of the two cases require a distinct treatment during identification.

First, we define the dominance metric.

Definition 7 (Cluster dominance). Given the embedding matrix 𝑬 of a cluster, let 𝜆1 and 𝜆2 (𝜆1 >
𝜆2) be the first and second singular values of 𝑬 , the dominance of the cluster is defined as 𝑑𝑜𝑚 =

𝜆1/𝜆2.
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According to the Pollution quantification (Sec. 4), the above defined dominance metric represents
the relative size of the larger component compared to the smaller one. By using the dominance
and examining the different dominating relationships, we conclude that the pollution is inversely
proportional to the dominance of clusters with slight or mildly high pollution and is proportional
to the dominance of clusters with extremely high pollution, where this conclusion can be leveraged
to decide the clusters’ coarse-grained pollution level. We elaborate as follows.
Extremely High Pollution. The clusters with large dominance could have extremely high pollu-
tion when the abnormal component has a much larger weight𝑤− ≫ 𝑤+, according to Equation 1.
In this case, the first singular vector and value 𝒗1 and 𝜆1 corresponds to the abnormal component
so that the ratio 𝑤−

𝑤+
is proportional to the dominance as follows:

𝑤−
𝑤+
∝ 𝜆1

𝜆2
= 𝑑𝑜𝑚 (4)

However, these extremely highly polluted clusters can be hard to distinguish from slightly
polluted ones without knowing the ground truth dominant component. We solve this problem by
finding that a cluster with extremely high pollution tends to have an abnormally higher dominance
than other clusters. In contrast, slightly polluted clusters tend to have similarly high dominance,
based on the reason of anomaly concentration in log data. Since such an extremely highly polluted
cluster contains very few normal sequences, the abnormal sequences in it are globally different
from any normal sequences but similar to each other, for example, region 𝑅2 in Figure 1 (Sec. 1).
Thus, instead of being a deviation from the normal sequences, these abnormal sequences have a
consistent and unique pattern. This is likely caused by a specific error loop that is not part of the
normal execution. The abnormal sequences generated in this scenario can be highly identical; so
that the embedding matrix 𝑬 of the cluster has 𝑟𝑎𝑛𝑘 (𝑬) = 𝑂 (1) with a much steeper exponential
decay in singular values, eventually causing a spike in dominance compared to other clusters. We
support this conclusion by the following observations on the real log data.

Observation 1 (Dominance spike of clusters with high pollution (Extreme)). Figure 3 shows
the anomaly ratios and dominance of 20 clusters of the sequence embeddings produced from the
ThunderBird dataset. The clusters are sorted by dominance in ascending order. Clusters 0-18 are
clean, while Cluster 19 contains only anomalies. As we can see, the dominance of clean clusters
increases gradually, while it suddenly rises on cluster 19 and causes an elbow on the curve.
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Fig. 3. Cluster anomaly ratio and dominance (ThunderBird dataset), sorted by dominance in ascending order.

Observation 2 (Fast singular value decay of clusters with high pollution (Extreme)). Figure
4 shows the ratio between the i-th singular value 𝜆𝑖 and the first singular value 𝜆1 for clusters 18
and 19 with the highest dominance values. Due to the high similarity between the anomalies inside
cluster 19, its singular values decrease faster than those of the clean cluster 18. This caused its
abnormally high dominance in Figure 3.
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Fig. 4. Singular value decay of clusters 18 and 19 (Thunderbird).

Based on this insight, we consider a cluster highly polluted (Extreme) if its dominance causes
the greatest slope change (detected by a knee-point detector [35]) as well as ranked in the top 𝑝

percent clusters with maximal dominance.
Mildly High Pollution. Unlike slightly and extremely highly polluted clusters with large domi-
nance for the absolute dominating component (normal or abnormal), the mildly highly polluted
clusters will have a smaller dominance since a small dominance means that 𝜆1 is close to 𝜆2, indi-
cating more balanced components, no matter which one is larger. Based on this insight, given a
percent threshold 𝑝 , we consider the top 𝑝 percent clusters with minimal dominance to have high
pollution (Mild).

By identifying the above highly polluted clusters, the remaining clusters can be safely considered
as slightly polluted.
To better facilitate the sample selection, given the global anomaly ratio, we also estimate the

anomaly ratio of each cluster.
Cluster Anomaly Ratio Estimator. According to the above analysis, the pollution is inversely
proportional to the dominance of clusters with slight or mildly high pollution and is proportional
to the dominance of clusters with extremely high pollution.

Thus, we estimate the anomaly ratio 𝑟𝑖 of a cluster 𝑪𝒊 with a coefficient 𝛼 as follows:

𝑟𝑖

1 − 𝑟𝑖
=

{
𝑤−
𝑤+

= 1
𝑑𝑜𝑚𝑖

× 𝛼 𝑪𝒊 is slight or mild
𝑤−
𝑤+

= 𝑑𝑜𝑚𝑖 × 𝛼 𝑪𝒊 is extreme
(5)

Let 𝑟 be the anomaly ratio of the whole dataset D, and𝑚 be the number of clusters, the number
of anomalies in all clusters should sum up to the total number of anomalies as follows:

𝑚∑︁
𝑖=1

𝑟𝑖 × |𝑪𝒊 | = 𝑟 × |D| (6)

Given the 𝑚 clusters with their estimated pollution levels, we plug the corresponding cluster
anomaly ratio estimator from Equation 5 into Equation 6 to compute 𝛼 . We then plug 𝛼 back into
Equation 5 to compute the estimated anomaly ratio of each cluster. After discarding the highly
polluted clusters, the remaining slightly polluted clusters along with their estimated anomaly
ratios are kept. Due to limited space, we provide the HighPollutionIdentify algorithm in the
Supplement3. Our experimental results in Section 9.3 show that Pluto accurately detects the highly
polluted clusters in real-world data sets, which contain up to 98.4% of all anomalies.

6 Spectrum-Purifying Selection
With the highly polluted clusters discarded, we can now safely apply sample selection to the
remaining (slightly polluted) clusters using the assumption that all clusters are dominated by
normal sequences. Using the estimated anomaly ratios computed above, we now design a spectrum-
purifying sample selection strategy.
The key to successful sample selection is to find a reliable criterion to distinguish between

normal and abnormal samples. Since now most sequences are normal, the first eigenvector 𝒗1 of
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the embedding matrix 𝑬 of a slightly polluted cluster is close to its ground-truth normal center
𝒗+. Thus, a natural idea may be to use the first eigenvector 𝒗1 as the criterion to select sequences
that are close to it [18]. We refer to this as Spectrum-picking strategy. However, although normal
sequences are indeed aligned with the first eigenvector, we observe that the perturbation from
the anomalies may compromise the first eigenvector’s ability to distinguish normal and abnormal
sequences.

Observation 3 (Sequences’ differential alignment to eigenvectors.). Figure 5 shows the
anomaly ratio of a real cluster from the BGL dataset and its sequences’ cosine similarity to its
top three eigenvectors, respectively. While the normal and abnormal sequences are distributed
overlappingly in the cosine similarity to the first eigenvector, they are more separable by cosine
similarity to the second and third eigenvectors - that is, abnormal sequences have larger relative
cosine similarity.
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Fig. 5. Sequence cosine similarity to the top 3 eigenvectors in a real cluster (BGL dataset, better viewed in

color) .

Such observation can be explained by the eigenvectors’ different levels of sensitivity to perturba-
tion of anomalies. Figure 6 illustrates the top three eigenvectors before and after the perturbation
from the anomalies, where the first eigenvector is more robust than the minor ones. As the major
factor of the slightly polluted cluster, the first eigenvector represents the majority which should
be more robust to perturbation; meanwhile, the minor eigenvectors, as smaller factors, are more
vulnerable.
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Fig. 7. Different selection strategies.

With a considerable number of anomalies, when the perturbed first eigenvector starts to fall
between normal and abnormal sequences, losing its identifiability for normal sequences, the minor
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eigenvectors will be relatively more perturbed and closer to anomalies. They thus can be used to
identify the anomalies. This conclusion is consistent with the well-known fact that an eigenvector
will exhibit more sensitivity to perturbation when its corresponding eigenvalue lies near another
eigenvalue [27] .
Thus, instead of applying the Spectrum-picking strategy using the first eigenvector, we adopt a

Spectrum-purifying strategy leveraging the minor eigenvectors, with the aim to remove anomalies
aligned with them. Figure 7 shows the difference between these two selection strategies. Instead of
an exhaustive search and sample removal on the whole spectrum, we achieve this goal by finding
𝑘-medoids of the cluster. This has been shown to effectively discard samples associated with minor
eigenvectors [30]. By assuming a matrix can be divided into a low-rank information space which
contains the important information, and a nuisance space with noise [30, 33], the 𝑘-medoids problem
is capable of finding 𝑘 most representative samples in the low-rank information space and discard
the samples scattered in the nuisance space associated with the minor eigenvectors. Formally, given
a cluster of sequence embeddings 𝑬 , it selects the optimal subset 𝑬∗ of size 𝑘 out of all possible
subsets as follows:

𝑬∗ = argmin
𝑬⊂𝑬

∑︁
𝒆𝒊∈𝑬

min
𝒆𝒋 ∈𝑬

𝑑𝑖𝑠𝑡 (𝒆𝒊, 𝒆𝒋) (7)

where 𝑑𝑖𝑠𝑡 (𝒆𝒊, 𝒆𝒋) represents the distance between embedding 𝒆𝒊 and 𝒆𝒋 .
By introducing a constant𝑑0 > 𝑑𝑖𝑠𝑡 (𝒆𝒊, 𝒆𝒋) for any 𝒆𝒊, 𝒆𝒋 ∈ 𝑬 , minimizing our problem in Equation

7 is equivalent to maximizing the following monotone submodular Facility location problem:

𝑬∗ = argmax
𝑬⊂𝑬

𝐹 (𝑬) (8)

𝐹 (𝑬) =
∑︁
𝒆𝒊∈𝑬

max
𝒆𝒋 ∈ ¯̄𝑬

𝑑0 − 𝑑𝑖𝑠𝑡 (𝒆𝒊, 𝒆𝒋) (9)

Formally, a set function 𝐹 : 2𝑉 → R is submodular if 𝐹 (𝑋 ∪ {𝑥}) − 𝐹 (𝑋 ) ≥ 𝐹 (𝑌 ∪ {𝑥}) − 𝐹 (𝑌 )
for every 𝑋 ⊆ 𝑌 ⊆ 𝑉 and 𝑥 ∈ 𝑋 \ 𝑌 . 𝐹 is monotone if 𝐹 (𝑋 ) ≤ 𝐹 (𝑌 ) for every 𝑋 ⊆ 𝑌 . Although
this problem is NP-hard, we note that the classic greedy algorithm for maximizing the monotone
submodular problem has been shown to provide a (1 − 1

𝑒
)-approximation [31]. In each step, the

algorithm selects the sequence with maximal marginal utility 𝐹 (𝑬 ∪ {𝒆}) − 𝐹 (𝑬), with a complexity
of 𝑂 ( |𝑬 |𝑘), which can be further improved to 𝑂 ( |𝑬 |) by lazy evaluation [28, 29].

Thus, by leveraging the above greedy algorithm, given a slightly polluted cluster with its estimated
anomaly ratio 𝑟𝑖 , we purify the spectrum associated with minor eigenvectors by selecting 𝑘 = 𝑟𝑖 |𝑬 |
medoids as the selected subset. Although finding 𝑘-medoids significantly removes samples aligned
with minor eigenvectors, it is still possible that it contains representative anomalies when the
anomalies form a strong pattern as the abnormal component represented by the second eigenvector.
Thus, to minimize the selection error, after the general spectrum purification, we apply a special
purification on the second eigenvector 𝒗2 by removing the 𝑟𝑖 |𝑬 | sequences closer to 𝒗2.
BaseSelection algorithm. Given the required inputs, Algorithm 1 returns a base subset D̄
from the source dataset D. It leverages two utility algorithms HighPollutionIdentify and
GreedyFacilityLocation, which we include in the supplement3 due to limited space. Specifically,
Lines 2-7 apply the SVD on the embedding matrix of each cluster and calculate the respective
dominance and top two eigenvectors. With the clusters’ dominance, given a threshold 𝑝 , Line 8
applies the utility algorithm HighPollutionIdentify to identify the sets of slightly and highly
polluted clusters, 𝑺 and 𝑯 respectively, and estimate their anomaly ratios. Then, Lines 9-13 apply
the Spectrum-purifying selection strategy on each slightly polluted cluster to obtain its selected
subset 𝑪𝒊 by leveraging the utility algorithm GreedyFacilityLocation and a special purification
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Algorithm 1 BaseSelection
Input: Source dataset D, Anomaly ratio 𝑟 of D, Threshold 𝑝 , 𝑚 Clusters {𝑪𝒊}𝑚𝑖=1, embedding

matrices {𝑬𝒊}𝑚𝑖=1 of {𝑪𝒊}𝑚𝑖=1
Output: The base subset D̄
1: D̄ ← ∅
⊲ Step 1: SVD for each cluster

2: for each 𝑬𝒊 ∈ {𝑬𝒊}𝑚𝑖=1 do
3: 𝑼 , 𝚺, 𝑽 = SVD(𝑬𝒊)
4: {𝑑𝑜𝑚𝑖 } ← {𝑑𝑜𝑚𝑖 } ∪ The First Eigenvalue In 𝚺

The Second Eigenvalue In 𝚺

5: {𝒗1,𝑖 } ← {𝒗1,𝑖 } ∪ The First Column Of 𝑽
6: {𝒗2,𝑖 } ← {𝒗2,𝑖 } ∪ The Second Column Of 𝑽
7: end for

⊲ Step 2: High pollution identification

8: 𝑯 , 𝑺, {𝑟𝑖 }𝑚𝑖=1 ← HighPollutionIdentify({𝑑𝑜𝑚𝑖 }𝑚𝑖=1, 𝑝)
⊲ Step 3: Spectrum-purifying sample selection strategy

9: for each 𝑪𝒊 ∈ 𝑺 do
10: 𝑪𝒊 ← GreedyFacilityLocation(𝑬𝒊, 𝑪𝒊, 𝑟𝑖 )
11: 𝑪𝒊 ← 𝑪𝒊 − FindMaxCosSimSamples(𝑬𝒊, 𝑪𝒊, 𝒗2,𝑖 , 𝑟𝑖 )
12: D̄ ← D̄ ∪ 𝑪𝒊

13: end for

14: return D̄
on the second eigenvector. By unioning the selected subsets for all target clusters, Algo 1 returns
the final base subset D̄ in Line 14.
Complexity Analysis. Let |D| be the total number of sequences, 𝑑 be the embedding dimension,
and𝑚 be the number of clusters, the complexity of Algo 1 is dominated by the complexity of SVD
𝑂 (𝑚 |D|2𝑑 +𝑚𝑑3) [10], and the complexity of GreedyFacilityLocation algorithm 𝑂 (𝑚 |D|𝑑2)
[28, 29]. Due to the limited space, we provide the detailed complexity analysis in the Supplement3.

7 Iterative Subset Refinement
Here, we propose our subset refinement that iteratively refines the base subset selected by the
selection strategy. Our goal is to refine the selected subset iteratively so that the selected subset D̄𝑖

in the current iteration is cleaner than the selected subset D̄𝑖−1 in the last iteration. To this end,
after the base selection in each iteration, we apply three additional steps to achieve refinement,
namely, including Model-recognized anomaly filtering, Model upgrading, and Souce data filtering.
Model-recognized Anomaly Filtering. Existing sample selection methods [6, 12, 37, 49] use data
artifacts generated by the model, such as loss, as the main criterion to identify the clean samples that
are observed to have a small loss. However, due to their assumption of a low rate of random noise,
our empirical evaluation (Sec. 9) shows that these methods cannot effectively perform as the main
selection criteria with the existence of highly polluted clusters and concentrated anomalies since
the anomalies with a consistent pattern can also have a small loss. However, since the concentrated
anomalies are mostly removed from the base subset, Pluto now can effectively use the data artifacts
as auxiliary selection criteria to further clean the subset. We thus leverage the sequence loss and
predicted anomaly labels generated by the model to filter out the model-recognized anomalies from
the base subset to get the filtered subset. Specifically, given a cluster with its estimated anomaly
ratio 𝑟𝑖 , we remove the top 𝑟𝑖 ratio of sequences with the largest loss normed by the sequence
length. Also, we maintain a set 𝑨 that stores the historical predicted anomalies by the model during
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iterations. These then will also be removed from the selected subset. The filtered subset in the last
iteration is returned as the final refined subset for the whole refinement process.
Model Upgrading. After applying theModel-recognized anomaly filtering, we use the filtered subset
to re-train the model for 𝐺 epochs until the next selection iteration. With the subset being refined
by iterations, the model learns a cleaner representation, which in turn progressively enhances the
power of sequence loss and predicted anomalies as auxiliary selection criteria in the next iteration.
Source Data Filtering. To achieve progressive refinement, at the end of the (𝑖 − 1)-th iteration
after anomaly filtering and model upgrading, we clean the current source data D𝑖−1 to obtain D𝑖

for the next iteration, which will lead to a cleaner selected subset D̄𝑖 in the future than the currently
selected subset D̄𝑖−1, due to a cleaner selection source. Specifically, given a source data D𝑖−1,
selecting a cleaner filtered subset D̄𝑖−1 from D𝑖−1 must leave the unselected subset D𝑖−1 − D̄𝑖−1
more polluted thanD𝑖−1. Thus, we consider the intersection of the unselected subset (D𝑖−1−D̄𝑖−1)
and the historically predicted anomalies 𝑨, as the consensus anomalies. It will then be removed
from the source data D𝑖−1 to generate D𝑖 = D𝑖−1 − (D𝑖−1 − D̄𝑖−1) ∩𝑨. With the cleaned source
data D𝑖 , the subset selected D̄𝑖 in the 𝑖-th iteration will be further refined.
By incorporating comprehensive selection criteria and cleaning progressively, our experiment

results (Sec. 9) show that Pluto subset refinement further significantly enhances the cleanliness of
the base subset. Due to the limited space, we provide the SubsetRefine algorithm in a Supplement3.

8 Experimental Setup
8.1 Datasets
We conduct our experimental study using four real-world log datasets generated by large high-
performance computing systems. Three of them (BGL, HDFS, ThunderBird) are widely used by state-
of-the-art log anomaly detection methods [8, 11, 16, 42, 51]. To give a more thorough evaluation,
we introduce the fourth dataset, Spirit, which was collected together with ThunderBird but has not
been used as commonly in the literature.

• BlueGene/L [32] (BGL) is a log data set collected from BlueGene/L supercomputer system at
Lawrence Livermore National Labs (LLNL) in Livermore, California. Each log event contains an
alert label, a timestamp, and the log content. This dataset contains 4,747,936 log messages, of which
348,460 are labeled as an alert.

• Hadoop Distributed File System [46] (HDFS) is a log dataset collected from a Hadoop-based
map-reduce cloud environment using benchmark queries. Each log message contains a timestamp,
a log level, and the log content associated with one or multiple block IDs. This dataset contains
11,175,629 log messages. The logs are partitioned into sequences according to the block ID. Each log
sequence associated with its unique block ID is labeled normal or abnormal by the Hadoop experts.
• ThunderBird [32] is a log dataset collected from a Thunderbird supercomputer system at

Sandia National Labs (SBNL) in Albuquerque. Logs are generated on local nodes and collected by
a log server. Each log message is an event with an alert label, a timestamp, the source node ID,
and the log content. The raw dataset contains 211,212,192 logs. Considering its large size and the
training efficiency, we use subset sampling following existing work [51], with a subset of the first
2M log messages, 110,232 of which are alerts.

• Spirit [32] is a log dataset collected by Sandia National Labs (SBNL), from a Spirit supercomputer
system, sharing the same collection process and log structure with ThunderBird. The raw dataset
contains 272,298,969 logs. Similar to ThunderBird, we do subset sampling, with a subset of the first
20M log messages, 9,717,716 of which are alerts.
Data Pre-processing. As described in Section 2.1, we first parse the raw log messages by Drain[14]
into structured data with log keys. With structured logs, we employ different partitioning schemes.
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Dataset # of normal # of abnormal Anomaly ratio (𝑟 ∗) Vocab size
BGL 29,898 2,870 8.7% 1,000
HDFS 575,061 16,838 2.8% 48

ThunderBird 99,026 481 0.48% 638
Spirit 1,181,610 9,291 0.78% 1,075

Table 3. Dataset statistics.

Following existing works [11, 42, 51], the BGL dataset is directly sliced into sequences by sliding
windows, while the HDFS dataset is partitioned into sequences by block ID as the labels indicate.
For ThunderBird and Spirit datasets, since the logs from different nodes are interleaved with each
other, we first partition them by the node ID, then slice the logs of each node into sequences by
sliding windows. As in Definition 4, we follow the standard way used by existing works [8, 11, 42]
to label abnormal sequences. That is, a log sequence is labeled abnormal if it contains at least one
abnormal log key. As the HDFS dataset provides explicit sequence anomaly labels, we use those
directly. Table 3 shows the sequence statistics of the datasets after log pre-processing. We do the
train-test split with a ratio of 4:6 for the smaller BGL dataset and a ratio of 1:9 for the three larger
datasets for training efficiency. All training sets contain anomalies.

8.2 Comparative Methods
We compare Pluto to three groups of comparative methods.
Pattern Mining and Similarity Comparison Methods. This group of methods utilizes pattern
mining, similarity comparison, and machine learning techniques to detect anomalies. We compare
to the unsupervised methods PCA [45], IsolationForest [25], LogCluster [24], and one-class
classifier OCSVM [36].
Deep-learning-based Methods. We also compare to deep-learning-based log anomaly detection
methods, including Deeplog [8], OC4-Seq [42], and LogBert [11]. With a clean training set
without anomalies, these methods aim to learn the pattern of the normal log sequences to detect
anomalies during the inference phase. Specifically, Deeplog uses an LSTM architecture to learn the
sequential dependencies, by predicting the next log key for the given sequence. OC4Seq leverages
an RNN model to map the sequence and its sub-sequences into different latent spaces to detect both
global and local level anomalies. Based on the transformer architecture, Logbert applies the masked
language model (MLM) task to learn the normal sequence representation, as well as a Volume of
Hypersphere Minimization (VHM) task to minimize the hyperspace of the normal sequences in the
embedding space.
Sample SelectionMethods.Given our proposed solution falls into the category of sample selection,
we also compare to sample selection methods widely utilized in learning with noisy labels, including
ITLM [37], Co-teaching [12], and FINE [18]. Specifically, Co-teaching maintains two models
that select their own small-loss samples and feed each other. ITLM alternates between selecting
small-loss samples and re-training the model so that both the model and the selected subset become
cleaner. Instead of using the Small-loss trick, FINE uses representation as the criteria and recursively
selects samples aligning most with the first eigenvector of the datagrammatrix. All sample selection
methods are deployed with LogBert-, which is LogBert without the VHM task as the base log
anomaly detection model.
Oracle Method With Clean Training Data. To better interpret the performance degradation
caused by polluted training and the effectiveness of sample selection methods, we create clean
training sets by removing all anomalies for the four datasets. We train a detector on this clean data
using LogBert-, henceforth referred to as Oracle, to serve as upper bound in performance.
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Implementation Details of Sample Selection Methods. Due to the limited space, we briefly
describe the implementation details of the core sample selection methods here, providing full
implementation details in the Supplement3. The base detector LogBert- for all sample selection
methods is built with four layers of Transformer encoders of four attention heads and a hidden
size of 256. The learning rate is set to 1e-3 for BGL, ThunderBird, and Spirit datasets and 1e-4
for the HDFS dataset. For methods using loss, like Co-teaching, ITLM, and Pluto, we normalize
the sequence loss by the sequence length. For representation-based methods FINE and Pluto, we
use the Transformer encoders to generate the sequence embeddings. Then, we apply the most
widely used clustering algorithm (K-means) for grouping the data due to its simplicity, lack of
tuning requirements, and efficiency for large datasets. We set the cluster number𝑚 to 20 for all
four datasets and then apply FINE and Pluto to select samples in each cluster. Similar to existing
selection methods, such as Co-teaching [12], and ITLM [37], we consider the anomaly (noise) ratio
𝑟 of Pluto as a hyperparameter. We first set 𝑟 to the actual anomaly ratio 𝑟 ∗ of the respective data
sets in Sec. 9.1; later, we evaluate Pluto’s sensitivity to 𝑟 in Sec. 9.5.
Evaluation Metrics. We evaluate the anomaly detection performance with the classification
metrics Precision (P), Recall (R), and F-1 score, as well as the threshold-insensitive ranking metric
Auc score (Auc).

9 Experimental Results
We first evaluate the overall performance of all approaches (Sec. 9.1), and then display their t-SNE
visualization for better result interpretation (Sec. 9.2). We compare selection quality of sample
selection approaches in Section 9.3. For our method Pluto, we conduct an ablation study in Section
9.4, analyze its hyperparameter sensitivity in Section 9.5, and evaluate its efficiency in Section 9.7.

9.1 Overall Performance
Table 4 shows the anomaly detection results of all approaches on the four datasets.

As expected, the Oracle outperforms all methods due to its clean training data advantage. Com-
pared to Oracle, its polluted training counterpart, LogBert-, experiences substantial performance
degradation on all four datasets, demonstrating the severe negative impact of anomalies in the
training set. As for the methods on polluted training data, except for PCA on the HDFS dataset,
their overall performance is poor. By comparison, Pluto constantly outperforms other methods in
F-1, and achieves the best Auc score on BGL, ThunderBird, and Spirit datasets. Besides Pluto, the
second winners in F-1 on the four datasets differ, namely, Deeplog on BGL, PCA on HDFS, OC4Seq
on ThunderBird, and OCSVM on Spirit. For four datasets, Pluto outperforms the runner-up by
0.75% (HDFS) to 31.36% (Sprit) absolute increase in F-1.
By comparing Pluto to its base anomaly detection model LogBert-, the sample selection of

Pluto brings a significant absolute F-1 increase of 31.39% (BGL) to 69.31% (ThunderBird). Compared
to other sample selection methods, Pluto achieves an absolute F-1 increase of 17.45% (BGL) to
68.86% (ThunderBird). While the overall performance of Pluto is good, Pluto does not always
achieve the highest precision. This is because the first priority of Pluto is to remove as many
as possible anomalies from the training set during the selection to achieve a higher recall after
training. Such a strategy may cause some normal samples also to be removed from the training set.
This lack of certain normal training samples will lead to a higher false positive rate after training.
However, since Pluto brings significant gain in recall in most cases, this trade-off is justified by
the overall performance gain.

3https://github.com/LeiMa0324/Pluto-SIGMOD25
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Table 4. Anomaly detection performance of all baselines. Only baselines with polluted training are considered

for metric bolding.

Dataset BGL HDFS ThunderBird Spirit
Metric P (%) R (%) F-1 (%) Auc P (%) R (%) F-1 (%) Auc P (%) R (%) F-1 (%) Auc P (%) R (%) F-1 (%) Auc

Oracle 87.51 96.28 91.69 0.9845 87.28 86.71 86.99 0.9708 82.52 99.65 90.28 0.9983 87.51 96.28 91.69 0.9845

PCA 17.90 11.26 13.82 0.5722 92.36 70.31 79.84 0.9595 27.12 4.31 7.43 0.8729 8.64 57.28 15.01 0.9398
IsolationForest 64.99 21.76 32.61 0.8125 44.58 68.62 54.04 0.9341 50.96 6.53 11.57 0.9155 12.44 30.37 17.65 0.9518
LogCluster 25.93 0.81 1.58 0.5736 96.72 0.62 1.23 0.4104 20.84 0.11 0.22 0.4734 7.75 0.18 0.36 0.7895
OCSVM 28.42 40.28 33.33 0.7956 8.25 44.30 13.91 0.7908 34.57 15.75 21.64 0.7926 11.46 85.02 20.20 0.8498
OC4Seq 29.14 61.52 39.55 0.7705 92.19 33.44 49.08 0.7158 94.15 52.85 67.7 0.8795 21.14 11.18 14.63 0.7809
DeepLog 68.63 38.48 49.31 0.8122 57.35 4.13 7.71 0.7029 31.77 4.38 7.71 0.7811 12.75 4.00 6.09 0.9005
LogBert 73.33 19.15 30.37 0.6861 51.17 16.37 24.8 0.8425 4.62 1.04 1.70 0.9561 8.41 4.16 5.57 0.8995
LogBert- 73.95 19.44 30.79 0.6813 49.16 15.4 23.45 0.8045 4.76 1.04 1.71 0.9585 8.25 4.09 5.47 0.8939
FINE 44.15 45.33 44.73 0.7674 60.03 35.59 44.69 0.7896 1.20 1.38 1.28 0.8578 4.97 12.03 7.03 0.8853
ITLM 66.93 24.55 35.92 0.6919 64.73 25.21 36.29 0.8100 5.0 1.38 2.16 0.9523 7.80 4.40 5.63 0.8931
Co-teaching 61.03 29.72 39.97 0.7048 45.66 46.05 45.85 0.8981 0.44 1.04 0.62 0.9055 6.12 12.45 8.21 0.8996
Pluto 55.76 70.28 62.18 0.8468 80.85 80.34 80.59 0.9496 55.17 99.65 71.02 0.9977 37.59 81.56 51.46 0.9623

To fairly compare without the impact of different anomaly thresholds, we vary the top 𝑡 of log key
candidates for all methods using log key prediction, including Deeplog, the Logbert variants, and
the sample selection methods using LogBert-, including FINE, ITLM, Co-teaching and Pluto. Figure
8 presents the F-1 and Auc scores of the above approaches under different 𝑡 . Pluto significantly
outperforms the baselines in F-1 under different top 𝑡 , except in ThunderBird dataset with 𝑡 ≤ 10.
Similarly, Pluto also constantly outperforms the baselines in Auc score under different 𝑡 . We also
make an interesting observation that, with 𝑡 increasing, the performance of most baselines either
stays low or decreases. However, the performance of Pluto stays relatively stable for BGL, HDFS,
and ThunderBird datasets. This indicates a stronger anomaly detection ability, even under a loose
anomaly criterion.
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Fig. 8. Performance vs. Top 𝑡 log key candidates.

We observe a common trend that most approaches perform better on the BGL and HDFS datasets
than the ThunderBird and Spirit datasets. We believe such performance differences are caused by
the different pollution distributions of the four datasets, which will be discussed with our t-SNE
visualization later in Section 9.2.

9.2 Dataset Visualization
Figures 9(a) to 9(d) show the t-SNE visualization of the sequence embedding of the four polluted
training sets (before selection). It reveals anomaly-related observations consistent with the motiva-
tion example in Figure 1. When normal patterns are diverse in the dataset, the embedding spaces
are subject to imbalanced pollution with varying degrees. While BGL and HDFS datasets have more
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scattered pollution, the pollution in ThunderBird and Spirit datasets is extremely concentrated —
indicating strong abnormal patterns. Compared to random pollution, anomaly detection models are
more vulnerable to these collective and concentrated anomalies in the training set. This explains
the universally poor performance of the baselines on ThunderBird and Spirit datasets.

(a) BGL dataset (b) HDFS dataset (c) ThunderBird dataset (d) Spirit dataset

Fig. 9. t-SNE visualization of sequence embeddings of the four training sets. a) R1: region of anomaly subtlety

(Embedding overlapping between normal samples and anomalies). R2: region of anomaly concentration

(Clustered anomalies).

Selection with Subtle or Concentrated Anomalies.We evaluate how the selection methods
Co-teaching, ITLM, FINE, and Pluto perform with data sets containing anomaly subtlety and
anomaly concentration (Sec. 1). In Figure 9(a) of the BGL dataset, we highlight two regions, R1 and
R2, with subtle and concentrated anomalies, respectively. Figure 10 shows the selection results of
the four selection methods in the two regions. While all baseline selection methods fail to clean
either R1 or R2 effectively, Pluto successfully achieves clean selection in both regions due to its
high pollution identification (Sec. 5), spectrum-purifying selection strategy (Sec. 6) and refinement
(Sec. 7), which we further analyze in the next subsection (Sec.9.3).

(a) Region 1: Subtle anomalies.

(b) Region 2: Concentrated anomalies.
Fig. 10. Selection results with anomaly subtlety and anomaly concentration.

9.3 Subset SelectionQuality
Selection Quality. We examine the effectiveness of selection by the sample selection methods
FINE, ITLM, Co-teaching, and Pluto for all four datasets. FINE recursively selects samples from its
last selected subset, while Co-teaching selects small-loss samples in every batch. ITLM and Pluto
alternate between selecting and training the model on the last selected subset for certain epochs.
For a fair comparison, we choose the first subset selected by FINE and the last subsets selected by
Co-teaching, ITLM, and Pluto.

Figure 11 shows the number of normal and abnormal sequences in the original polluted training
data and the subsets selected by all sample selection methods. Pluto achieves the best selection
quality overall, with a similar number of normal sequences and the fewest anomalies selected for
all datasets. Through sample selection, keeping 77.7% (BGL) to 96.6% (ThunberBird) of the normal
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sequences, Pluto effectively removes 90.3% (BGL) to 100.0% (ThunderBird, HDFS) of the anomalies
from the original dataset. This explains its significant performance gain over other methods in Table
4. Such good selection quality comes from the three stages of the Pluto pipeline: high pollution
identification (Sec.5), spectrum-purifying selection (Sec. 6) and iterative refinement (Sec. 7). We
will examine them in a stage-by-stage manner later in this subsection.
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Fig. 11. Selection quality of different sample selection methods. Blue bars: # of normal samples. Orange bars:

# of abnormal samples.
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pollution. Stage 2: After selection. Stage 3: After refinement.

FINE is generally the worst method, selecting (roughly) the most anomalies. Unlike Pluto that
distinguishes the pollution level for each cluster, FINE selects samples close to the first singular
vector in all clusters. This universe selection strategy cannot reduce the anomaly ratio in highly
polluted clusters. It compensates for this by employing a recursive selection strategy so that the
next subset selected from the current one is cleaner. By leveraging the memorization effect [2, 50],
the model using FINE is robust to scattered anomalies in the early stage. However, its compensation
barely works on ThunderBird and Spirit datasets containing concentrated anomalies that can
quickly cause anomaly overfitting.
In contrast to FINE, Co-teaching has a better selection quality but does not achieve a good

performance. This may be because Co-teaching selects and trains at the same time. With the
concentrated anomalies in the highly polluted regions, the model quickly overfits to anomalies,
compromising the effectiveness of the small-loss trick.
Effectiveness of Pluto Selection Stages. We focus on the contribution of each of the stages in
the Pluto pipeline in progressively improving the selected subset. Figure 12 shows the number of
normal and abnormal sequences of four sets throughout the Pluto selection process, i.e., the original
dataset, intermediate subset after discarding the highly polluted clusters (Sec. 5), intermediate
subset after selection (Sec. 6), and final subset after refinement (Sec. 7), respectively. Following
these selection stages, we observe a stable trend in the number of normal sequences and a constant
decrease in the number of abnormal ones. Specifically, the comparison between stages 0 and 1 shows
that simply discarding the highly polluted clusters removes 30.1% (BGL) to 98.4% (ThunderBird) of
anomalies, validating the utility of the pollution quantification theory (Sec. 4), and the effectiveness
of the high pollution identification (Sec. 5). The selection strategy (Sec. 6) in Stage 2 helps remove
more anomalies from slightly polluted clusters. Lastly, the subset refinement (Sec. 7) in Stage 3
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contributes another significant anomaly reduction of 51.9% (Spirit) to 100.0% (HDFS, ThunderBird)
compared to stage 2. This anomaly reduction and the resulting gain in the final performance
can be worth the additional computational costs of conducting these iterative refinement steps.
By combining the above components, Pluto progressively provides a superior sample selection
performance.

9.4 Ablation Study
In this section, we examine the relative contributions of high pollution identification and subset
refinement to the final anomaly detection performance. The high pollution identification con-
tributes to discarding highly polluted clusters, while the subset refinement further cleans the subset
iteratively. We design two Pluto variants to evaluate the contribution of each component: Pluto−𝐻
corresponds to Pluto without the identification of the highly polluted clusters (Sec. 5), which
applies the selection strategy for all clusters. Pluto−𝑅 applies a one-time Pluto base selection with-
out the subset refinement (Sec. 7). Table 5 shows the anomaly detection results of all three Pluto
variants, including Pluto itself. Pluto achieves the best Auc score on all datasets and the best F-1
on BGL and HDFS datasets. By comparing Pluto−𝐻 and Pluto−𝑅 with Pluto, we observe that the
components contribute differently for different datasets. For BGL, while both the high pollution
identification and subset refinement contribute to the final Pluto performance, the former brings a
larger F-1 improvement of 21.91% compared to 5.66% brought by the latter. However, for the HDFS
dataset, most of the performance improvement comes from subset refinement, contributing an F-1
gain of 36.17%. Meanwhile, for ThunderBird and Spirit datasets, due to their extremely concentrated
anomalies as shown in Figure 9, the high pollution identification contributes the most towards
the final performance. Although we show that refinement indeed further reduces the number
of anomalies for all datasets in Figure 12, bringing an absolute increase of 0.34% (ThunderBird)
to 2.24% (Spirit) in Recall, the subset refinement also slightly removes some normal sequences,
causing an absolute decrease of 1.54% (Spirit) to 1.89% (ThunderBird) in Precision. We consider this
acceptable in anomaly detection scenarios especially where recall is more essential.

Table 5. Ablation study of Pluto.

Dataset BGL HDFS ThunderBird Spirit
Metric P (%) R (%) F-1 (%) Auc P (%) R (%) F-1 (%) Auc P (%) R (%) F-1 (%) Auc P (%) R (%) F-1 (%) Auc

Pluto−𝐻 41.11 39.47 40.27 0.6655 78.67 81.92 80.26 0.9068 3.23 1.38 1.93 0.5052 5.33 9.74 6.89 0.5387
Pluto−𝑅 70.35 47.24 56.52 0.7271 58.54 35.79 44.42 0.6767 57.06 99.31 72.48 0.9913 39.13 79.32 52.41 0.9428
Pluto 55.76 70.28 62.18 0.8468 80.85 80.34 80.59 0.9496 55.17 99.65 71.02 0.9997 37.59 81.56 51.46 0.9623

9.5 Hyperparameter Sensitivity Study
Now we evaluate Pluto’s sensitivity to hyperparameters on the more popular datasets used in the
recent works, namely BGL and HDFS [8, 16, 42, 51]. The hyperparameters include (1) cluster number
𝑚 ranging from 2 to 30, (2) percent threshold of the highly polluted clusters 𝑝 from 75% to 100%,
(3) number of refinement iterations 𝑅 ranging from 0 to 12, and (4) given anomaly ratio 𝑟 ranging
from 2% to 10%. Figure 13 shows the F-1 results of Pluto with different hyperparameter values.
We observe that Pluto can be sensitive to extreme hyperparameter values for cluster number,
refinement iterations, or anomaly ratios too far away from the actual anomaly ratio. In conjunction
with the ablation study, we see that Pluto is more sensitive to the hyperparameters associated with
the more influential components. For example, Pluto is more sensitive to the refinement-related
hyperparameter 𝑅 on HDFS since, for this dataset, the subset refinement contributes most to the
performance gain (per results of the ablation study in Table 5). Similarly, Pluto is more sensitive
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to high-pollution-identification-related hyperparameters𝑚 and 𝑝 on the BGL dataset as, in this
case, high pollution identification contributes more to the performance gain.
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Fig. 13. Hyperparameter sensitivity of Pluto. Shadow: performance stable area. Dashed line: real anomaly

ratio of the dataset.

9.6 Low Anomaly Ratio Data Sets
We now test how Pluto performs on datasets with very low anomaly ratios. Given ThunderBird,
the dataset with the lowest anomaly ratio (0.48%) among our four datasets, we create new datasets
with smaller anomaly ratios of 0.05% and 0.10% by removing a portion of the original anomalies
while keeping all its normal sequences. Figure 14 shows the performance of four sample selection
methods, together with the basic detector LogBert- on these altered datasets. We observe that
Pluto still results in a significant performance gain compared to the baselines for these lower
anomaly ratios. Since Pluto targets the characteristics of anomaly concentration and anomaly
subtlety, this indicates that Pluto is able to identify the anomalies in the training data as long as
they show these characteristics, even under an extremely low anomaly ratio.
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Fig. 14. Anomaly detection performance of baselines on ThunderBird dataset with lower (real) anomaly

ratios.

9.7 Runtime Efficiency
We assess the selection efficiency of Pluto in Figure 15. During each selection iteration, Pluto
performs a selection after 𝐺 epochs of training. Thus, in Figure 15(a), we report the average
runtime of one Pluto subset selection versus the average training time of𝐺 epochs. The Pluto
selection runtime is relatively small, namely, 0.02% (BGL) to 9.7% (Spirit) of the training time. We
breakdown the selection runtime for different components, including the runtime of (1) SVD, (2)
GreedyFacilityLocation and (3) others as in Algo. 1 (Sec. 6). Consistent with our complexity
analysis in Algo. 1, Figure 15(b) shows that the selection runtime is dominated by SVD and
GreedyFacilityLocation algorithms. We evaluate the selection runtime versus the number of
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Fig. 15. Runtime Efficiency of Pluto. a) Selection runtime is small compared to training runtime. b) Selection

runtime is dominated by the cost of SVD and FL algorithms. c) The selection runtime approximately matches

a quadratic function (dashed line) in the number of sequences.

sequences ranging from 50K to 200K. Again consistent with our complexity analysis in Algo.
1, Figure 15(c) confirm that the selection runtime is approximately quadratic in the number of
sequences.

10 Related Work
Log Anomaly Detection Strategies. The research on log anomaly detection can be catego-
rized into three groups [19, 20]: unsupervised, supervised, and semi-supervised, according to the
availability of the anomaly labels. By leveraging traditional models like Support Vector Machine,
Linear Regression, or Decision Tree, supervised methods [1, 15, 23] utilize the anomaly labels to
learn a binary classifier to detect anomalies. Without any labels, unsupervised methods like LOF
[3], IsolationForest [25], and PCA [45] separate the sequences based on their distance, under the
assumption that abnormal sequences are far away from the normal sequences or have a smaller
density [4].
Due to the imbalance class distribution and the lack of anomaly labels, most recent works

[8, 11, 16, 22, 42, 51] adopt a semi-supervised approach using deep learning, aiming to train a
one-class classifier of what is considered normal data using a training set composed of only normal
sequences. Based on LSTM architecture, DeepLog [8] learns the normal sequence pattern by
predicting the next log key of a given subsequence. Methods like LogBert [11], CAT [51], and
UCAD [22], on the other hand, learn the normal representation by the Transformer architecture
or attention mechanism, leveraging a one-class objective or log semantics. Although the one-
class classifiers achieve good performance on anomaly detection, a recent survey [20] points out
that even slight pollution in the training set can cause severe performance degradation for the
semi-supervised methods. This now is our focus.
Sample Selection in LearningwithNoisyData. Sample selection in learningwith data with noisy
labels (i.e., with corrupted labels) is a research domain closely related to our problem [18, 40, 43].
Given a training set with noisy labels, this line of research focuses on selecting clean samples
with the correct labels typically for classification. Under the assumption of balanced classes and
small random pollution in each class, the clean samples with correct labels are considered inliers,
and noisy samples with wrong labels are considered outliers. Empirical studies [2, 39] observe
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the Memorization Effect that the model learns clean patterns first and then later overfits to noisy
patterns. Based on such observations, the Small-loss trick is commonly employed by recent works
[6, 12, 17, 37, 49] to select clean samples. However, the anomaly concentration in the unlabeled log
data violates the random pollution assumption, where similar anomalies can be easily learned by
the model with a small loss. Thus, the effectiveness of these methods is limited.

Instead of relying on loss, another group of methods [18, 43, 44] leverages the data representation
to design the selection criteria. For this, they assume certain topological structures of the clean
samples in the high-order latent space. However, similar to the Small-loss trick methods, the
concentrated anomalies in the unlabeled log data can form a strong local topological structure,
which will still compromises the effectiveness of the representation-based methods.

11 Conclusion
Given a log sequence dataset polluted with anomalies, Pluto selects a clean representative subset
as the new training set to train the anomaly detection model. Given the sequence embeddings of the
polluted dataset, Pluto first partitions the embedding space into regions and accurately identifies
and discards the highly polluted regions using our pollution level estimator. Then, Pluto applies the
Spectrum-purifying selection strategy on the remaining slightly polluted regions, selecting samples
that best purify the eigenvector spectrum. Pluto further filters and refines the above selected
base subset by iteratively alternating between selection, subset filtering, model training on the
selected subset, and source data filtering, leveraging dynamic data artifacts generated by the model.
At last, Pluto retrains the anomaly detection model on the final refined subset. Our experiments
demonstrate that Pluto significantly removes 90.3% to 100.0% of the anomalies, bringing an absolute
F-1 improvement of up to 68.86% compared to state-of-the-art sample selection on real-world log
data sets.

While we explore settings without the availability of any labels, future work could explore how
best to leverage either a limited small number of ground-truth labels or many noisy labels by
boosting, selecting clean or refurbishing the noisy labels.
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