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Abstract

We study the problem of symmetric matrix completion, where the goal is to reconstruct a positive
semidefinite matrix X* € R%*? of rank-r, parameterized by UU ", from only a subset of its
observed entries. We show that the vanilla gradient descent (GD) with small initialization provably
converges to the ground truth X™* without requiring any explicit regularization. This convergence
result holds true even in the over-parameterized scenario, where the true rank r is unknown and
conservatively over-estimated by a search rank 7’ >> r. The existing results for this problem either
require explicit regularization, a sufficiently accurate initial point, or exact knowledge of the true
rank r. _

In the over-parameterized regime where 7 > 7, we show that, with (dr?) observations,
GD with an initial point |Up|| < O(e) converges near-linearly to an e-neighborhood of X™.
Consequently, smaller initial points result in increasingly accurate solutions. Surprisingly, neither
the convergence rate nor the final accuracy depends on the over-parameterized search rank 7/, and
they are only governed by the true rank . In the exactly-parameterized regime where 7’ = r, we
further enhance this result by proving that GD converges at a faster rate to achieve an arbitrarily small
accuracy € > 0, provided the initial point satisfies ||Uy|| = O(1/d). At the crux of our method lies
a novel weakly-coupled leave-one-out analysis, which allows us to establish the global convergence
of GD, extending beyond what was previously possible using the classical leave-one-out analysis.
Keywords: Matrix completion, implicit regularization, leave-one-out analysis

1. Introduction

Matrix completion is a fundamental problem in the field of machine learning, where the objective is
to reconstruct a positive semidefinite (PSD) matrix of rank-r, denoted as X* € R?*?, from only a
subset of its observed entries. The most natural approach to solve this problem involves minimizing

the following mean squared error:
n f(U) = |PawUT - x7) ‘2 (MC)
min = — ||Pq —

UcRaxr’ 4p F

Here, p represents the probability of observing each entry in X ™, ) denotes the set of observed
entries, and Pq shows the projection operation onto the set of matrices supported by 2. When the
true rank 7 is unknown, it is often over-estimated by the search rank r’ > r, leading to what is
referred to as over-parameterized matrix completion.

A prominent application of matrix completion is in collaborative filtering (Gleich and Lim, 2011).
Additionally, it has applications in other areas, including image reconstruction (Hu et al., 2018),
fast kernel matrix approximation (Graepel, 2002; Paisley and Carin, 2010), and more recently, in
teaching arithmetic to transformers (Lee et al., 2023).
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Figure 1: The performance of vanilla GD with small initialization and constant step-size on MC without any explicit
regularization. In all experiments, we set the dimension d = 100 and the true rank » = 3. (a): Higher sampling rates
improve the final accuracy of GD for the over-parameterized MC, but have no impact on the exactly-parameterized MC.
(b): Increasing the initialization scale hampers the final accuracy of GD for the over-parameterized MC, but has no impact
on the exactly-parameterized MC.

Perhaps one of the most natural approaches for solving the above optimization problem is (vanilla)
gradient descent (GD): given an initial point Uy and a fixed step-size n > 0, generate a sequence of
iterates {U; }L_; according to Uy 1 = U; — 7V f(Uy). Despite its simplicity and desirable practical
performance (see Figure 1 and the experiments in (Zheng and Lafferty, 2016)), the conditions under
which the GD converges globally to the ground truth X* have remained a long-standing mystery.

A line of research has been devoted to studying gradient-based algorithms with explicit regu-
larization (Sun and Luo, 2016; Zheng and Lafferty, 2016; Jain et al., 2013; Ge et al., 2016). These
methods typically incorporate either an /5 o-norm regularizer or a projection step to constrain the
iterates within a set with £ ,-norm bounds to promote incoherence (see Definition 2). However, the
use of /5 o-norm regularization or projection techniques often introduce more tuning parameters,
and has been found to be unnecessary in most cases (Zheng and Lafferty, 2016; Ma et al., 2018)!.

On the other hand, the convergence of GD without explicit regularization was initially tackled by
Ma et al. (2018) in the context of symmetric matrix completion, and subsequently extended by Chen
et al. (2020) to asymmetric settings. However, these studies consider a very special case of matrix
completion where GD is initialized sufficiently close to the ground truth, and the rank of the ground
truth r is known. In practice, however, GD converges even if it is initialized far from the ground truth
and the rank is over-parameterized v’ > r (see Figure 1).

Therefore, the following question still remains open:

Why does GD with a small initialization efficiently converge to the ground truth of MC in
the absence of explicit regularization, even in the general rank-r case wherer’ > r > 17

Recently, Kim and Chung (2022) answered the above question for the special case of rank-1
symmetric matrix completion with 7/ = r = 1, but their proposed approach does not extend to
the general rank-r case. It is also worth noting that the above question has been addressed for
another class of matrix factorization problems satisfying a norm-preserving property called restricted
isometry property (RIP). Problems that satisfy this property include matrix sensing (Li et al., 2018;

1. It is worth noting that explicit regularization can still offer significant advantages in scenarios with extremely limited
sample sizes (Sun, 2015).
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Stoger and Soltanolkotabi, 2021; Ma and Fattahi, 2023a) and sparse recovery (Vaskevicius et al.,
2019). However, a significant challenge arises with matrix completion, as it does not satisfy the
restricted isometry property. Consequently, the existing methodologies built upon RIP are not directly
applicable to matrix completion.

1.1. Summary of Contributions

In this work, we provide a complete answer to the aforementioned question. A comparison of our
results with other studies on unregularized matrix completion can be found in Table 1. The key
contributions of our work are as follows:

- Convergence of GD with small initialization in over-parameterized regime: When the
rank of the ground truth 7 is unknown and over-parameterized by ' > r > 1, we prove that
GD with small initialization converges to the ground truth at a near-linear rate. Surprisingly,
neither the convergence rate nor the final accuracy depends on the over-parameterized search
rank 7, and they are only governed by the true rank . In particular, given an initial point that
satisfies ||Up|| < O(e) for some ¢ > 0 and a sampling rate of p = Q(rlog%(1/¢)/d), GD
converges to e-neighborhood of X* in O(log?(1/e)) iterations. Therefore, a smaller initial
point or a larger sampling rate can improve the final error of GD. The empirical observation
presented in Figure 1 provides further support for this result.

- Improved results in the exactly-parameterized regime: We show that GD enjoys an
improved convergence when the rank of the ground truth r is known and ' = r > 1.
In particular, given an initial point that satisfies ||Up| < O(1/d) and a sampling rate of
p = Q(r?/d), GD converges to e-neighborhood of X* in O(log(1/e)) iterations for any
arbitrarily small € > 0. A key distinction from the over-parameterized setting is that the final
error of GD remains unaffected by the initialization scale or the sample size, provided that
they meet certain thresholds. This is also evident in Figure 1. When r = O(1), the resulting
sample complexity is information-theoretically optimal (modulo logarithmic factors).

- Weakly-coupled leave-one-out analysis: In order to establish the implicit regularization of
GD for MC, a pivotal technique is a decoupling mechanism known as leave-one-out analysis,
a trick rooted in probability and random matrix theory. However, the current theory based
on this technique is only effective when the iterates are sufficiently close to the ground truth.
At the crux of our technical analysis lies an extension of the classical leave-one-out analysis
to the global setting, which we term weakly-coupled leave-one-out analysis. In essence, our
proposed method relaxes the requirement for the initial iterates to be sufficiently close to the
ground truth, making it particularly suitable for the global convergence analysis of GD.

Notations. We use bold uppercase letters X, Y to denote matrices and bold lowercase letters x, y
to denote vectors. For vectors, we use ||-|| to denote ¢2-norm, and for matrices we use ||-|| and ||-||
to denote operator norm and Frobenius norm, respectively. For matrix X € R4 %9 we denote
by X j the (7, j)-th element of X, Xj; . the i-th row, and X ; the j-th column. The /5 o-norm of
X, denoted as || X ||, . is defined as max; || X;..||. Additionally, we define the singular values of
X € RW X% a5 51(X) > 09(X) > -+ > Omin{ds,ds} (X)) = 0. The set of all orthogonal matrices
is denoted by Oy, x4, := {O € R%*42 : OTO = I}. For two matrices X,Y € R%*92 we define
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Algorithm Sample complexity | Computational complexity | Global | Exact | Over-param.
(Ma et al., 2018) dr? log*(d) x?log (1) X v x
(Chen et al., 2020) dr?log(d) w2 log (1) x v X
(Kim and Chung, 2022) dlog?(d) log (1) v * X
Ours (Theorem 3) dr?log®(d) x*log (1) v v o5
Ours (Theorem 2) dr?log?(d) log® (%) w*log? (%) v v v

Table 1: Comparisons between different algorithms for matrix completion without explicit regularization. % The result
only holds for ' = r = 1.

their Procrustes distance as dist(X,Y’) = minoco,, ., [|X — Y Ol|g. The projection matrix onto
the column space of an orthogonal matrix V' € Oy, x4, is defined as Py := vvr.

We use the notation f(n) < g(n) or f(n) = O(g(n)) when a constant C' > 0 exists such that
f(n) < Cg(n) for sufficiently large n. Conversely, f(n) 2 g(n) or f(n) = Q(g(n)) implies the
existence of a constant C' > 0 such that f(n) > Cg(n) for sufficiently large n. Moreover, we use
the notations O(+) and Q(-) to hide logarithmic dependencies on the dimension or other parameters
of the problem. Additionally, we use f(n) < g(n) or f(n) = O(g(n)) when f(n) < g(n) and
f(n) Z g(n).

2. Problem Setup and Main Results

Suppose that the singular value decomposition (SVD) of X* is given by X* = V*S*V*T where
V* € Oyx, and 3* is an r x r diagonal matrix with diagonal elements in descending order
oy > --- > oy > 0. We denote the condition number of X* as £ = o] /c}. Upon defining the
symmetrized operator R = % (Pa + 77;2 ), the update rule for GD can be written as

Ui = U, — )V f(Uy) = Uy = nRo(UU, — X*U;, Uy =aZ (GD)
where o > 0 is the initialization scale and Z is the initialization matrix satisfying || Z|| = 1. We
assume that Z satisfies the following alignment condition.

Condition 1 (Alignment) We say the matrix Z € R¥>" with | Z|| = 1 satisfies the alignment
condition if there exists a universal constant cy > 0 such that

or(Py+Z) > c. (alignment condition)

Intuitively, this condition necessitates that the initialization matrix should have a non-negligible
alignment with the column space of the ground truth. The following lemma reveals that this alignment
condition is satisfied for common initialization strategies with overwhelming probability.

Lemma 1 (Sufficient condition for alignment) The following statements are satisfied:

* Gaussian initialization. Given 0.5d < v’ < dand Z = G/ ||G||, where G is a standard
Gaussian matrix, alignment condition holds with cy = 0.1 with probability at least 1 —

exp{—9(d)}.
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e Orthogonal initialization. Given v’ = d and Z = O for any O € Ogyq, alignment condition
is satisfied with co = 1.

« Spectral initialization. Let VIV T be the eigendecomposition of the best rank-r' approxima-
tion of Ra(X*) measured in Frobenius norm. Givenr < r' < dand Z = U/ ||U||, where
U = V'XY2, alignment condition holds with ¢y = i with probability at least 1 — d%,.

Before proceeding to the main theorem, we introduce two crucial conditions on the ground truth X™*
and the random observation set §2.

Condition 2 (Incoherence) The rank-r PSD matrix X* € R¥% with SVD X* = V*S*V*T s
p-incoherent for some p > 1if [|[V*||, o = \/% IVHp = /4

Condition 3 (Random sampling model) Each entry of X* is observed independently with proba-
bility p. In other words, P((i, j) € Q) = p independently for all 1 <i,j < d.

Chen (2015) shows that the incoherence condition is necessary for the recovery of the ground
truth. Intuitively, the incoherence condition with i = O(1) entails that none of the columns of V'*
have significant alignment with the standard basis vectors. Such a condition ensures that the ground
truth is far from being sparse. We note that successful recovery of a sparse X™* is only achievable
in a near-ideal scenario where p = 1 and nearly the entirety of X * is observed. On the other hand,
when ;o = O(1), the recovery is possible even when p scales with Q(poly(r)/d) (Chen, 2015).

With the aforementioned conditions in place, we can now present our main result, which
establishes the global convergence of GD on MC for the over-parameterized setting.

Theorem 2 (Convergence of GD for over-parameterized MC) Ler X™* be rank-r, and Condi-
KO ptr9 log® (L) log? (d)

tions 2 and 3 are satisfied with a sampling rate of p 2, 7 . Consider MC with
search rank r < r' < d. Consider the iterates of GD with the step-size 1 < \/1%0* and the initial
1

point Uy = aZ, where 0 < o < 4/ % and Z satisfies Condition 1. With probability at least 1 — d%,

after TS ;; log (é) iterations, we have
oXr2ur2
< AR,
F p

n
A few observations are in order based on the above theorem.

HUTU; _ X

Computational complexity. The initialization scale a governs the final accuracy of GD. Therefore,
to ensure that HUTUIT - X *HF < ¢, it suffices to set the initialization scale to o < , /—5—

ofr2pr? €
Moreover, assuming that max{s, u,7} = O(1) and € < 1/d, this accuracy is achieved within
O (log* (1)) iterations, which scales only poly-logarithmically with 1 /.

Effect of over-parameterization. The level of over-parameterization in the search rank r’ does
not have any impact on either the sample complexity or the convergence of GD. As a result, our
results hold even if d?p < dr’. In such cases, MC has many global minima, some of which may not
satisfy UU " ~ X*. This sheds light on the implicit regularization of the vanilla GD with small
initialization toward low-rank solutions when applied to MC.
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1

which is optimal with respect to the dimension d up to a logarithmic factor. This Corﬁrasts with
the direct extension of the approach by Kim and Chung (2022), which necessitates a sample size
on the order of d'*®("~1) Moreover, Theorem 2 highlights that the sampling rate p must scale
with log® (%) to attain an accuracy level of €, which in turn leads to a mild dependency of the final
error on the sampling rate. In other words, given a fixed sampling rate p, GD achieves an accuracy
in the order of exp(—(pd)). We suspect that the observed dependency might be an artifact of
our proof technique and could potentially be relaxed with a more detailed analysis, similar to that
presented in (Stoger and Soltanolkotabi, 2021). In our next theorem, we demonstrate that in the
exact-parameterization regime, it is possible to relax this mild dependency, achieving a sample
complexity that does not depend on the desired accuracy level or the initialization scale.

Sample complexity. The required sample complexity is given by dp > drx%u*log® (1) log? (d),

Theorem 3 (Convergence of GD for exactly-parameterized MC) Let X™* be rank-r, and Condi-

6,4,.9 8
tions 2 and 3 are satisfied with a sampling rate of p 2 %bgw). Consider MC with search rank

r’ = r. Consider the iterates of GD with the step-size 1 < \/2%0* and the initial point Uy = oZ,
1

where o < ﬁ and Z satisfies Condition 1. Given any accuracy € > 0, with probability at least

1-— O(d%) and after T' < ni: log (%) iterations, we have

HUTU; X

<e ey

F
We next outline the key distinctions between the two aforementioned theorems. In the exactly-
parameterized regime, neither the sampling rate p nor the initialization scale « affect the final error e,
as long as they meet certain thresholds. In contrast, a smaller initialization scale or a larger sampling
rate improves the final error in the over-parameterized regime. Moreover, the convergence rate of GD
improves from O (log4 (%)) to O (log (%) ) This is because the required sampling rate is smaller in

the exactly-parameterized regime, allowing the algorithm to adopt a more aggressive step-size.

3. Proof Outline

In this section, we present the key ideas underpinning our proof techniques. We begin in Section 3.1
with a dynamic signal-residual decomposition. Next, in Section 3.2, we introduce the weakly-coupled
leave-one-out analysis which, together with our dynamic signal-residual decomposition, completes
the proof for Theorem 2. Section 3.3 explains how these techniques can be further refined to yield
improved results for the exactly-parameterized regime. Throughout this section, we occasionally
omit the consideration of higher-order terms involving the step-size 7. We highlight that while this
omission serves to streamline the presentation, our rigorous proofs in the appendix carefully account
for these higher-order terms.

3.1. Dynamic Signal-residual Decomposition

We employ a dynamic projection scheme akin to that described by Li et al. (2018), which decomposes
the iterates U, into two distinct components: a low-rank signal part, S;, and a residual part, E;. This
decomposition is represented as follows:

U,=5+E;, where S;=7PyU;, and E; = P‘J}tUt.
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Upon defining My = Ro(X* — UtUtT), the dynamic orthonormal matrix V4 is recursively defined

as:
—1/2

/
‘/;54_1 = Zt+1 <Z;1Zt+1> where Zt+1 = (I + th) ‘/;f and % =V*

Upon defining the error matrix as A; := X* — U,U,', our goal is to show that || A, || decreases
efficiently to O(«). To show the benefit of the proposed dynamic signal-residual decomposition in
achieving this goal, we start by stating the one-step dynamic of the error matrix:

| A7 = 1A} = 40 (A, MU, ) + O(). @

Therefore, to establish the convergence of || A||, it suffices to provide a reasonable lower-bound for
<At, MU, UtT>. This can be achieved via the following descent lemma:

Lemma 4 (Descent lemma, informal)  Suppose that < o (S)), IS < 2 o}, and
|Vi — V*|| <0.1. Then, we have

3r2
or’ur

T oy 2
<At7MtUtUt > > 5 [AtF —O

1Bl + Vot (T — RQ)(At)H> 1A

By combining the descent lemma with Equation (2), we arrive at the following expression:

*
T

o
| A < (1 - ) | Ay +O(m) (

0—:3 ,m“2

1Bl + Vot (2 - RQ)(At)H> +0(n*).

3)
The above inequality holds once the conditions ‘/207; < 0,(S¢) < ||Se|| < 2¢/0F and |V, — V|| <
0.1 are met. These conditions entail that during the initial phase of the algorithm, o,.(S;) must
undergo a fast growth, whereas V; must remain close to V*. Under these conditions, GD enters a
fast linear convergence phase, provided that || (Z — Rq)(Ay)|| < ||A¢||p. In fact, we can readily
establish that ||(Z — Rq)(Ay)|| < c¢||A¢]| for some ¢ > 0. However, the challenge lies in ensuring
that ¢ remains sufficiently small so as not to negate the effect of a constant factor improvement
1 — 0.1noy in Equation (3). This phase continues until GD reaches an error level controlled by || E;||.

Therefore, to prove the convergence of GD, we need to establish the following properties:

* Fast growth of S;: Recall that max{||So||, | Eo||} = O(«). We need to ensure efficient
growth of o, (S;) from O(«) to ‘/;7, while keeping ||S;|| below 2,/07.

 Slow growth of E,: We need to show that while the signal term grows rapidly, the residual term

E, grows at a much slower rate. Specifically, we will demonstrate that 7' = O nclf,,*- log(é)>

suffices to ensure \/207’*“ < 0,(8¢) < ||St]| < 24/oF while keeping || E¢|| = O(c).

* Small values of ||(Z — Rq)(A;)|| and ||V; — V*||: Equally important is maintaining control
over ||[(Z — Rq)(Ay)| and ||V, — V*||. While ||V; — V*|| < 0.1 is needed as a crucial
condition for Equation (3), the value of ||(Z — Rq)(A,)|| directly controls the convergence
rate of GD.

To establish the above properties, we provide the one-step dynamics of Sy, E;, and (Z—Rgq)(Ay).
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Lemma 5 (One-step dynamics, informal) Under the conditions of Theorem 2, the following in-
equalities hold with an overwhelming probability:

1Siall < (140 (oF = 1S + O (o |V = V7| + [T = Ra)(A)) ) 1S4l

“
or(St+1) > (1 +1 (0 =0 (S) — O (o7 IV = V| + (T — Ra)(A]))) o (St)
O - (1 [V = V| + I = Ra)(A)) |1 Bl )
| Bl < <1 +0() - (01 [V = V¥ + @ = Ra) (@A) | Bl ©)
12— Ra) (A s0<\/§ A0 (V7 B+ VA ) + 4/ T2 HEtn). )

Next, we provide a high-level overview of how Lemma 5 can be used to establish the aforemen-
tioned properties. To this goal, we only focus on the initial phase of the algorithm, where both S
and E; are small. A more formal analysis for the entire trajectory is provided in Appendix C.

To use Lemma 5, it suffices to control two key quantities: || V||, ., and [[V; — V*||. To illustrate

this, let us assume that V; inherits the incoherence of V*, that is, [[Vi[| . < O(y/pr/d) <1
forall 1 < ¢ < T. Then, Equation (7) suggests that ||(Z — Rq)(Ay)| < c¢||A¢|| + O(a), where
= O(ur/+/pd) < 1, thereby ensuring the necessary control over ||(Z — Rq)(A¢)]|.

On the other hand, the small values of ||(Z — Rq)(A¢)| and |V; — V*|| play crucial roles
in controlling the behavior of the signal and residual terms. To illustrate this, let us assume
that at a certain point, ||S|| > 1.5\/c7. Given that we have considered | (Z — Rq)(A;)|| and
||Vi — V*|| to be small, Equation (4) simplifies to || Si+1]| < (1 —nQ (7)) ||Se]| + O(nog || Etl), ef-
fectively preventing ||.S¢+1 || from further growth. With a similar reasoning, Equation %) simpliﬁes to
o (Si+1) > (14+09(0%))o,(S;). Here, we have leveraged the assumption that 02(S;) < o during
the initial phase. This implies that o,-(S;) grows at a rate of 1+ 7€2(o). In contrast, Equation (6) im-
plies that || E; || grows at arate of 1 +7n0(||(Z — Ra)(Ay)| + o7 ||V — V*||), which is significantly
slower than the growth rate of o,.(S;) because max{|[(Z — Rq)(A)||, o7 [|[V: = V*||} < o}. Tt
is due to this discrepancy in the growth rates of ||.S¢|| and || E;|| that GD enters the local linear
convergence rate and achieves a final error of O(a).

3.2. Refined Leave-one-out Analysis with Weak Coupling

Indeed, it is not immediately evident why both ||V;||, . and ||V, — V*|| would remain small. In
fact, our initial intuition might suggest the opposite: ‘recall that GD takes an aggressively large
step size. Consequently, even a single GD update has the potential to disrupt the incoherence of
V. Our key contribution is to establish that such disruption does not occur, even when the iterates
are arbitrarily far from the ground truth. In essence, we show that despite the gradient update
InRa(A.)U|| potentially having a magnitude of Q(1), its impact on V; is distributed fairly evenly
across its elements. As a result, it has minimal influence on || V;[|y , and |[V; — V||

We start by showing that a small [|V¢|[, , implies a small [[V; — V*||.
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Lemma 6 (Small ”VtH2 oo implies small | V; — V*||., informal) Suppose that ||S¢|| < 2\/07
and |V; — V*|| < 5. With an overwhelming probability, we have

dr
[Vier =Vl < Vi = V7l +000) - 01| (IV* B e + Vi ) +O00)

Recall that, due to the incoherence of V*, we have ||V*||, .. = /ur/d. Now, suppose we can
further establish that V; enjoys a similar incoherence property In such a case, the aforementioned

lemmaleadsto |[V; — V*|| < [|[V, = V*||p <O (T noy “ . >+O(T n?) forevery 1 <t < T.

Given the provided bounds on 7" and p, this automatically estabhshes that | V; — V*|| remains small
throughout the iterations. Therefore, it suffices to control the incoherence of || V;||, .

Controlling || V4||, ., Which necessitates estimating the ¢2-norm of each row, requires a more
fine-grained analysis than what is needed for the Frobenius norm. The primary challenge lies
in the intricate correlations between the orthogonal matrix V; and the random observation set {2,
which preclude the straightforward application of classical concentration inequalities. To effectively
decouple these correlations, we propose a technique called weakly-coupled leave-one-out analysis.
Before introducing our proposed methodology, it is essential to grasp the core principles of the
classical leave-one-out analysis.

Local leave-one-out analysis. When the search rank is exactly parameterized (r = r’) and the
initial point is sufficiently close to the ground truth UOUJ ~ X*, Maet al. (2018) established the

incoherence of the iterates via the following leave-one-out sequences {Ut(l) }3:0 foreach1 <[ < d:
dist (U, U") ~0, and U, = (1-nRoo (U0 - x)) UL, @)
where R is the leave-one-out projection operator defined by

1 pX'i,j le:lOI']:l,
Raow = 3 (7’90) + 7’&1)) , and  [Poo(X)]ij =4 Xi; if(i,5) €e Qi # 1l and j #1,
0 otherwise.

The sole distinction between the projection operators Ry and Rgq is in their [-th row and [-th
column: in contrast to Rg, the I-th row and I-th column of R (X)) are deterministically set
to match the corresponding values of X. This seemingly minor adjustment yields two important
consequences: first, it ensures that U; =~ Ut(l), and second, it guarantees that the behavior of Ut(l)
remains independent of the random measurements in the [-th row and [-th column. This decoupling

technique is the key to controlling the deviation of ||Uy||, .. To formalize this intuition, let us define
U* = V*3$*1/2, One can write

l
10 = e { | [, |}

< max { [U* - Uf”Rﬁ”]l H + H [Uth(l) - Uf”Rﬁ”}

)

Sy,

(00RO, |V s (o 00RO 7

leave-one-out error proximal error

IN
|Z§
AE
—

-
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)

and

= argmingep, Ut(l)O - U*HF
Ut(l)O - Ut(l)Rgl) HF Although it may not be immediately obvious, it can

Here R,gl) and H, t(l) are orthogonal matrices defined as Ry

Ht(l) =argmingcp, .
be shown that the [-th row of the matrix U* — Ut(l)Ril) is purely deterministic. Consequently, it
becomes possible to effectively control the leave-one-out error. To tackle the proximal error, recall
that the initial point UOUOT is assumed to be close to X *. Within this region, the local landscape
exhibits restricted strong convexity. This ensures that the true iterates U, and the leave-one-out
versions Ut(l) become increasingly close, leading to a small proximal error. By combining these
two arguments, we can guarantee the incoherence of the true iterates. Furthermore, the incoherence
of Uy automatically implies the incoherence of V;, given that \/o7 [[Vi|l, ., < [|Utll5 . when
UltUl,/—r ~ X*. For more details, we refer interested readers to the discussions in (Ma et al., 2018).
While the classical leave-one-out analysis provides precise local guarantees within the exactly-
parameterized regimes, we shed light on its limitations when applied globally in the over-
parameterized settings. A significant challenge arises from the discrepancy of the singular values
of U; and Ut(l): although they may remain close to the singular values of U™ in the local regime,
they can undergo substantial changes when positioned far from the true solution. Consequently, the
original measure of proximal error based on dist(Uy, Ut(l)) loses its effectiveness as a reliable metric.
Instead, recall that we only require controlling V4, which unlike Uy, has unit singular values.
This motivates us to switch to a more stable metric—the divergence between the left column spaces
of U; and Ut(l). However, an additional complication is that these left column spaces may also not
align perfectly due to over-parameterization. Fortunately, by resorting to our proposed dynamic
signal-residual decomposition, we can show that the iterates U, are well-approximated by the low-
rank signal U; = S;. Therefore, it suffices to focus on controlling the discrepancy in the column
spaces of S; and S D je., dist(V4, V;(Z)). However, the new proximal error dist(V%, Vt(l)) can still
grow exponentially. To explain the root cause of this exponential growth, we employ matrix Taylor

expansion to derive the first-order approximations for V;; and Vﬁ)lz

Viei = Vi P MV +0(n?) and V) =V 4Pl MOVY +00R),  (10)

where we define Mt(l) = Rquw (X* — Ut(l) Ut(l) T). To effectively control the proximal error, it is
crucial to establish an upper bound for HMt — Mt(l) H This distance tends to concentrate around
|o:U," - Ut(l)Ut(l)TH ~ |88 — St(l)St(l)TH when the sampling rate p is sufficiently large.
However, as previously noted, the singular values of S; and St(l) may diverge. This misalignment can

lead to HMt — Mt(l) H = Q(o7) in the worst case. Hence, the proximal error can grow exponentially.

Weakly-coupled leave-one-out analysis. To remedy the alignment challenges identified earlier,
: vOT .
we propose the following refined leave-one-out sequences {V,; } 0"

~ ~ T~ —1/2 ~ — ~ ~
V0= 20, (0 20) " e 20, = (14 0310) O wa G0 v

In this context, Mt(l) is defined as:

MY =Ry (X* - W”ztﬁw) where B¢ = V, U,U,' V; € R™", (12)

10
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O] )T nT

uPu" v by =, = V,TUUTV; in
the definition of Mt(l). Our analysis indicates that this adjustment significantly improves the control

Compared to the original M, ", we replace Egl) = V;(l

over the distance HMt — Mt(l) H = o(1) when the sampling rate p is sufficiently large. Hence, the
proximal error grows at a much slower rate.

Despite their promise, these refined leave-one-out sequences do introduce a trade-off: the
statistical independence inherent in the original leave-one-out sequences is compromised due to the
inclusion of 3J;. In other words, the /-th leave-one-out sequence {‘7;”) }tT:O is no longer independent
of the random measurements in the [-th row and [-th column. Nonetheless, we demonstrate that the
resulting correlation is relatively weak, primarily because 33; is a comparatively small r X r matrix.
To control this statistical coupling, we employ a novel adaptive covering argument, which can be of
independent interest. This approach effectively mitigates the statistical coupling while incurring a
mild increase in the required sample complexity, which remains only polynomial in 7.

To formalize our arguments, we can decompose the refined leave-one-out sequences || V; H2 oo @S:

IVillgo0 < IVF = Villg oo + [V llo 0

= max {[| (V" =V, [} + 1Vl

ma {70 [V s s {0}

refined leave-one-out error (Proposition 7)  refined proximal error (Proposition 8)

(13)

IN

Next, we characterize the dynamic of the refined leave-one-out error.

Proposition 7 (Refined leave-one-out error) Suppose that p > % and |V* — V|| < L. With
probability at least 1 — d%’ forany1 <t <T < L log (é) and1 <1 < d, we have

noy
15,2 1
N0 70 rptr? log ()
H (V - Vt+1)l,-H < (1-0.5n07) ‘(V* -V ) H +0(n) - UTW'

A simple inductive argument based on Proposition 7 reveals that the following inequality holds with

an overwhelming probability forall 1 <¢ < T

kA %3 log? (é) log(d)
d

——, assuming p 2

/pd2 =\ 4d’

Next, we characterize the dynamic of the refined proximal error.

_ 2,155,200 (L
v -7, s = <

o . Sptrlog (L) log?(d)
Proposition 8 (Refined proximal error) Suppose that p > “ £ 7 V-V <

i, and HW — ‘Z(Z)HF < %' With probability at least 1 — d%, forany1 <t <T < mlr; log (é)
and1 <[ < d, we have

>

HVtH - ‘ZSZHF < HVi - ‘NQ(Z)HF +0(n) - o1 nu3r5-5\12%(;3 log (d).

11
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The above proposition implies that

k355 log (1) log (d) P k313155 log® (1) log (d) G
N N Vpd - d =\ 4d

Combining the above inequalities with the proposed decomposition in Equation (13) leads to:

[T fur wr dur ) 2
HVtHgm < 1d + 1d + \/; < \/7, with probably at least 1 — B

This establishes the incoherence of V; forall 1 <i¢ <T.

iV <ot

3.3. Improved Results for Exact Parameterization

Finally, we show that our analysis in the over-parameterized regime, combined with the following
local convergence result for the exact parameterization regime by Ma et al. (2018), readily establishes
the proof of Theorem 3.

Theorem 9 (Local convergence of GD (Ma et al., 2018, Theorem 2)) Consider MC with search
3,3 3

rank v’ = r. Suppose that the sampling rate satisfies p 2 %ng). Consider the iterates of GD

with step-size n < 2550 . Suppose that there exists to > 0 such that Uy, and the leave-one-out

1

sequences {Ut 0) }1:0 defined in Equation (8) satisfy:

*3r3 ] d
dist (UtO,U*)§O< U’“M;d;g()>7 (14)

. . N orudr3log(d
max {dlst (UtO,Ut((f)) . dist (Ut(ol),U )} < 0( “deg()) forall1 <1<d. (15)

With probability at least 1 — (%) forall ty < t < tg+ O(d®), we have

HUtUtT 'S

<o

L= 0.2nor) 0

To prove Theorem 3, it suffices to show that the conditions of the above theorem are met at a
certain iteration 0 < ¢y < 7. This can be achleved by leveraging our result for the over-parameterized
regime. In particular, upon choosing o = ¢ - 1 & for sufficiently small ¢ > 0 in Theorem 2, one
can show that both Conditions (14) and (15) are satisfied with an overwhelming probability after
tg = O ( e ) iterations. From this iteration onward, Theorem 9 shows that the iterations of GD enter
a local linear convergence regime, which readily establishes the final result of Theorem 3.

4. Conclusion and Future Directions

In this paper, we prove the convergence of vanilla gradient descent (GD) with small initialization
for symmetric matrix completion. Existing convergence results for this problem typically require

12
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explicit regularization or precise initializations. However, our work proves that neither condition is
necessary for GD to converge. Moreover, our results also apply to the over-parameterized regime,
where the rank of the true solution is unknown and over-estimated instead.

Although our required sample complexity O(dr?) is optimal with respect to the dimension d, it
remains sub-optimal with respect to the rank r. Specifically, it exceeds the sample complexity of
regularized GD, which stands at O(dr?) (Chen and Wainwright, 2015). We expect our analysis can
be sharpened to achieve a similar sample complexity.

We anticipate that our findings will pave the way for broader results extending beyond symmetric
matrix completion. In particular, our proposed weakly-coupled leave-one-out analysis relaxes several
stringent conditions of classical leave-one-out analysis, making it highly applicable for the global
analysis of GD. We believe that this approach, along with potential variations, holds promise for
explaining the favorable performance of GD or its variants in various statistical learning problems.
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Appendix A. Related Work

Nonconvex matrix completion. To solve the matrix completion problem, several algorithms based
on convex optimization have been developed (Candes and Recht, 2012; Candes and Tao, 2010;
Gross, 2011), offering excellent theoretical guarantees. However, in high-dimensional scenarios,
convex optimization techniques require significant memory and computational resources due to the
iterative singular value decompositions. To overcome these limitations, researchers have shifted
towards nonconvex optimization techniques using first-order methods such as GD (Sun and Luo,
2016), projected GD (Zheng and Lafferty, 2016), and alternating minimization (Jain et al., 2013).
Specifically, Sun and Luo (2016) demonstrate that GD can achieve local linear convergence provided
that the initialization is close to the ground truth. Subsequent studies provide the global convergence
guarantees for the first-order methods by showing the benign landscape of these nonconvex opti-
mization formulations. Specifically, they reveal that the loss landscape has no spurious local minima
and all the saddle points are strict (Ge et al., 2016, 2017; Chen and Li, 2017; Fattahi and Sojoudi,
2020). Nonetheless, these advancements necessitate either an explicit ¢ o.-norm regularization or a
projection step to maintain the incoherence of the iterates. Moreover, these works are only applicable
in the exactly-parameterized setting Ma and Fattahi (2023b). For a more detailed exploration of
matrix completion and its variants, we refer the readers to the comprehensive survey by Chi et al.
(2019).

Leave-one-out analysis. Leave-one-out analysis is a powerful statistical technique designed to
decouple correlations among individual entries of a stochastic process. Initially employed by
El Karoui et al. (2013) to establish asymptotic sampling distributions for robust estimators in high or
moderate dimensional regression, this technique has been proven invaluable across a broad spectrum
of applications. For instance, Abbe et al. (2020) utilized it to control /., estimation errors for
eigenvectors in stochastic spectral problems, enabling precise spectral clustering in community
detection without the need for data cleaning or regularization. More relevantly, Ma et al. (2017)
applied leave-one-out analysis to demonstrate the local linear convergence of GD for the unregularized
and symmetric matrix completion. Their approach not only elucidated the convergence properties
of GD in matrix completion but also paved the way for similar analyses in other low-rank recovery
challenges, such as phase retrieval and blind deconvolution. Extending these insights, Chen et al.
(2020) and Kim and Chung (2022) broadened the scope of this analysis to include asymmetric matrix
completion and global convergence in rank-1 scenarios, respectively. Furthermore, leave-one-out
analysis has facilitated advancements in Singular Value Projection (SVP) for matrix completion, as
demonstrated by Ding and Chen (2020) and has been instrumental in analyzing gradient descent with
random initialization for phase retrieval, as shown by Chen et al. (2019).

Implicit regularization of GD in other applications. Indeed, the conventional wisdom in statistics
suggests that increasing the number of parameters beyond the true dimension without proper regular-
ization would lead to inferior solutions due to overfitting. However, a growing body of works show
that, for a large class of learning problems, GD leads to surprisingly good solutions, due to its implicit
regularization property. For instance, it is known that GD recovers the true low-dimensional solutions
in matrix factorization and sensing (Gunasekar et al., 2018; Li et al., 2018; Stoger and Soltanolkotabi,
2021), tensor decomposition (Wang et al., 2020; Ge et al., 2021), deep linear neural networks (Arora
et al., 2018; Ma and Fattahi, 2022), and beyond (Ma et al., 2022). However, the current theory behind
the success of GD in these classes of problems hinges heavily upon a norm-preserving property
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of the measurements, known as the restricted isometry property (RIP), limiting its applicability in
settings where RIP is not satisfied.

Appendix B. Preliminaries

B.1. Otuline of the Appendix

The structure of the appendix is as follows. In the remainder of this section, we introduce additional
notation. Following this, we present key intermediate lemmas (Lemmas 10 to 13) crucial for our
main proofs. Section C delves into a detailed proof of the signal and residual dynamics, starting
with a refined version of Lemma 5 (Proposition 14) that takes into account the incoherence of V;.
Additionally, the proof of Lemma 4 is provided in this section. Moving on to Section D, we present
the proofs of our main theorems. Section E presents the key novelty of our paper, focusing on
establishing the incoherence of V; via weakly-coupled leave-one-out analysis. The validation of
different initialization schemes, as presented in Lemma 1, is addressed in Section F. In Section G,
we compile several known results on matrix completion crucial to our arguments. Lastly, Section H
collects several basic lemmas, which we include for completeness.

B.2. Additional Notations

We introduce some additional notations that will be used throughout the appendix. The max-norm
of X, denoted as || X ||, ... is defined as max; ; | X; ;|. We define the operator and Frobenius norm
ball as BA*% (r) := {X € R"*% : | X| < r}and BR*®(r) == {X € RW*% ¢ || X || < r},
respectively. For any matrix X, we denote its SVD as X = Lx X x R}. We denote Sgxq as the
set of all the symmetric matrices X € R?*¢, In the appendix, I,I";, I', . . . denote fixed universal
constants, while C, C, Co, c1, ca, . . . represent universal constants whose specific values may vary
depending on the context.

Throughout the appendix, our arguments are conditioned on the following good event without
further explanation. We define the random observation matrix €2 as

1 if (i,7) € Q,
Q. = 16

v {O otherwise. (16)
Then, the good event can be defined as

o+’ d
ngd:{Hzp“’Hg p}- i

1

Here J is the all-one matrix. According to Lemma 25, we have IP’(EgOOd) >1- 5.

B.3. Important Intermediate Lemmas

Next, we collect some useful intermediate results that will be directly used throughout our proofs.
We also note that some of these intermediate results rely on concentration inequalities for matrix
completion, which are thoroughly discussed in Appendix G. Before proceeding, we define the
following notations

A =X*—UU], M, =Rq (X* - UtUtT) , and A;=S,E] + ES] + E,E] .
(18)

19



MA FATTAHI

Moreover, we introduce the following term

Ay = —*MyV,V," MV — 0.50*V,V," M2V, — 0.50° MV, V*T M2V, + (I +nM;) V;R(Y;)

(19)
where Y; = V,T (29 M; +7?M?) V, and R(X) = 302, 4?(@%) X This notion of A; will be
used when controlling the higher-order terms with respect to the step-size 7. We are now ready to
statement our helper lemmas.

Lemma 10 (Helper lemma for U;) Suppose that ||S;|| < 24/07 and || E|| < 01” ", Then, we
have

HUtUJHF < 8/ro™. (20)
Proof Applying triangle inequality, we have

o, < sis], +2 sz, + | merd],

< VPSP + 27 S| | El| + Vi | B @D
< 8y/roj.

Here in the last inequality, we use the assumptions || S| < 2./07 and |[Ey|| < /2
that d > ur. |

Lemma 11 (Helper lemma for A;) Suppose that || S;|| < 2./07, Villaoo <24/, and || E¢|| <
‘781171 . Then, conditioned on Eg,0q, we have
1ALl < 5v/0F 1B,
Ra(80)] < 100|471 B) )
I(2 - Ra) (A0)] < o1y | 2 i)
Proof First, we can bound || A;|| as follows
587« T+ 7] <5
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where we use the assumptions ||S¢|| < 2/} and || E¢|| < 4/ %ﬁ“ﬂ < ,/o?t. Next, we control
|(Z — Rq) (At)||- To this end, we first apply triangle inequality to obtain

I(Z - Ra) (A < 2T - Ra) (8.8 ) | + |~ Ra) (BT ) |
< r\/g Bl e (1Bl + 210
< r\/g =) <HEtH + 8\/"2”) -

*
<or |22 By
D

orXur
LA and

Here in (a), we apply Lemma 30. In (b), we use the facts that || E[|y o < || Bl <

r oTur
[Vill o 1S21] < 2/ 75 - 20/ = 4/ 29)

In the last inequality, we use the fact that || S| < 2\/o7 and [|[Vi]|y , < 24/%7. Lastly, applying
triangle inequality leads to

Lemma 30

1Stll2,06 = HVZVtTUtHz,oo

Ra(Ad)]l < [[Adll +[(Z = Ra) (A

oyur
< 5/ | Bil| + 97y | 2 | By
(26)
orur
< 107 IEd,
where the last inequality is due to p < %Fz . |

Lemma 12 (Helper lemma for A;) Under the same conditions as Lemma 11 with the additional

1.5 1
assumption that |V, — V*|| < T %, we have

1A < 5o7,

272 *
uer oyur
I(Z = Ra) (A0l <50y A+ 100 | 25 | B
p p
2p2
I(Z = Ra) (A0 < 2100ty [,
g @7

292 orur
| M| < (1 + ol ,upd> | A¢]| + 10T s Bl
| M| < 607,
1.5 1
1 Kkur- log (f)
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Proof We first control ||A;|| as follows

lad < ||x* = sis7 | + 1ad

< max{| X, S/} + 5/ | B o8
< o1 + 507 || |
< 507.

Next, we control ||(Z — Rq) (A¢)]|. To this end, applying triangle inequality leads to
1T = Ra) (A0 < [|(Z = Ra) (X* = $i8T)|| + | = Ra) (A1),
—(1) :=(1)

(29)

For (I), applying Lemma 31, we have

d || s *
D < r\[ |x = s (1v715 o + Vil )

@ 5r\/ﬁHX* S,S, H
(30)
< 5F\/p>(HAt‘ + [ Asl])

272 olu 2p2
pd

®)
< 50 | A + 25T | B -

Here in (a), we use the assumption that | V;[|y o, < 24/%7. In (), we use the result from Lemma 11

that || A¢|| < 54/07 || E¢||. On the other hand, we know that (II) < 9T’ % | E¢|| due to Lemma 11.
Overall, we conclude that

[ 11242 * /202 *
WAr oT T o T
T —Raq) (A <5/ —||A¢|| + 25T E|| + 9T E
H( Q)( t)” = pd H tH pd H t” P H t”

2,2
<502 Ayl + 100
pd

In the final inequality, we make the assumption d > 9ur without loss of generality. This assumption
simplifies the presentation of the proof but does not impact the final result of the paper.
Furthermore, upon noticing that HX* - StSTH < max{|| X*||, |S||*} < 40%, we have

’I"
I(Z — Ra) (Ay) |<5r\/“ HX* S8/ || + 1T - Ra) (A
< 20re% 127 4 or, [T By (32)
pd D

M2r2
pd

31
DIE

< 21To}
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Next, combining the above two inequalities, we can control || M| as follows:

[Me]| < [[A]] + [I(Z = Ra) (

< || A + 5T HAtII + 10T HEtH
(33)
<1+5r,/ >|1At||+1or oiHr | ;]|
p D

Furthermore, we can also bound || M| as

M| < [[AL +[(Z = Ra) (A

212
< 507 + 21007 | 22 (34)
pd

*
< 6o7.

Lastly,

|27y

< @~ Ra) (a0Py;

+ ‘ (X* - UtUtT> P
< T - Ra) (AN + Ve (v = V)T P + [oiE] Y,

2,2
war
< 21Tofy [ —— d + o1 [VF = Vil + 1B (IS¢l + | Ex]])

*
< 22@% +o7 [V - Vi
(a) kurtdlog (L
Ullu’ _'_1—\10_1( H g(a)
vpd

(35

< 22 ——
vVpd

/<c,u7“1'5 log (é)
Vvpd

Here in (a), we apply Lemma 6. [ |

< 21—‘10{

Lemma 13 (Helper lemma for A;) Under the same conditions as Lemma 11, we have
| A¢]| < 300n°07>. (36)
Proof We first use triangle inequality to bound || A;|| as follows
1A < 1.50° [| M| + 0.59° | M P + (1 +n || M) [|R(YR)) @GN

Next, Lemma 12 tells us that || M;|| < 607 conditioned on Fgooq. For | R(Y3)]],

> 2+ ./1—-1Y;
IRV Z vk = Vot b0 T

2

2
= T= Y[ (1+ /1= ¥)
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Note that || Y;|| < ||2nM; + n? M?|| < 20no7 and the right-hand side is an increasing function of
||Yz||. Therefore, we derive that

IR(Yy)| < fllYtll < 20000}, (39)

This implies that
| A¢|| < 3000%072. (40)
[

Appendix C. Proofs for Dynamic Signal-residual Decomposition

We first present a more precise version of the one-step dynamics of the signal and residual terms.

Proposition 14 Suppose that || S;|| < 2./07,

1.5 1
I #. Then, the following dynamics hold conditioned on Fgooq:

Eifl < lo,00 < 24/ 7 and ||V* = Vi|lp <

o*f/{,url"r’ log (é)

S. 1+0.8n0;, — S. S;) — 6 E,||,
or(Se+1) = ( noy —noy(Se) or(Si) — 617 Tnd 1E:|
(minimal signal dynamic)
|St41]] < 24/07, (maximal signal dynamic)
*rourt® log (L
Bl < [1+ 2F17701 a 5 (a) | Exll - (residual dynamic)
Vpd

Additionally, if o,(S;) > V2%, then

1 *3 7.2
HX UMU,:HHF <1 - 55107 > HX* UU, H + Ten “1p“ I1E,]|.
(error dynamic)

The key distinction between the above proposition and Lemma 5 lies in a finer control over the
one-step dynamics, accompanied by additional assumptions on || E;||, [|V4||5 oo, and ||V, — V| .
We emphasize that the one-step dynamics in Lemma 5 are derived from the prdof of this proposition.
Moreover, the proof of the error dynamics (last inequality in Proposition 14) will incorporate the
proof of the descent lemma (Lemma 4).

C.1. Proof of Signal Dynamic

We notice that
Sit1 =Py (I +nMy) (St + Et) = (I +nMt) St + Py, (I +nM;) Er. (41)

Here the second equality follows from the definition of Py, .
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Maximal signal dynamic. We first provide an upper-bound for ||.S;+1|| by

ISl < I +0My) St + || Puiy, (I +nMy) B

~- (42)
=(I) =(10)
Next, we further control (I) by
(D) < [(T +nA¢) Sell + 1 (2 = Ra) (A Sl
(a) . p2r?
< (I +nAy) Se|| +n- 21007 pid'Q\/U’lk
*l 5)[“"
< ‘ <I+77( — 5.5, ))St) + 1| Al IS¢ + 420971
vpd (43)
(b) 0.*1.5/”,
<||(1+n(x* = 5:87)) S| + 10007 12| + 4209”2
< | (r+n |+ 1000t 18] + 4207t
*1 Sur
< [|[(1+n(x* - 5:87)) 1| +43rn .
< ‘ +n 9 t| + \/]Td
=)
Here we apply Lemma 12 in (@) and (b). In the last inequality, we use the assumption that || E;|| <
F\\//gm. For (I;), we further decompose it via triangle inequality as follows

< HPW (140 (x"-5.87)) St” + HPW (1+n(x"-85])) s ‘
- H (140 (Vs vV, - 587)) StH +y HPV# (V*— V) E*V*TstH CT

=(I1,1) =(I1,2)
Here we define S; = V,"U; € R™*“. Note that || S|| = ||S||. For (Iy,1), we have
(11,1) S H (I — nS'tS’;'—) S’tH _|_ n H‘/;TV*E*V*TVt-S’tH
21l (1= nl15l”) +not 18] @s)

= |1Sill (1+ 701 =0 1S:1%)

where (a) follows from the fact that S, and S; S'tT share the same eigenvectors, and the assumption
n < 1/01. Next, we control (I 2):

rp(ofr)®log (3)

I o) <or ||[V* =V ||S;]| < 2T (46)
(li2) <ofl tll 1St < 2Ty N
Here we use Lemma 6. Therefore, we can bound (I;) by
sp(ir)Slog ()
L) <|S <1+ F—nlS 2)+2F = 47)
(1) < (ISl (1 +no1 = 0[S 17 i
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This leads to
ku(orr) 15 log (1) o5
(1) < 1Sl (14 not = nlISil?) +2Twm 2L 4 430
' Vpd Vpd 48)
kp(ofr)tSlog (1)
< I1Sill (14 not = nlISil?) + 31 al,
< |18 noy —n Sl 17 NG
Next, we control (II). To this end, we first notice that
Py (I +nM;) PV} (PVt+1 PVi) P‘J}t + nPVtHMtP‘J}t' (49)
Hence, we can bound (II) by
D <[Py, = Pull 1B + || MPg; | 1B
(a) k' log (l) (50)
< | 2|Vig1 = Vi|| + 2Tino] —————2~ | || E¢]| .
< ( [Visr = Vil + 2T1noy T 1|

Here we use Lemma 43 in (a). It remains to control ||V;41 — V¢||. To this end, upon noticing that
Vip1 — Vi = Py MV, + Ay, one has
[Visr = Vill < || Mg + 14
(a) rprd log (4
< 2F1’l70’f—ﬂ & ( )
Vpd
kurtd log (é)
Vpd

Here we apply Lemma 12 and Lemma 13 in (a). Hence, we have

kpr' S log ()
pd

+ 300772 x2 51
< 3Tynot

(II) < 50y po” 1B . (52)

Putting everything together, we obtain that

1.5
N Lkprs? log
1St < 182l (14 not = 1S + srmal—() (vt +21E)

I-i/ﬂ“l S log (l) ©3)
< 11Sill (14 not = nlISilP) + 6Tyt s =——2al,
< ISl (1 +not —n ISl noi nd
Next, we consider two cases separately. First, if ||S¢|| < 1.5y/07, then we simply have
1.5 1
KT log(f)
Seaal < IS (1+ TSP + 6Tyt S el
1Sl < IS¢l noi —n| Sl no nd
as it log () (54

< 1.5y/o% - (1 4+ no7) + 6T'1no]

<24/07.

pd
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On the other hand, if 1.5,/07 < ||S¢|| < 24/07, then we have

1.5 1
kur-° log (7)
Sl < IS (1+ S 2>+61“ R A R VA
[See1ll < (1Sl noi —n St 1m0 od

19 1og (L 55
< 2,/ (1 1.25007) + 6ot 22 %a) ﬁpodg ) )

< 2y/07.
This completes the proof for the maximal signal dynamic.
Minimal signal dynamic. We first provide a lower-bound for o, (S;+1) as follows
0 (St1) = 0 (I +nMy) Sp) — || Py, (I + M) |

~~

U] (1)

(56)

For (1), applying Lemma 44, we first obtain that (I) > o, (V;" (I +nM;) S;). Next, we decompose
V," (I +nM;) S; as follows
V," (I +nMy) S,

_ (I +qV,T (Mt + Stsj) Vi (I - nvfstsjvt) 1) V,'S, (I . nsjst) RNGYA

=By ::Ct
According to Lemma 45, we have
0'7»(<I + 7’]Mt) St) > O'T(Bt)O'T(Ct) = O'T(Bt) (1 — 7]0'3(575)) O'T(St), (58)

where in the last equality, we use the fact that S; and S;S,' S; share the same singular space and
hence
0 (Cy) = 0 (Si(I — 18, Sp)) = (1 — 1o2(Sy)) o,(S0). (59)

Now, it suffices to provide a lower-bound for o,-(B;). To this end, we first notice that

or(B) = 140, (VT (M;+ 8,8 ) Vi) o ((I AN Vt')l)

(60)
> 140, (VT (Mi+ S8 ) Vi) -
Here the second inequality is due to I — nV,' S8, V; < I. To proceed, notice that
M; + 88 = X* +(Rq —1I) (Ay) — A (61)

Therefore, we have

or(ViT (Mi +8:8]) Vi) = 0, (VT X*Vi) — (R D) ()] - [|A/]

2,.2
Ty * [HTT x
2%(‘/} X Vt) _21F01\/p>d_5\/aHEtH (62)

M2r2
pd

>0, (VtTX*Vt> 29Tt
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For the first term in the above inequality, we have
a,,(VtTX*Vt') > o, <E*V*TVt) ot V-V

> oy =207 [[V" = Vi

15] 1 (63)
S ot _ary et 108 (5)
v pd
> 0.9507;.
Therefore, we obtain
T T * * M2T2 * 64
or |V, M+ SiS, ) Vi) > 09507 — 2207} — 2 0.907. (64)
p
Combining the above arguments, we have
(I) > (14 0.9n0}) (1 — 7703(5})) or(Sy) > (1 + 0.8 — naf(St)) or(Sy). (65)

On the other hand, we have already derived an upper bound for (II) in the maximal signal dynamic,
which is s ( . )
kur-log (=
) < 5T ynof——— 2~ || Ey|| - 66
(I) < 5Tinoy T 1B (66)

Putting everything together, we have

afmur1'5 log (é)

0r(St+1) > (1+0.8n0) —no2(Sy)) o,(St) — 5T'1n o | E,| . (67)
C.2. Proof of Residual Dynamic
First, we can expand E;,; as below
Eip1 =Py, (I +0M,) (Si+ Ey) = Py, , (I +1M,) E, (68)

where in the second equality, we use the fact that P‘J/_%H (I +nM;)S; = 0. Then, by triangle
inequality, we obtain

0*/-1,117“1'5 log 1
1B < (1+nHMt7?%,t JIE < (1+2rm~ () A (69)
vpd

Here in the last inequality, we use Lemma 12.

C.3. Proof of Error Dynamic
The core proof idea is adapted from the proof of Proposition 4.3 appeared in (Li et al., 2018). We
first expand || Ay 1|5 as

2
|AclE = [ X = (1 + M) UL (14 00y)|

= A} - 49 (X~ OUT, MU, ) +(), (70)

-~

M
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where
() = 2(~A, + MU, i* MUU, My )
2 T T 2 4 T 2 (71)
+ HMtUtUt LU, MtHF—i-n HMtUtUt MtHF

contains all the higher-order terms. We then provide a lower-bound for (I). To this goal, we notice
that

(1) = AT}~ (An, (T = Ra) (M) U )

> | A~ [ Adle [OU] || 1@ - Ra) (A0

2p2 oXur 72
znAtUt\%—nAtnF'Mﬂ-(w“d||At||+1or = rEt||> 7
1:‘“”2
— AR - a0raty [ A - 1B Al

Here in the last inequality, we apply Lemma 12. Next, we provide a lower-bound for || AUy ||% To
this goal, we first notice that

|AUlp = |[(X* = SiST) Si — AdSi+ AE: |
>||(xr = s87) 8|~ I ISl — A 2] 73)

> |[(x7 - 5.87) 81|~ 10Vt 1B - A |1 B

In the last inequality we use the fact that | A¢|| < 5./07 || E¢|| and || S¢||p < /7 ||St|| < 24/ro} from

Lemma 11. Applying Lemma 35, we can further provide a lower-bound for || (X* — S;5,") Sy ||, as
\/7*
(e -s) s s s, = | (e - s ,09
Next, we present the following intermediate lemma to control H (X*— 8,8V, HF
Lemma 15 Suppose that |V* — V;|| < 0.1. Then, we have
2
(- sisT) ], = S - s )

We first use this lemma to finish the proof of the loss dynamic and defer the proof to the end of this
section. Applying this lemma to Equation (74) yields

|- sis7) s = 5 - sis]
> I~ % Il (76)
> % = oy 1B,
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Combining Equation (76) and Equation (73) leads to

ox 5
1AUelle = 4/ 14 1AE = o/ o 1Bt = 10vro] | Bl — 1A 1Bl

ot .
10 HAtHF - 20\/;01 HEt” .

(77)

This implies that

o r
A0 2 ZE A~ 13 2ot LA B 79)

Overall, we obtain

2
o /n“
(I)ZlHAt\F—B\[ 2 Al 1B~ 40F01\/ HAtHF_8OC 1E: | Atllg

oy X3 pr?
> THA i -siry [FE

=

@)

1B | Adllp -

(79)
Next, we control (II). To this end, we first notice that

~2(AnL MUU] My ) <2 Adlp 1M [O0] |

2
orur
< 16vro7 || Adllg (2 [A¢]| + 10T 1]TM IIEtII> (80)

* 2 2 O1HT 2
< 128v/ro7 [ Adllp | [|A¢lg + 25T LB )
Similarly, we have

2
<MtUtUtT,MtUtUtTMt> < |IMy|P HUtUtTHF

(81)
g T
< crot? (At + 8 ),
p
T T 2 2 T 2
HMtUtUt LU, MtHF < 4| M| HUtUt H
o (82)
< o (1 + 227 5P
b
2 0.*2 27,2
HMtUtUtTMtHFSC’graf2 <||At||%+ 1:2 ]Et||4>. (83)
These inequalities lead to
*ur
) < Curtrof? (1A + 127 B ) (84)
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Overall, we have

N

1 o*3 ur? o3 ur
2 2 1% I 2
A ]lF < <1 - W?) | A¢||f + 324Tn4 | ——— ) [ Bt || Al + 057727"71]) | B

5
2 (85)
1 0*3/”2
< | (1= oot ) 1y + Cony [T )
which implies that
1 . UTSMTQ
HAt—‘rIHF <|1- EUUT HAtHF + Cen) |- (86)

Lastly, we provide the proof of Lemma 15.
Proof of Lemma 15. First, we define P = V*V, and note that §;S;” = V;%;V,". This allows us
to write

H (x* - 5.8/) WHi = |2 + =PI - 2%, PTS"P),

r (87)

HX* - ststF = IS+ 242 - 2 <2t,PT2*P> .

Substituting the above equivalent forms into Equation (75), we need to show that
3IS2 + 5= P2 > 2 =2 +6 <zt, PTZJ*P> . (88)

To this end, we first apply the Cauchy-Schwartz inequality, which gives us 2 (%, P £*P) <
1312 + HPT Z*PH; Therefore, it suffices to show that

* 2 *(12 Tyx 2
5H2P||F—2H2 HF—3 PEPFZO. (89)
This follows from

* 2 *|2 Tsx 2 * T * T
55 P|2 - 2 |5*)2 —SHP > PHF —tr ((2 <I—PP ) > ) : (3PP - 21)) > 0.
(90
Here we use the facts that ¥* (I — PP ") X* = 0 since ||P|| < |[V*|||[Vi|| < 1, and 3PP" —
21 = Osince 0,,(P) > 1 — ||V* — V4|| > 0.9. This completes the proof. [ |

Appendix D. Proofs for Main Theorems

In this section, we use the one-step dynamics in Proposition 14 to prove our main theorems under the

1.51 1
conditions that [|Vi||y o, < 24//7 and [[V* = V|| < Fl”’”’i\/pidg(a) forall 0 < ¢ < T'. These two

conditions will be established later in Appendix E.

D.1. Proof of Theorem 2

The proof is divided into three distinct steps.
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Step 1. In the first step, we show that ||.S;|| < 2/07 and || E¢|| < 2a hold forall 0 <t < T.

We prove this by induction. First, in the base case where ¢ = 0, these two conditions are naturally
met because ||So|| < [|Up|| < a < 24/07 and || Ey|| < 2 || Eo|| < 2a. Next, for the induction step,
we assume that [|Sy|| < 2,/07 and || E¢|| < 2 hold forall 0 < s < ¢, with t < T' — 1. Utilizing
Proposition 14, we can directly derive that ||.S;11 | < 2,/07}. Regarding || E;1 ||, we have

otkurt®log (l) t+l (a) ot kurtlog (l)
||Et+1||§<1+2I‘177 @ a<|1+4I'ny L (t+1) Ja < 2a.
Vpd Vrd
oD
* 1.5 1
Here in (a), we apply Lemma 46. This is valid since 4F177L\/F;Og(“) -(t+1) <1 for any

) ) . 4,23 1004 (1
t<T-15 773': log (é) provided that the sampling rate satisfies p 2 %
the induction step.

. This completes

Step 2. This step demonstrates that the minimal signal o,-(.S;) grows linearly to @
Given that we have already established || S;|| < 2/0} and || E;|| < 2 forall0 <t < T, we

can simplify the minimal signal dynamic in Proposition 14 as

Ji‘ﬁ;urm log (é)

«
Vpd ©92)

or(Sps1) > (1+0.8n0% — no2(Sy)) o(Sy) — 12I'n

o¥kurt o log (l)
> (1+0.4n07) 0,(S;) — 12017~ alq,
> ( noy) or(St) 17 N o
This holds for any ¢ that satisfies 0. (S;) < 3‘{1&. By applying Lemma 47, we obtain
w2prd log (£
0.(S¢) > (1+0.4n0%)" (or(St) — 300"y \/]Tan . (93)
At initialization, it is observed that
2,,,.1.5 1 2,,,.1.5 1
K2ur-log (7) K2ur-log (*) co
So) —30I' ——F———*a > -3 ———F————*a > —a, 94
o, (So) 1 T a > copo 1 o a_2a (94)
4,23 2(1 *
provided that p 2> %jg(a). Consequently, within 77 < 77;* log (%) iterations, o, (S)

reaches @ It is also easy to show that o,.(S;) > @ holds true for all ¢t > T;.
Step 3. This step is dedicated to demonstrating that the error HX *—UU,
to O(«) once 0,.(Sy) > @

Based on our arguments in Step 2, where we established that o,-(S;) > @ for ¢t > T, and
leveraging Proposition 14 along with Lemma 47, we can derive that

* T 1 * h * T Uf"ﬂzl”“z
HX — Uy, HFg 1— zno; X* = Un UL+ 32000 [P B 99)

Note that | X* — Ur, U7, ||, < [ X* | + ||Un U7, ||
within an additional 75 = L log <%) iterations, the error converges to O (\ / UIETWQ), thus

~ moj
concluding the proof of Theorem 2.

HF converges linearly

< 9y/ro} according to Lemma 10. Hence,
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D.2. Proof of Theorem 3

To prove this result, we first apply Theorem 2 to output a solution Uy, and its leave-one-out versions

Ut((f ) that meet the initialization conditions in Theorem 9. Then, we apply Theorem 9 to obtain the
desired result.

Establishing Condition (14). By choosing the initialization scale o« = ¢ - 1 & for sufficiently
small ¢ > 0 and assuming the sampling rate of p > %logd‘(d)

probability at least 1 — the iterations of GD with step-size 7 <

Theorem 2 guarantees that, with
\f - satisfy

* 122 * 1 5 d
<0.9I'y il Ll i‘g , forsome ty < ( > . (96)
F V p  Kd nox ox

On the other hand, Lemma 40 in the appendix implies that

d2a

oy - x*

orur® log(d)

<r
>~ 14 de )

, 11
dist (U;,, U*) < = )UtOUtI -x|

which establishes Condition (14).

Establishing Condition (15). The proof of Condition (15) follows a similar logic, recognizing
that the leave-one-out sequences exhibit a stronger concentration than the original iterations. Conse-

quently, they fulfill Condition (15) within at most ¢y < ( ) iterations. Further details of

this argument are omitted for brevity.

This shows that the initial conditions of Theorem 9 are satisfied after ¢ iterations. From this
iteration onward, Theorem 9 shows that the iterations of GD enter a local linear convergence regime,
which readily establishes the final result of Theorem 3.

Appendix E. Proofs for Incoherence Dynamic

In this section, we present our proofs for establishing the incoherence of V;. To simplify the
presentation, we omit the “~” from our notations. Therefore, Vt(l), Zt(l), Mt(l), ... in this section
refer to V( ) t( ), Mt(l), ... defined in Section 3.2.

E.1. Proof of Lemma 6

We first state a finer variant of this lemma here.

Proposition 16 (Controlling || V; — V*HF) Suppose that the stepsize satisfies 1 < \/]%" ~. More-
91

kurt®log é
oo < 2¢/5 and | V* — Vil < 1y 2 loale)

over, suppose that | S|| < 2./07, | E¢|| <
forallt <T < mlr* log (é) Then, conditioned on Egood, we have

15 log (£ 1 1
Wi - v <my s @) g g o () | ©7)
vV pd nox o
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Proof First notice that V1 can be rewritten as

Vi = Zen1 (2)1Z001)
— (I + M) Vi(V,T (I +nM,)?V;) 2 (98)
t
= (I +9My) V; (I +Y;) /2

where we denote Y; =V, (2nM, + n? M}?) V;. Next, we apply Taylor expansion for the matrix-
valued function f(X) = (I + X)~!/2, which states that for any X satisfying || X|| < 1,

1 > (—1)F(2k)!

_ “12 _p_ 1 _ k

F(X) =T +X)"? =T - S X + R(X) where R(X) = ; e Xk (99)

Then, upon setting X = Y; in the above equation and plugging it into Equation (98) and rearranging
the subterms, we have

1
Vi1 = (T +nMy) V; <I - §V;5T (277Mt + 772Mt2) Vi + R(Kﬁ)) = (I + UP‘J%MO Vi + A,

(100)
where

Ay = -’ MViV," MyV; — 0.50* ViV, MPV; — 050> My ViV* T M2V + (I + nM;) ViR(Y)

(101)
contains all the higher-order terms. Next, according to triangle inequality, we can provide an upper
bound for ||[V* — Vi 1|y as follows

IV* = Vinllp < |V* = (T+ 0P8 00) V| + 1Al

(102)
=(1)
We first control the leading term (I). To this goal, we apply triangle inequality and obtain
* 1L T T
[ = (ropy (X - vt )i, iz = Ra) (x7 —vwl) v,
< |[ve - (T+0Pga) Vi +avi| @ - Ra) (A (103)
=(1) =(i2)
To control (I;), we further decompose it as
<[y (eamv vl o],
@ L T T
< ||V - VimuPh (v - VTV v | BTV on

(b)
< |V - Vimwps (v - SV 2ot 1B

~~

Z:(Il,l)
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Here in (a), we use the fact that Pi; V; = 0 and the definition E; = Py U;. In (b), we use

the assumption that ||S|| < 2./07. Next, according to the orthogonality of V; and V, 1, we can
upper-bound (I 1) as follows

(0 = [Pv(V* =Vl + [P (v = Vi) (T -z v Tv) |

< P (v = VIR + [P (v =W |- msrv |

(a) * 2 1L * 2
< IPu(V* = Vliz + ||y, (v - W)

=IV* — Villg..

(105)

Here (a) is due to the fact that [|[T — nX*V*TV;|| < [T — n%*|| + ot [|[V* = Vi|| < 1 — (o} —
ot [|[V* — V4||) < 1 since we assume ||[V* — V;|| < L. Therefore, we derive that

() < V* = Villp + 2ny/rot | Ee| - (106)
On the other hand, Lemma 12 tells us that, conditioned on Egq0q, we have (Iz) < 21T'07 4/ %.
Therefore, we can conclude that

D) < [[V* — Vil + 207/roF | Byl| + v/ - 2100t P27 < [V — Vil + 221 oiur’®
< _ . < — .
O <| tlg + 20v/rot | Bl +nvr - 21T07 o < tllp + 221 Jod
(107)
Next, according to Lemma 13, we can control || A¢ || as
| Ae|lp < V7 || Ael| < 300y/rn*at?. (108)
Putting everything together, we have
* 1.5
IV* = Vigllp < [V* = Villp + 22Fn0% + 300v/rn?0’
p
IV* — Vil + 230y T "
S -Vt + n ’
F od
. o ur .
provided that n =< Vpdot” This completes the proof. |

E.2. Proof of Proposition 7

We restate the proposition here for clarity.
Proposition 17 (Dynamic of H (V* — ‘Q(l)) .. H) Under the same conditions as Proposition 16, for

allt <T < 1 log (é), we have

*
noy

(),

1o (1)

R 740)
(v v, [ rae

H < (1 —-0.5n07) (110)

)
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(@)

Proof Similar to Equation (100), we can express V. as
v = <I + nPL(l)M( )) v+ al, (111)
where Mt(l) = Rqu (X* - V;(I)ZtVt(l)T) and Agl) is defined as

Agl) — —nth(l)‘/;(l)‘/;(l)TMt(l)V() 0. 5 QV(Z)V(Z)T t(l)2‘/t(l)

(112)
_ 0-5773Mt(l)‘/t(l)v(l)TMt( )2 w(l) + (I + th) W(Z)R (}/;(l))
containing all the higher-order terms. Applying triangle inequality yields

(=), | (= (remmiona) ), |4, |
. _u ! I (113)

[ et ) |+ an), |

=(I)

Here in the last equality, we use the fact that P‘L/t(l) () = PL(D_,(:” where Egl) = Mt(l) -

V;(Z)E*V*T + V;(l)ZtVt(l)T. Upon noticing that P‘L/m =1I- Pv(z), we further decompose (I) as
t
follows t
=l ! =)y
I < H (V* - (I + 17:% )) Vt( )>l H +n H (PVtm:E )‘Q( ))

=) =(I2)

To control (I;), notice that the /-th row of Mt(l) is equal to the {-th row of X* — V;(Z)Et%(lw due
to our choice of R ). Therefore, we have

I (114)

)= [(v: = (140 (x - VOBV -y O v v im0 ) o)
= |0 (o (W) v v |

= (v -vi) (1~ nE*V*TVt(l)))LH (115)
(=), [

(v

)

IN

a)
< (1-0.5007)

I,

Here in (a), we use the fact that HI - nZ*V*TVt(l) H < NI —nX*|| + noy
)

(z)H .

n(or—oy ) < 1-0.5nc} since we have HV* - Vt'(l) H < 5 according to the following

proposition.
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Lemma 18 (Frobenius norm control) Under the same conditions as Proposition 16, for any 1 <
t<T =10 log (i),for all 1 <1 < d, we have

*
nor

/{w“”’ log (é)
Vrd

The proof of the above lemma is the same as that of Proposition 16 and hence omitted here. Next, for

(I2), we first have
)
<
<[ (w),
(117)

Hr * _yv® Hr
‘g,/d +H<V v, )l' <2/5 i)

< %. For the second part, we have

w0, <x

! DT =(1 l
(1) = H(V;“Vt“ ="v,")

v <o),

=]

For the first part, we have

H (Vt(l)>l,-H < HVZTH + H (V* B W([))

I,

Here we use the assumption that

—

<

%

|
SQ
=
~—
=

=0 = (v = V) SV — (@ R (X7 - VOmVOT)|

S H (V* _ V);U)) Z*V*T ‘ + ‘ (I _ RQ(Z)) (X* _ ‘/t(l)ztvt-(l)T> H
(a) *
* * (l)H g1pr
< V-V, 21—
=7 N (119)
(b) rprt® log (l) ot ur
S A RA-RNVANED § ) gt
! vpd vpd
1.51 1
)
v pd

Here in (a), we apply Lemma 12. In (b), we apply Lemma 18. Invoking Equations (118) and (119)
in Equation (117), we obtain that

1.51 1 1.5 21 1
) <2/ oo ) g ) (120)
p p

Next, we control the higher-order term H (A,El)) H To this end, we first notice that the [-th row of

)

Agl) is equal to the [-th row of

e Ag)th(l) vOT MOy 0 g, Py MOy O 5 Agnpw M2y 0

(121)
l ! l
+ (I+ Al )) V'R (Yt( >) .
Therefore, we can upper-bound its operator norm by
2
(a), || < a0, | (o] + 050 i | (320 )
8 8 (122)

),

(0l [+ | ()]
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Next, we notice that <2 and

().,

[(a),

| ‘ - H (X* B Vt”)EtVt(m)l H

<o/l + (), | 1= (123
< 50'1‘/ Iudr

On the other hand, according to Lemma 13, we have HM @ H < 64/07 and HR( )H

200m?072. Therefore, we derive that

H A(l) H < 47002072 %. (124)

Overall, we obtain

k212 log (£
H (v -vih) H < (1= 0.5n07) || (v = V) H + 4Fma{“§(a) + 470202 [
) . Vo
kptor?log (£
< (1—0.5n07) (V* - Vt(l)) H + 8F1ngfu—g(a)’
(125)
provided that n =< This completes the proof of Proposition 17. ]

\/7 * *

E.3. Proof of Proposition 8

We restate the proposition here for clarity.

Proposition 19 (One-step dynamic of H V, — V;(l) H ) Suppose that the sampling rate satisfies p pe

O utr®log (1) log?(d) * ur oy y
) . Suppose that HV Vi < & and HVt b With probability

at least 1 — %,

Villly <

(E)’ we have

K355 log (1) log (d)

NI (126)

[Visr = Vi, < [[vi- w0 + et
Proof Note that

Vi = (I + nP%,tMt) Vi+ A, and V)= (I + nP‘jl)Mt(”) vl Al 27
|
Hence, we can expand HVtH e A HF as

[Visr =V =i WO+ 20 (Vi - VO P agvi - P MOV 4,

=(I)
(128)
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where

() = n* | Py, M, Vi — P, u)M(Z)V +HAt (Z)Hi

(129)
2 < (I + anL/tMt) Vi— (I + npé<l>Mt(l)> v A - A£Z)>
t

contains all the higher-order terms.
We first control (I). Notice that P‘L, M, = Pw =; and P+ (DM O = PL(U._.g ). Here we define

= =M, - V=V +V;5,V," and 2 = M) — V(”E*V*T +v! )ztvt'( )T respectively.
Therefore, we can decompose (I) as follows

0 <v VO PLE V- P;maﬁ”vt@>

(Vi -V, (P - Pl ) B0V )4 (Vi VO P (v v

=(I1) =(I2)

(130)

Next, we provide upper bounds for these terms separately. For (I;), applying Cauchy-Schwarz
inequality leads to

o< e, ]

<[~

1L 1
Py, = PLo
t F

=]

=y
(131)

ofvi- v =]

(®) 2 L5log (L
Lalvi-v| ot 108 (5)
F vVpd

Here in (a), we apply Lemma 43. In (b), we use the result from Equation (119). Similarly, (I2), we
have

i log (1)

)< Vi VO e < 2|[vi- VO i 2 (132)
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Next, for (I3), we further decompose it as
(IS) _ <V;5 _ V;(Z),P‘J}t (Mt . Mt(l) + W(Z)E*V*T o V;(l)zt‘/t(l)—r> Viﬂ)>
= (Vi= V" P, (Ra = Ra) (X = Vs, 0T 1)
=(I3,1)
0 pi OY") O
+(Vi- VP (- Re) (Vim (Vi- V") )V,
:=(I3,2)
+ (Vi VO PG (T - Ro) (i - V) =0T v©)
:=(I3,3)

+(Vi- v P vis vy,

(133)

:=(I3,4)

We control these terms separately. First, we present the following key proposition, the proof of which

is deferred to the end of this section.

Proposition 20 Forall 0 <t < T, we have

! DT 1,0 . [ruSr>log (£)log (d)
|(Ra = Row) (X" = V0=V "T) VO <o S iy

For (I3,1), we have

(Is1) < HVZ - V;(”H H(RQ ~Rew) (X* _ V;(l)zt‘/t(l)—r> ‘/t(l)HF
(135)

k3o lo lo

< Tyoty | g (2)log ( )HVt—Vt(l)H
vpd - d F

Here in the last inequality, we use Proposition 20. Next, we apply Lemma 29 to control (I3 2).

Specifically, upon setting A = V;, B = Py, (Vt - Vt“)), C = (w - Vt'(l)) S and D = V," in

Lemma 29, with probability at least 1 — d~3, one has

(Iy2) = <I Ra) (ACT) BDT>

<F\/>|AIIQOOIIBIIF IClg [Dllg,o
(136)

o2 [, (), )5,

e vl
< 16T — Vi =V
= 01 pd t t
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Similarly, we apply Lemma 29 to control (I33). Upon setting A = <Vt' — Vf”) 3, B =
P‘L/t (Vt — Vt(l)>, C=V,and D = V,;(l) in Lemma 29, with probability at least 1 — d—3, one has

o =g 4o (=) o)

’ (137)
2
<o 12 v, v )
p F 2,00
To control HVt — Vt(l) H2 , we apply Lemma 39:
O] ®
A B A N
(1) 2 2
< Ve V| 18wl + || Eyo | (138)

o7 o]
(Iss) < 24Foﬁ/’i23 [vi- Vt(”Hi. (139)

Lastly, for (I3 4), we notice that

Hence, we have

(I34) = — <V2 — ‘Q(l),P‘lft (VZ _ V;(l)> E*V*T%(l)>

(Vi Py (Vi V) ) 4ot FHW_WU)Hi

(@) (140)
< aif[ve-vi®, H -],
Qo8 a) 1y _yof
> 1J D .
i Vpd F
Here in (a), we use the fact that
2
In (b), we apply Proposition 16. Therefore, we obtain
1.5 3p5.5 1
L kprlog 2 . [Epire2log () log (d
(Is) SClal\/FHW VOl + o \/m(g ( )HVt_Vt(Z)HF’
(142)
which implies that
1.5 3,55 1
Kur log ko5 log (£) log (d) )
1) < Coo? HV v H T o Vi v . a43

41



MA FATTAHI

Next, we move on to controlling (II). First, by the basic inequality 2ab < a? + b2, we bound (II) as

(1) < 212 i +2HAt—AE’)H;+2<w—w(”,At—A§”>.
F

(144)

Py, M, V; pé(l>Mt(l)Vt(l)
t

Next, we provide the control over . The remaining two terms can be

t

F
controlled in a similar fashion, so we omit their analysis. We first apply triangle inequality to obtain

=

< v v+ ) |

HP‘L@MtVt - P‘l,a)Mt(l)VZU
t

F Fo145)
<2t v | (3 2,
For the second term, we further decompose it as
(31 ) i), = ) (3 - i)
e v
F (146)

@ o (Vi) mwT) vl

+ 407

!

The first term can be controlled by Proposition 20. For the second term, we have

= sup <<I—RQ> (wzt (W—VJ”)T> ,Zw>

1Z|p<1

\
¢ r\/g Vil || (Vi = Vi) 2

pr? (1)
< 8T *M—HV—V H .
=~ 01 pd t t F

Here we apply Corollary 29 in (a). Similarly, we can also control the third term as follows

H(I ~ Rg) (Vtzt (vi- VJD)T) v,

F

(147)

- (v w) 2 i, = s (2= (1w 7). )

2
<or [ v
p 2,00
2,3
x KT l
SMQ\/MHW“@”HF-

(148)
Combining the above inequalities leads to
It Py w0 <o v, 1
t F
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. 1
Similarly, we can derive that HAt - Agl) HF < Co7 ||Ve — V{t(l) HF + CU{\/H1L3T5 5%.2) log{d)
Therefore, we have
2 k300 log (l) log (d)
< 2 [ « H v H *2 o
(I1) < Csn (01 Vi VY| +oi NI (150)

Putting everything together, we obtain

kpr5-5log (1) log (d)
vpd-d

/wrl""" log (é)
Vrd

HVlsH—VtSZHF < (1—1—1“1770{ ) HVt—Vt(l)HF + T'snot

kp3r55log (1) log (d)
Vpd - d

< [vi- v +2rent
(151)

E.4. Proof of Proposition 20

To prove this proposition, we propose a novel argument based on adaptive e-nets. Upon fixing an

e-net NV with respect to Frobenius norm for the operator norm ball By;" (407) with € = 52, we first

T
. . 1 . . .
construct a series of adaptive e-nets {Ve( t)} in the following recursive manner.
=0

! ! l [ r l I DT L@ 2
Ve(,t)ﬂ = {Yeft)ﬂ : ) Yéft)JrlHQOO <2 PR and Yéft)ﬂ = Ze(,t)Jrl (Ze(,t)HZe(,t)ﬂ) where

200 = (T+ g (X = VY2 V) VD 9D eVl ma e N
(152)

2. We call a set V; an e-net with respect to a norm ||-|| for a given set S if for any element s € S, there exists an element
s" € M such that ||s — || <e.
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(1)

7

Moreover, we set V., = {V*}. Then, we denote the best approximation of V() in V(t) as

Vé? = arg min

vard) V(l) VH Hence, we have the following decomposition

|(Ra = Raw) (X = O OT) O

< H Ra — Raqw) (X* B Ve(llf)zftv(t) ) V;(?HF

+ Rﬂ—RmU<X* 1A EVWU(Wm—vﬁwm
(1)
.
+ ||(Ra — Rqu) (VQ Z)Et - Ve%)) ) vy (153)
F

(1)

+1|(Ra — Rqw) (V}, — Xet) VE(?T) VE(?H
’ TFE

(V)

+|[(Ra = Rgo) (v = Vi) v 0T VY| -

V)
To proceed, we require the following key lemmas.

Lemma 21 Forany1 < i < j < d, let p; j be a Bernoulli random variable taking the value p; ; = 1
ifand only if (i,5) € Q1. Letr; j = i(pi»j + pji). The following statements hold:

* Independent case: Suppose the sampling rate p 2> - log ( %’") Suppose that X € Sgxq and

V€ Ouxr with |V]|y o, < B are independent ofrl 1,---,71,d- Then, with probability at
least 1 — 6, we have

[(Ra — Row) (X) V|5 < X2 (154)

max *

32urlog(4r/d)
p

* General case: Suppose the sampling rate p 2 %. For arbitrary X € R and V. € RI*7,

with probability at least 1 — dg, we have

I(Re = Row) (X) V7 <X HXH IVl - (155)

max

Lemma 22 Suppose the sampling rate satisfies p >

71720 log ( ) 1 <1 < d, with probability at least 1 —

Blog (). Forany 0 <t < T =

d3 , we have

H(RQ CRew) (X* B Vef?Ee,tVef?T) Vef?H2 _ Fnui% 55 log (1) log (T’Ul) 56

F 1/pd
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Lemma 23 Under the same conditions as Lemma 22, we have

1.5 log

T ) [V v +emBEe asn

Ve Vpd

The proof of these lemmas is deferred to the end of this section. Now we use Lemma 23 to control
the dynamic of HVt(l) — VE(? HF Note that HVO(Z) — Ve%) HF = 0. Hence, applying Lemma 47, we

1.51 1 t nolur
HW@—VﬁwF§C<<LHWﬁMM(%QJ>—J> Vpd
1

l l *
[V, - v < (

have

d L prtSlog(L
VD Aﬁgiﬁﬁjgl (158)
< Cn%e-t.

Now we are ready to control (I) to (V) separately. First, Lemma 22 directly implies that

\/fw3r5~5 log (1) log (@)

4 pd3

) <T (159)

On the other hand, applying Lemma 21 to (II) leads to

(1) < \/QE HX* _ Vt'(l)EtV;(l)T‘ Vt(l) _ VE(?HF < F\/%H‘/t-(l) _ Ve(?HF (160)

Similarly, we have

max

2d ||, O O\ 0) A2 o) 0
<= — < Ll -
< s (v V)| v sy SR v v
2d || ) T 0) p>r3
) < 22w 2—2€V" V)(<r , 161
( )* P t ( 13 7t) et max €t P pd — € ( )
2 2
URRTE (WARAD R A N VA% BES A (A
p max F F
Overall, we derive that
H RQ _ RQ(Z)) (X V(l)ztv() ) ‘/t(l)
\/K,,U,?’T5‘5 log (é) log ml ,u,r2
= a3 HV et
V/p
- (162)
\//-m3r5~5 log (é) log <71> ,m“2 0_ i
<TI +T A et
\/ pd? \ﬁ

< P \/fw r55 log (é) log (d)
< 1 .
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The last inequality follows from the fact that ¢ = §. This completes the proof of Proposition 20. B
Next, we proceed to present the proofs of Lemma 21, Lemma 22, and Lemma 23.
Proof of Lemma 21. We first expand || (Ro — Raw) (X) V||7 as follows

r d
(R — Rgw) (X) V5= (Z (rig — 1) Xl,kvk,j> +  (rig =) X7 V)2 (163)

k=1 1#£l
Next, we prove these two cases separately.

Independent case. First, we control 3 %_ (r;, — 1) X; 4 V4 forall 1 < j < r via Bernstein’s
inequality (Lemma 32). To this goal, for a fixed 1 < j < r, upon defining Z, = (r;, — 1) X; 1V ;
with E[Z;] = 0, we have

v

max H27oo ’

1
M = max|Z] < — | X]|
k p

d 1 d 1 d (164)
2
= ZV&I’ [Zl%] < 1; ZXIQ,kaQ,] < Z) HX”maXZVkQ,j = ||X||max
k=1 k=1

Here in the last equality we use the fact that Zz 1 V,f . = 1since V € Oyy,. Therefore, due to
Bernstein’s inequality, with probability at least 1 — 5=, one has

< 2vy [log (45 ) + ;lMl og <45T>

41X 1%
- 211X || o log (47«) N 1 X [ imas 1V |2, log <4r> (165)
VD 4] 3p )

411Xl

< max log (47”)
— \/]») 5 )

where we use the assumption p 2 L log (%’”). Hence, via a union bound, we know that with
probability at least 1 — 5, we have

>

k=1

r

d 2
167 || X 4
2 (Z (Tl,k—l)Xl,ka:,j> < 16 X <(;> (166)
k=1

i=1 b

Next, we can control » ;) (ri; — 1)2 X2 HV5H2 as

QL

> (rig = D)2XZ VL Zm—l X2 IV 113 o - (167)
i#l i=1
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Then, we apply Bernstein’s inequality to control 22:1 (1 — 1)2. To this end, notice that

E |(rig ~ 1)?) 12pp = 21p’
' 2 (1 1
M := max (re—1)° < (p - 1> < o (168)
d d
V2= ZVar {(rlk — 1)2} <.
k=1 p

Therefore, with probability at least 1 — g, we have

d
d 41 2 d
Zm—l < 5ptgoplos +z,/ 10g g]; (169)

=1

since we set p 2 & log (%”) This implies that with probability at least 1 — 5, we have

> (ri— 12X Vi
i#l

= HXII V][5 o - (170)

max

Finally, taking a union bound, we conclude that with probability at least 1 — §, we have

16r || X || log(4r/5)
I(Ra = Raw) (X) V[ < - HXHmax V500
32urlog(4r/d) (170
pr log(4r
< [ X -
General case. First, we apply Cauchy-Schwarz inequality to obtain
r d 2 r d
> (S ow-vwans) <3 (S o) (mvm)
k=1 k=1
d
<(Lew-r) Sz am
k=1
d
= (Z (rl,k - 1)2) ||XHmax HVH% .
k=1
Next, we can control » ;) (ri; — 1) X2 |Vi.||? as follows
d
2
i = D)2 XE VP <D (rig = D IX e IV 117
il =1 (173)

d

2

= (Z ik — 1) > 1 e V1
k=1
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Here we use the fact that r; j = r;;, Vi, j € [d]. Next, we apply Bernstein’s inequality to control
Zizl (rig — 1)2. To this end, notice that

1-— 1
E[(rlk—l)} St L
' 2p 2p
1 1
— —_ 2 —_— — —
M :=max (r; — 1) < (p 1) SpQ’ (174)

ZVar[rlk—lﬂ %

Therefore, with probability at least 1 — §, we have

d
d L4 /
Z rp— 1) t35 log +2 log (175)

=1

Specifically, upon setting § = dg, we obtain that with probability at least 1 — d3, one has
d d
> (g -1 <=, (176)
k=1 p
since we set p 2 %. Overall, we have
d
2 2 2
Hmﬂ—Rm0@3Vhﬁ2<23Uh—U)WXMMWWF<NXMMWWR (177)
k=1
with probability at least 1 — —5. This completes the proof. |

Proof of Lemma 22. First, for fixed X.; € N, and Ve(? € VG(Q, Lemma 21 implies that with
probability at least 1 — &, we have

€

32,wr log 32urlog(4r/s) ‘

(Ra - Ry (% - V2V ET) VY < - vm v

max
(178)
Note that
|x = VO VST 1K e + [V VT
max max
!
I IV 1Bl (179)
< 90_* :L”n
Therefore, with probability at least 1 — §, we have
I DT |12 _ 288u3r3log(4r/d
|(Ra = Rao) (X = VB VI V|| < = dzg( /) (180)
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Lastly, we apply the union bound to finalize the desired result. To this end, note that B " (407) C

* 7‘2
By*"(44/ro7). Hence, according to Lemma 42, we know that [N | < (12\/501> which implies

* 7"2t
that ‘Ve(lt) ‘ < (@) . Therefore, the total cardinality of Uzd:1 U;‘F 0 V(t) is upper-bounded by

L (12y/frot 1270\ T
Z( ) <2d <6) . (181)

t=0

6 *
Hence, once we set § = ﬁ < \/jal

ogth,lglédand‘éf?GVe(ft)’

—r<T
> , we obtain that with probability at least 1 — d—3, for any

- (- v AT <1 (10g<d>+rzT(”f)>
(182)

Here we use the fact that 7" < % log(1/a) and p = © (%1 /pid). This completes the proof. MW

Proof of Lemma 23. The derivation of H i1 Ve(?Jrl HF is nearly the same as that of H Vig1 — Vﬁ)l HF
First, note that

Vit = <I + TIP‘L,<1>M(,?> vy + Al (183)

2
where M E(’lt) and Aglz are defined similar to Mt(l) and Agl). Hence, we can expand H V;gl_)l — Ve(?Jrl HF
as

! K ! K D~
H‘/tsr)l Veft)HHF:HVt()—Ve(,t)HFJf277<V() Ve(t)’PLth()‘Q()—P‘i<zt>M()V()>+(H)-

=(1)
(184)
where

2
0 = [ MOV~ MOV Al - Al

;

2 < <I + nP‘Lft(l)Mt(“> v - <I + 1Py 2 {’2) v, Al - A§f§>

(185)
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contains all the higher-order terms. Next, we further decompose (I) as follows

l l —(l l —(l l
1= <Vf ARSI T =£,2V$2>
l l —(l l l —(l l l
= (VO -V (Pl Py ) SOV ) + (MO - v Pzl (VO - V)
t €,t
=) —(I2)
l l —(l —(l l
(VO -V Py (20 =) V).
—(i3)
(186)
Here we define Z{’ = M" — V"= v*T + vIsvOT and ) = M) - v{=v T 4

Veft)EQtVef? . We control (I;) as follows

< [V -v =

1
v PVt(”

1
_ PV(”
€,t F

Here we apply Lemma 43 in the second inequality. For H
Equation (119), we have

0 ‘ <2 HVt(z)

=0
et

)

D2 ||=(
-l e

’. (187)

‘, following the same analysis as in

)

=(! *
:2,2 ‘ < 01 €t \/Iﬂ
7t (v = w0+ v - vl]) + 0075 (188
”H 4+ oor 71
v/ pd

Here in the last inequality, we use the fact that HV(l)

inequality into Equation (187), we obtain

(Il) S 20’{

l 12 [ «
t() - ‘/ESt)HF (Ul

50

Vv* V(“H + oo ZLET

ur
Vod®

6(55)” < e < 10T Plugging this

oy pr

pd (189)
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Similar to our derivation for (I;), it follows that (Iz) < o}

(et

10F%) . Lastly, to bound (I3), we further decompose it as

(Is) = <V;(” —vO Ly (MO - MO+ v v T vV V€$?>
t

€,

= (V- VPl @ - Row) (VIR (V- V) ) v
=(Is,1)
# (VO = VPl (= Reo) (V- v) 50vT) V)
=(Is,2)

(VO =V Pl (= Reo) (VO (B - 20 V) V)

(190)

!:(};,,3)

+ <Vt<” - VJB,PV(”VJ?S*V*TVES?> :

:=(I3,4)

Next, we control these terms separately. First, we apply Lemma 29 to control (I3 1). Specifically, upon
seting A = V.. B = Pl (V0 -vi) e = (V- v¥) =D = VY in Lemma 29,
with probability at least 1 — d 3, we have

(Is1) = I Ra) (ACT) BDT>

<F\[|AHQOOIIBIIF IClg 1D],00

! ! ! ! (19
IO ek (O -V (v - )5
7 F F
2,2 2
T l l
< 160ah [T HV%” -V,
Here in the last inequality, we use the fact that |3 ;|| < 407 H £Z. In a manner
akin to our derivation for (I3 1), we can also show that
2,2 2
pner l l
(152) < 16T £ VO = v
(192)

vy v

2.2
uer
I <4F*1/—’
(Is;3) < 4l'o7 pd6
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Lastly, for (I3 4), we observe that

(Is.0) = _< €<t)77>L €(t>E*V*TV€(?>

2

< - <‘/€(t)7,PL(l)‘/eEi)2*> + 07 - Ve(?HF HVt(l) _ V;(?HF

(a)
<01

v, -] =

<o (v, -2l - v

F
®) rur'®log (1) I I I D2
Lo (r e v ) - v

2
Here in (a), we use the fact that <V§Q,7DL(Z>V;Q > = Hpéta)x/ef?z*l/? > 0. In (b), we

F

apply Proposition 16.
Putting everything together, we obtain that

[, s v )

which in turn leads to

22

rprtSlog (£ NE ! I o [ HET
Hw® -2 [0 = v ey 2

Vpd

Therefore, our final bound is established as

(I) < To? . (195)

1.5 *
l l Kur 10g l olur
Vi - v, < (1 o= ) |V = V|| +con mgs  (19)
This completes the proof. |

Appendix F. Proofs for Different Initialization Schemes

Gaussian initialization. Suppose the search rank 0.5d < ' < d. Let Z = G/ ||G|| where
G € R is a standard Gaussian matrix. Before proceeding, we first introduce the following
lemma, which characterizes the concentration of the largest and smallest singular values of a standard
Gaussian matrix.

Lemma 24 (Adapted from Theorem 6.1 in (Wainwright, 2019)) Suppose that G € RN *% 5 q
standard Gaussian matrix where dy > ds. Then, for any 6 > 0, we have

P(IG = (2+8)v/d) geXp{_flf},
P (oin(G) = (1 )/ — /s ) <exp{ d126 }

197)
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Notice that 0, (Py+G) = opmin(V*T G) where VTG € R"%"" is another standard Gaussian matrix.
Hence, upon setting § = % and noting that 7’ > ¢, Lemma 24 implies that with probability at least
1 — exp{d/16}, we have

0,(Pv-G) > V7 — iz Vi (198)

On the other hand, upon setting § = %, Lemma 24 implies that with probability at least 1 —exp{d/8},
we have

5
G < oV (199)
Via a union bound, we know that with probability at least 1 — 2 exp{d/16}, we have

. O'T(PV*G) \/&/4 o 1
or(Py-Z) = S Vi 10 (200)

Hence, with probability at least 1 — 2 exp{d/16}, Condition 1 is satisfied with ¢o = 0.1.

Orthogonal initialization. Suppose the search rank satisfies ' = d. Upon choosing Z = O for
some O € Oy 4, Wwe have

0, (Py+0) = 0, (V*V*T) = 1. (201)
Hence, Condition 1 is satisfied with ¢y = 1.

Spectral initialization. Let VIV T be the eigendecomposition of the best rank-r/ approximation
of Rq(X™) measured in Frobenius norm. Suppose r < 7’/ < dand Z = U/ ||U||, where U =
VX2 Corollary 30 tells us that, with probability at least 1 — -, we have

d73a
(1272
[Ra(X™) — X*[| < I'ot —d (202)
D
Conditioned on this event, we have
U = |Ra(XH)| < | X*|| + [Ra(X*) — X*|| < 207. (203)

On the other hand, by Weyl’s inequality, we have

a2(Py+U) = o, (VIUU V)
> 0 (VT Ra(X*)V*) = 0r41(Ra(X7))

> o, (VT XV — [R(X*) — X*|| — 041 (Ra(X)) (204)
> 07 = 2|Ra(X™) — X7
> 0.507.

1

=3 Condition 1

Combining the above two inequalities, we conclude that, with probability at least 1 —

is satisfied with ¢y = i
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Appendix G. Concentration Inequalities for Matrix Completion

Recall that the sampling matrix € R%*? is defined as

1 if (2,9 Q
QL] — 1 (17 .]) E ) (205)
0 otherwise.

The following lemma characterizes the concentration behavior of (2.
Lemma 25 (Adapted from (Vu, 2018, Lemma 8)) Suppose the sampling rate satisfies p =, %.
There is a universal constant I' > 0 such that, with probability at least 1 — d%’ we have

—JH <T g (206)

2p

HQ+QT
P

Here J is the all-one matrix.

The original result appeared in (Vu, 2018, Lemma 8) only holds for symmetric Bernoulli model, i.e.,
Q = Q7. However, we can easily extend it to the asymmetric case via the dilation trick (Tropp et al.,
2015). Hence, we omit the details here. Next, we have the following extension to the leave-one-out
sequences.

Corollary 26 Suppose the sampling rate satisfies p 2 %. Then, with probability at least 1 — dig,
forall1 <1 <d, we have

Qb 4+ T d
2R Jgl<rny /% (207)

2p P
Proof of Corollary 26. Note that for any 1 <[ < d, the matrix %}?aﬁ — J can be derived from
Q%}T — J by zeroing out the /-th row and column. Hence, the proof follows by invoking Lemma 34
in Lemma 25. u

Lemma 27 ((Chen et al., 2020, Lemma A.1) and (Chen and Li, 2019, Lemma 8)) Forall A, B,
C, and D € R" we have

(z-re) (acT) D7) < [T12 |- ALy 1Bl - 1€l 1Dl 09

Moreover, for all 1 <1 < d, we have

0 1
ev+av J

% N Allg,00 1Bllg - ICle [ D

‘2,00 '

(209)

‘<(z— Row) (ACT> ,BDT>‘ <

As a special case, we have
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Lemma 28 For any matrix X € R with the form X = UV ", we have

Q+07

1(Z — Raw) (X)|| < (T - Ra) (X)] < H 2p

- JH (Ul Ve WVL<I<d.
(210)

Note that the above two results are deterministic. Combining them with Lemma 25 leads to the
following high-probability results.

Corollary 29 ((Chen et al., 2020, Lemma 4.3 and Lemma A.1)) Suppose that the sampling rate
satisfies p 2 %. There exists a universal constant C' > 0 such that, for any A, B,C, D € R**",
with probability at least 1 — d%, we have

d
((z-Rq)(ACT).BDT)| < r\ﬁ | Allyoc 1Bl - 1€ 1Dl o - @1
Moreover, with the same probability, for any 1 <1 < d, we have
T T d 212
(T~ Rqw) (ACT) . BDT)| < T\ [7 - | Al | Bl - IOl Dl - @12)

Corollary 30 ((Chen and Li, 2019, Lemma 9)) Consider an arbitrary matrix X € R**% decom-
posed as X = UV . There exists a universal constant C' such that, with probability at least 1 — di?”
we have

|(z-RY) 0 < 1z - Ra) (X < r\/i 1l e 1V - @13)

Lastly, we provide a finer result for a matrix of the form X — Y.

Lemma 31 For two arbitrary symmetric matrices X,Y € R vith probability at least 1 — d%,,
we have

|(z-RY) X -v)| <@ -Ra) (X - V)| < r\/gnx Y (U] + 101500 -
(214)

Proof We denote Z = X — Y withanSVD Z = LzX ZL} (recall that Z is symmetric). Hence,

with probability at least 1 — d%, we have

(a) d
I(Z—=Ra)(Z)] < F\ﬂHLZEZHQ,OO 1Lzll2,0

(b) d
< r\ﬁ 1=z |1 L2Il3 o
(215)

d .
=Ty/=1Z| Lzl
\/;n 122
(c) d
< r\/; 121 (113 00+ 1¥ 115, -
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Here in (a), we apply Lemma 30 upon setting U = Lz¥z and V = Lz. In (b), we apply
Lemma 33. Lastly, in (¢), we apply Lemma 39. This completes the proof. |

Appendix H. Auxiliary Lemmas
H.1. Concentration Inequalities

Lemma 32 (Bernstein’s inequality) Let X1, --- , X, be independent zero-mean random variables.
Suppose that | X;| < M almost surely, for all i and set v*> =Y "_, Var [Xf] Then, for all positive

n 2
t
3

i=1
Or equivalently, with probability at least 1 — 6, one has

n
>_Xi
i=1

H.2. Matrix Norm Inequalities
Lemma 33 ((Cape et al., 2019, Proposition 6.5)) For A € R"*% gnd B € R%2*% e have
IABly o < [[Ally 1Bl and  [|AB|[, < [|All [ B2, - (218)

< 2v4/log (2/9) + %Mlog (2/0). (217)

H2,oo

Lemma 34 (Adapted from (Sun and Luo, 2016, Proposition A.3)) For any matrix A € R4 >4z,
denote A_;. (A._;) as the matrix obtained by replacing the i-th row (column) of A by zeros,
respectively. Then, we have

JA_i | <Al and [[A.-jl < |A].Vi€ [di].j € [ds). (219)

Lemma 35 ((Sun and Luo, 2016, Proposition A.4)) For any two matrices A € R4*% B ¢
R%2%ds \pe haye
|AB[ < [|[A[|[|B|| and |ABlg < [|A||Bllp- (220)

Furthermore, if di > da, then
omin(A) [|[Blp < [[ABllp  and omin(A) [|B|| < [[AB]|. (221)

Lemma 36 For arbitrary matrices U € Réxd2 33 ¢ RA2Xds gpnd V e RU4X43 e have

USVT|| <8 [T 1V - 22)

Proof By Cauchy-Schwartz inequality, we have

pnrdl = max

max ,J

> [USixVik

k
< max [|(UZ);. |||V, | (223)

= HUEHQ,OO HVHQ,OO
< IZENIU 00 1V llz,00 -
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Here we apply Lemma 33 to derive the last inequality. This completes the proof. |

Lemma 37 For any matrix A € R4%% e have

Al = 44| (224)
’ max
Proof We write aq, - - - , ag4, as the row vectors of A. Then, we have
1Al o = max flaif®. (225)
On the other hand, we can write [|AAT||  as
AAT| - La)]. 226
H max 151]2?%{@ ‘<a“ CL]>‘ ( )
First, we have HAATH < || A2 since
> max — 2,00
-
= < = = )
|aaT| = max leia)l < max fai ol = max e = A @27
Second, we have |AAT Hmax > HA||§OO upon noting that
AAT| - > = — |42, .
|aaT] = mx |(aia)) > maxfaa)| = mas el = |4 @28)
Therefore, we derive that HAA—r Hmax = ||A||§ ~o» Which completes the proof. [
Lemma 38 For two PSD matrices A, B € R4 ywith A < B, we have
Proof The proof follows by the fact that for any PSD matrix A, we have ||A|, .. = max;{4;;}.
According to this fact, we immediately have
Al = mc{ A} < max{ B} = B (230)

since A = B. Now we turn to prove this fact. Note that we can write any PSD matrix A as
A= PP". Then, according to Lemma 37, we have

1Al

max

= 1|15 00 = max [[pi]|* = max{A;}. 231)

Here we write {p;} as the row vectors of P. This completes the proof. [

Lemma39 FforZ =X —Y, we have

1Lz 300 < 1 LxI5 00 + 1Ly |3 o - (232)
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Proof We bound | Lz Hgoo as follows

1L2150 @ 2227

max

’LXL} +LYL;‘

max (233)
+HLYL;‘

S‘LXL}‘

max max

2 2
= ||LX||2,<>0 + ||LY||2,<>0 :

—
3]
~

Here (a) and (c) follow from Lemma 37. In (b), we apply Lemma 38 since LzL}, < LxL} +
Ly Ly,. This is due to the fact that col(Z) C col(X) @ col(Y') which leads to Lz L), = Pz <
Px + Py . This completes the proof. |

Lemma 40 ((Tu et al., 2016, Lemma 5.4)) Forany X,Y € R¥™" with 0,(X) > 0, we have

1 2
dist?(X,Y) < HXXT - YYTH . 234
( )—2(\/5—1)J2X) F (239
Lemma 41 Consider a matrix U € R"*% and a diagonal matrix 3 € R%2*%_ We have
||U2||2,oo > 0,(%) ||U||2,oo- (235)
Proof We first write ¥ = Diag{o1,- - , 04, }. Next, note that
(U=),.|? ZUUO— > o2 ZUM—J (236)
Hence, taking the maximum over index [ on both sides, we immediately obtain
U]y 00 2 0r(3) [Ulg o - (237)
|

H.3. Other Useful Inequalities

Lemma 42 (Adapted from (Vershynin, 2018, Corollary 4.2.13)) The covering number N, of Bf" (R)
satisfies the following inequality for any 0 < e < 1:

N, < <3R> . (238)

€

Lemma 43 For two orthogonal matrices Vi, Vo € Oy, we have

vvii-wv | <2vi-vall and Vi - <2 vi- vl @39)
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Proof Note that ViV," — VaV,” = Vi (Vi — Vo) + (Vi — V5) V,". Hence, we have
Vi = vy | < Ivi = vl (Vi + [Vall) < 2V = Vel (240)
Similarly, for the Frobenius norm, we also have
v = ww|| <V Vallp (Vi + W) < 2[Vi = Valle. @4D)

This completes the proof. n

Lemma 44 For arbitrary matrix X € RU>*% with rank(X) = r and O € Oy, «,, we have
o (X) > on (OTX) . (242)
Moreover, if O = Ux, we have 0;(X) = o; (OTX) foralll <i<r.

Proof We first prove the special case. Suppose O = Ux, then wehave O' X = T x V; . Note that
this is the SVD of O " X with the singular value matrix ¥ x. Hence, O " X has the same singluar
values as X. For the general case, it follows by

o, (OTX) —  inf
YeMa

OTX—YH
F

IN

T N7 T
HO X-0 UXEX"1VXHF (243)

corems .
< o, (X).

Here we define M<,_; as the set of all matrices of rank at most » — 1. We also denote

Y x,_1 = Diag{o7(X), -+ ,0,-1(X),0}. Finally, ux, 1,vx 1 refer to the last columns of
Ux, Vx, respectively.

|

Lemma 45 Consider two matrices A € R™*", B € R"*% where A is invertible and B # 0. We

have
o.(AB) > 0,(A)o,(B). (244)
Proof It directly follows by
o-(AB) = min |ABz||
|z||=1,z€range(BT)
> o0,(A) min || Bx|| (245)
lz||=1,z€range(BT)

=o0,(A)o,(B).
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Lemma 46 Forany x € |0, ﬁ) and r > 1, we have

(14+2z)" <1+ 2rx. (246)
Lemma 47 For the series {x};2, the following two statements hold:

* Suppose that x411 < Axy + B,Vt > 0 where A > 0, A # 1 and xy + % > 0. Then, we
have

B B
< A — . 24
Ty < <$°+A—1> 11 (247)

* Suppose that r1y1 > Axy — B,Vt > 0 where A > 0 and z¢ — % > 0. Then, we have

B B
J:tZAt<xo—A_1>+A_1. (248)

Proof We first prove the first statement. Note that we can rewrite x441 < Az, + B as yp1 < Ay
where y; = xy + %. Note that g > 0, A > 0 by our assumption. Hence, we derive 1; < Alyg =

At (azo + %), which implies that z; = y; — 42 < A! (xg + %) - £

For the second statement, we first rewrite the condition as ;11 > Ay; where 1y = zp — %.

Then, we have y; > Alyg, which implies that z; = y; + % > Alyy + % = A' (:ro — %) +
_B_ H
A-1-
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