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Abstract

Large language models (LLMs) have become the go-to choice for code
generation tasks, with an exponential increase in the training, development,
and usage of LLMs specifically for code generation. To evaluate the ability
of LLMs on code, both academic and industry practitioners rely on popular
handcrafted benchmarks. However, prior benchmarks contain only a
very limited set of problems, both in quantity and variety. Further, due to
popularity and age, many benchmarks are prone to data leakage where
example solutions can be readily found on the web and thus potentially
in training data. Such limitations inevitably lead us to inquire: Is the
leaderboard performance on existing benchmarks reliable and comprehensive enough
to measure the program synthesis ability of LLMs? To address this, we introduce
¥ EVOEVAL- a program synthesis benchmark suite created by evolving
existing benchmarks into different targeted domains for a comprehensive
evaluation of LLM coding abilities. Our study on 57 LLMs shows that
compared to the high performance obtained on standard benchmarks like
HUMANEVAL, there is a significant drop in performance (on average 38.1%)
when using EVOEVAL. Additionally, the decrease in performance can range
from 19.6% to 47.7%, leading to drastic ranking changes amongst LLMs
and showing potential overfitting of existing benchmarks. Furthermore, we
showcase various insights including the brittleness of instruction-following
models when encountering rewording or subtle changes as well as the
importance of learning problem composition and decomposition. EVOEVAL
not only provides comprehensive benchmarks, but can be used to further
evolve arbitrary problems to keep up with advances and the ever-changing
landscape of LLMs for code. We have open-sourced our benchmarks, tools,
and all LLM-generated code athttps://github.com/evo-eval/evoevall

1 Introduction

Program synthesis (Gulwani et al.,[2017) is regarded as the holy-grail in the field of computer
science. Recently, large language models (LLMs) have become the default choice for pro-
gram synthesis due to its code reasoning capabilities acquired through training on code
repositories. Popular LLMs like GPT-4 (OpenAl, [2023), Claude-3.5 (Anthropic} [2024b), and
Gemini (Team et al.! 2023) have shown tremendous success in aiding developers on a wide
range of coding tas MHCFIz:n et al.|[2021}Xia & Zhang}[2023; Deng et al.,|2023bi5. Furthermore,
researchers and practitioners have designed code LLMs (e.g., DeepSeek Coder (Guo et al.|

2024), CodeLlama (Roziere et al.,[2023), and StarCoder (Li et al.,[2023)) using a variety of train-
ing methods designed specifically for the code domain to improve LLM code understanding.

Coding benchmarks like HUMANEVAL (Chen et al.,, 2021) and MBPP (Austin et al.}
2021) have been handcrafted to evaluate the program synthesis task of turning natura
anguage descriptions (e.g., docstrings) into code snippets. These code benchmarks measure
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Figure 1: Exemplar problems generated in EVOEVAL starting from a HUMANEVAL problem.

functional correctness by evaluating LLM-generated solutions against a set of limited
predefined tests. Recent work (Liu et al.,[2023) has further included augmented tests to
rigorously evaluate the functional correctness of LLM generated code. However, apart from
test inadequacy, existing popular code synthesis benchmarks have the following limitations:

¢ Limited amount and variety of problems. Code benchmarks are mainly constructed by
human annotators manually. Due to the high manual effort required, they only contain a
limited amount of problems (e.g., only 164 problems in HUMANEVAL). Such a low amount
of problems is not sufficient to fully measure the complete spectrum of program synthesis
capability of LLMs. Additionally, prior benchmarks include mostly self-contained prob-
lems that lack variety in both types and domains, where the final evaluation output only
shows the percentage of problems solved. While they provide a baseline overview of the
coding abilities, LLM builders and users cannot gain deeper insights to exactly which
problem types or coding scenarios the particular LLM may excel in or struggle with.

* Prone to dataleakage and training dataset composition. Popular benchmarks like HU-
MANEVAL and MBPP were released almost 4 years ago, with example solutions available
in third-party open-source repositories. In fact, recent work (Riddell et al., [2024) has
shown that there is substantial overlap between benchmark solutions and open-source
training corpuses. Furthermore, the problems within these benchmarks are often simple
derivatives of common coding problems. While recent LLMs have been climbing the
leaderboard by achieving higher pass@1 scores (often with minimal difference between
the next best model), it is unclear whether high scores achieved by LLMs are truly due to
their learned coding capability or instead obtained via memorizing benchmark solutions.

As more LLMs are being constructed, trained, and used especially for code, the insufficient
evaluation benchmarks raise a critical question: Is leaderboard performance on existing
benchmarks reliable and comprehensive enough to measure the program synthesis ability of LLMs?

Our work. To address the limitation of existing benchmarks, we introduce 9§ EVOEVAL —
a set of program synthesis benchmarks created by evolving existing problems. The key idea
behind EVOEVAL is to use LLMs to automatically transform existing problems into targeted
domains, enabling more comprehensive evaluations. Unlike prior benchmark construction
approaches, which either obtain problems from open-source repositories (posing data
leakage risks) or require manual construction (resulting in high manual effort and limited
diversity), EVOEVAL leverages LLMs with targeted transformations to synthesize new
coding problems. Specifically, we design five such transformations: Difficult, Creative, Subtle,
Combine, and Tool Use. We then prompt GPT-4 to independently transform any existing
problem in previous benchmarks into a new problem within the targeted domain.

Figure [l shows a concrete example of EVOEVAL starting with an initial problem in HU-
MANEVAL- vowels_count to count the number of vowels. @ We first observe the transforma-
tion to a more difficult problem by asking GPT-4 to add additional requirements. This new
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problem contains a separate custom vowel list that makes the overall program logic more
complex. @ We can craft a more creative problem of create_alias that still uses concepts like
vowels and consonants but involves a much more innovative and unusual problem descrip-
tion. @ We can also make subtle changes to the problem where we only count the lowercase
vowels to test if the LLM is simply memorizing the benchmark. @ We can additionally com-
bine concepts from multiple problems together. In the example, we use another problem bf
to create a new problem that returns the vowels in each planet sorted based on the orbiting
order. @ Furthermore, we can test LLMs’ ability to utilize helper functions (commonplace in
real-world code repositories) to solve more complex problems. Again, we reuse the concepts
of vowels from the initial problem. However, instead of directly solving the problem, the
LLM can use the provided check_vowel helper function to simplify the solution.

Together, these transformed benchmarks are designed to introduce more challenging
problems and assess different aspects of LLMs’ code understanding and synthesis
abilities. In EVOEVAL, we additionally use GPT-4 to generate the ground truth solution
to each problem as well as rigorous test cases to evaluate the functional correctness of
LLM-synthesized code. Finally, we manually check each generated problem and ground
truth to ensure problem clarity and correctness. EVOEVAL serves as a way to further evolve
existing benchmarks into more complex and well-suited problems for evaluation in order to
keep up with the ever-growing LLM research. Our work makes the following contributions:

¢ Benchmarks: We present EVOEVAL- a set of program synthesis benchmarks created by
evolving HUMANEVAL problems. EVOEVAL includes 828 problems across 7 benchmarks,
equipped with ground truth solutions and test cases to evaluate functional correctness.

e Approach: We propose a complete pipeline to generate new coding problems for
benchmarking by evolving existing problems through targeted transformations via LLMs.
Furthermore, our pipeline reduces manual checking effort by automatically refining
problem inconsistencies, generating ground truth, and producing test cases.

* Study: We conduct a comprehensive study on 57 LLMs. We found that compared to the
high performance on prior benchmarks, LLMs significantly drop in accuracy (average
38.1%) on EVOEVAL. Additionally, this drop is not uniform across LLMs (from 19.6%
to 47.7%), leading to drastic ranking changes. We further demonstrate that certain LLMs
cannot keep up their high performance when evaluated on more challenging tasks or
problems in different domains, highlighting the possibility of overfitting to existing
benchmarks. Moreover, we observe that instruction-following LLMs are sensitive to
rephrasing or subtle changes in the problem description. They also struggle with utilizing
already provided auxiliary functions. We further demonstrate that current LLMs fail
to effectively compose multiple general coding concepts to solve more complex variants,
or address subproblems decomposed from problems they previously solved.

2 Approach

Targeted problem transformation. We first prompt a powerful LLM to evolve an existing
problem into a new one using a transformation prompt. Each transformation prompt
aims to transform the existing problem in a specific manner. We define two different
transformation types: semantic-altering — changes the semantic meaning of the problem and
semantic-preserving — modifies the description while keeping the same semantic meaning.

Problem refinement & ground truth generation. The initial evolved problem produced by
the LLM may include inconsistencies like incorrect examples. For coding benchmarks, such
mistakes can lead to inaccurate evaluation. As such, we introduce a refinement pipeline
to iteratively rephrase and refine the problem as needed. We first query the LLM to obtain
a possible solution and test inputs for the initial problem. We then evaluate the test inputs
on the solution to derive the expected outputs. Next, we instruct the LLM to refine the
problem by adding or fixing the example test cases in the docstring using the computed
test inputs/outputs, and then regenerate a solution. We then check if the new solution
on the test inputs produces the same outputs as the previous solution. The intuition is
that since the refined problem should only include minimal changes, the solution output
should then remain the same in the absence of any inconsistencies. As such, if we observe



Published as a conference paper at COLM 2024

differences between the two solution outputs, we ask the LLM to further revise and fix any
inconsistencies and repeat the process. If both solutions agree on outputs, we return the
new problem description, solution, and test cases for functional evaluation.

Manual examination & test augmentation. For each transformed problem, we carefully ex-
amine and adjust any final faults to ensure each problem and ground truth are correctly spec-
ified and implemented. We further generate additional tests using an LLM-based test aug-
mentation technique (Liu et al.,|2023). Finally, we produce EVOEVAL, a comprehensive code
synthesis benchmark suite containing diverse problems to evaluate LLM coding capability
across various domains. Details like transformation prompts are presented in Appendix D}

3 EVOEVAL Benchmarks & Evaluation Methodology

EVOEVAL uses HUMANEVAL problems as seeds and GPT-4 as the foundation LM to produce
828 problems across 7 different benchmarks (5 semantic-altering and 2 semantic-preserving).
For the semantic-altering benchmarks, we generate 100 problems each using different seed
problems from HUMANEVAL. For the semantic-preserving benchmarks, we transform all 164
problems in HUMANEVAL as we reuse the original ground truths, requiring less validation.

* DIFFICULT: Increase complexity by adding constraints, replacing commonly used re-
quirements to less common ones, or introducing additional steps to the original problem.
CREATIVE: Produce a more creative problem using stories or narratives.

SUBTLE: Make a subtle change such as inverting or replacing a requirement.

CoMBINE: Combine two problems by using concepts from both problems.

TooOL_USE: Produce a main problem and helper functions. Each helper function is fully
implemented and provides hints or useful functionality for solving the main problem.
VERBOSE: Reword the original docstring to be more verbose with descriptive language
CONCISE: Reword the original docstring to be more concise using concise language.

Evaluation setup: Each LLM generated sample is executed against the test cases and
evaluated using differential testing (McKeeman, [1998) — comparing against the ground
truth results to measure functional correctness. We focus on greedy decoding and denote
this as pass@1.

Models: We evaluate 57 LLMs (Appendix|C), including both proprietary and open-source
models. Further, we classify the LLMs as either base or instruction-following and discuss
the effect of model variants.

Input format: To produce the code solution using each LLM, we provide a specific input
prompt: For base LLMs, we let the LLM autocomplete the solution given the function
header and docstring. For instruction-following LLMs, we use the recommended instruction
and ask the LLM to generate a complete solution for the problem.

4 Results
41 LLM Synthesis & Evaluation on EVOEVAL

EVOEVAL produces more complex and challenging benchmarks for program synthesis.
Table [L shows the pass@1 performance along with the ranking of LLMs on each of the
semantic-altering EVOEVAL benchmarks with the average pass@l and ranking on all
benchmarks in the last columng!| First, compared to the success rate on HUMANEVAL,
when evaluated on EVOEVAL, all LLMs consistently perform worse. For example, the
state-of-the-art GPT-40, GPT-4 and Claude-3.5 models solve close to 85% of all HUMANEVAL
problems but fall almost below 55% pass@1 when evaluated on the DIFFICULT problems.
On average, across all benchmarks, the performance of LLMs decreased by 38.1%
(DIFFICULT: 56.6%, CREATIVE: 48.2%, SUBTLE: 5.0%, COMBINE: 74.7%, and TOOL_USE: 6.1%).
Additionally, this drop is not uniform across all LLMs and can range from 19.6% to 47.7%.

1We evaluated all 57 LLMs, however, we omitted some LLMs in Tableror space reasons.



Published as a conference paper at COLM 2024

Table 1: pass@1 and ranking results (* indicates tie) on the semantically-altering EVOEVAL
and HUMANEVAL benchmarks (including HUMANEVAL+ scores in the parenthesis).
denotes instruction-following LLMs.

HUMANEVAL WDIFFICULT ¥CREATIVE WSUBTLE WCOMBINE ¥TOOL_USE ¥WEVOEVAL

e pass@1 rank pass@1 rank pass@1 rank pass@1 rank pass@1 rank pass@1 rank pass@1 rank
©®GPT-40 NA 86.0(81.7) 1 510 5 64.0 2 80.0 4 510 *3 720 1 673 2
® GPT-4-Turbo™ NA83.5(805) *2 500 *6 61.0 3 8.0 *1 450 5 690 *3 651 4
©®GPT-4+ NA823(762) *6 520 *2 660 1 760 6 530 2 680 *6 662 3
® GPT-3.5-Turbo NA76.8(69.5) *9 33.0 *19 420 *13 700 *9 330 9 640 *10 531 12
A Claude-3.5* NA835(780) *2 560 1 600 4 80 *1 570 1 680 *6 678 1
A Claude-3+ NA823(750) *6 500 *6 53.0 7 81.0 3 420 7 690 *3 629 7
A Claude-3-haiku=  NA 74.4(66.5) *13  40.0 *12 47.0 *11 65.0 *16 250 *12 61.0 *16 521 13
& Claude-2+ NA 66.5(62.2) *24 290 23 420 *13 640 *19 19.0 20 570 *22 462 21

O Gemini-1.5-pro™ NA835(76.8) *2 520 *2 550 *5 780 5 430 6 690 *3 634 6
O Gemini-1.0-pro™ NA 62.2(56.7) 27 370 *16 400 18 53.0 *27 23.0 *I15 57.0 *22 454 23
O PaLM-2+ NA 40.2(36.6) 44 180 *38 220 39 36.0 *48 3.0 *45 460 *35 275 43
« DS Coder-v2-Inst 236b829(78.7) 5 520 *2 550 *5 750 7 510 *3 700 2 643 5

33b78.0(73.2) 8 47.0 9 470 *11 670 *11 31.0 *10 66.0 8§ 560 8
@ DS Coder-Inst™ 6.7b 74.4(69.5) *13  40.0 *12 370 *19 61.0 *23 180 *21 51.0 30 469 20
1.3b 63.4(60.4) 26 20.0 *36 250 *31 53.0 *27 9.0 *34 39.0 *47 349 30

33b50.6(427) 32 260 26 23.0 *36 470 *32 110 *31 63.0 *13 368 29
« DS Coder 6.7b 45.1(38.4) *37 21.0 *32 240 *33 47.0 *32 50 *41 550 *25 329 35
1.3b29.9(26.2) 51 6.0 *54 19.0 *41 270 55 0.0 57 400 46 203 51

« DS Coder-1.5-Inst*  7b 68.9(63.4) *21 37.0 *16 370 *19 66.0 *14 240 14 600 *18 488 16

« DS Coder-1.5 7b42.1(34.8) *41 21.0 *32 340 *23 43.0 *37 4.0 *43 540 *27 33.0 34
o0 Llama -3.1-Inst* 70b75.0(689) *11 420 10 490 9 730 8 340 8 620 15 558 9
00 Llama -3-Inst* 70b73.8(71.3) *15 41.0 11 50 8 700 *9 310 *10 640 *10 553 10

70b 66.5(59.8) *24 31.0 22 41.0 *16 650 *16 18.0 *21  65.0 9 477 18
34b51.8(439) 31 220 *30 27.0 29 43.0 *37 9.0 *34 470 *33 333 33
13b48.8(42.7) 35 21.0 *32 250 *31 46.0 35 8.0 *37 540 *27 338 32

7b433(39.00 39 140 44 18.0 *43 40.0 *43 8.0 *37 440 *39 279 42

70b 60.4(52.4) 29 250 27 290 *26 49.0 *29 140 *27 630 *13 401 28
34b 52.4(43.3) 30 150 43 240 *33 47.0 *32 11.0 *31 440 *39 322 36

00 CodeLlama-Inst™

o CodeLlama 13b42.7(36.6) 40 180 *38 240 *33 380 *45 60 40 480 *31 294 39

7b39.6(36.6) 45 10.0 *48 150 47 420 40 3.0 *45 440 *39 256 44
WizardCoder* 34b61.6(543) 28 240 28 320 25 550 26 17.0 *24 550 *25 408 26
WizardCoder-1.1%  33b73.8(69.5) *15 480 8 480 10 660 *14 200 19 640 *10 533 11
XwinCoder 34b 68.9(622) *21 330 *19 420 *I13 670 *11 150 26 600 *18 477 19
Phind-CodeLlama-2 34b70.7(66.5) 19 220 *30 350 22 630 21 250 *12 580 21 456 22
Code Millenials* 34b732(69.5) 17 350 18 410 *16 650 *16 17.0 *24 560 24 479 17
Speechless-CL 34b75.0(69.5 *11 380 15 37.0 *19 640 *19 230 *15 590 20 493 15
Magicoder-s-DS*  67b76.8(70.7) *9 400 *12 340 *23 670 *11 210 *17 610 *16 50.0 14
Magicoder-s-CL# 7b70.1(659) 20 270 25 260 30 580 25 110 *31 520 29 407 27

15b45.1(36.0) *37 160 *41 190 *41 41.0 *41 50 *1 480 *31 290 41
StarCoder2 7b34.8(31.1) *46 120 *45 17.0 45 380 *45 20 *51 460 *35 250 46

3b31.1(262) 50 80 *51 140 *48 310 *0 20 *51 350 51 202 52
StarCoder 15b 34.8(30.5) *46 120 *45 110 53 37.0 47 20 *51 440 *39 235 47
¥ Mixtral-Tnst* 8x7b 42.1(38.4) *41 210 *32 180 *43 41.0 *41 9.0 *34 450 *37 293 40
OpenChat* 7b713(665) 18 330 *19 290 *26 62.0 22 140 *27 430 44 421 24
© Gemma-Inst* 7b28.0(232) *54 60 *54 10.0 *54 290 54 20 *51 310 53 177 54
©Gemma 7b31.7(250) 49 120 *45 13.0 *50 400 *43 20 *51 39.0 *47 230 48

2b22.0(17.1) 57 2.0 57 60 57 240 57 20 *51 210 56 128 57
£ Phi-2 27b50.0(45.1) *33 180 *38 230 *36 49.0 *29 140 *27 370 50 318 38

72b67.1(61.6) 23 280 24 280 28 610 *23 210 *17 470 *33 420 25
Qwen-1.5% 14b50.0(45.7) *33 200 *36 230 *36 480 31 180 *21 440 *39 338 31

7b 42.1(37.8) *41 16.0 *41 13.0 *50 43.0 *37 70 39 320 52 255 45
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Figure 2: HUMANEVAL+ vs EVOEVAL pass@1. Red identity line shows equivalent perfor-
mance. We cluster the LLMs into: purple region — aligned performance on HUMANEVAL vs.
EVOEVAL and blue region — over performance on HUMANEVAL vs. EVOEVAL.

LLMs struggle on EVOEVAL benchmarks compare to the high performance achieved on
HUMANEVAL. One surprising finding comes from SUBTLE, where the average performance

of LLMs drops by 22.5% on the same 100 problemsﬁ even though only small changes are
made to the original problems and the difficulty remains roughly the same. Appendix E|Fig-
ure 21| presents an example problem and failing solution. Furthermore, we can also identify
LLMSs which struggle heavily on specific types of problems compared to their relative perfor-
mance on HUMANEVAL. Figure2]shows a scatter plot of HUMANEVAL+ vs. EVOEVAL scores.
As we saw before, the significant portions of the models tend to be worse on EVOEVAL than
HUMANEVAL (i.e., purple shaded region). However, there are LLMs that have a much higher
HUMANEVAL score compared to their performance on EVOEVAL (i.e., blue shaded region).
This implies potential data leakage of popular benchmarks where LLM performances are ar-
tificially inflated but do not translate to more difficult or other program synthesis problems.

Significant ranking changes of LLMs on EVOEVAL. Compared to HUMANEVAL where
top models all perform similarly, we observe drastic differences in ranking changes on
EVOEVAL. We observe that while the relative difference between the top 10 models on
HUMANEVAL is around 10%, the difference on EVOEVAL on average is over 20%. Due to
such saturation, existing benchmarks may not reliably rank the program synthesis ability
of each model. For example, while Claude-3.5 and GPT-4-Turbo are tied for second on
HUMANEVAL, they both excel at different types of problems: Claude-3.5 performs best on
difficult and combine problems, while GPT-4-Turbo is better with tool use and creative
tasks. Furthermore, while GPT-40 achieves the top HUMANEVAL and HUMANEVAL+ score,
it falls off compared to the base GPT-4 variant where it is worse on DIFFICULT, CREATIVE
and COMBINE problems. Such evaluation cannot be gained through naively reporting
existing coding benchmark performance. Overall, by evolving the original benchmark
into more difficult and diverse problems of different types, EVOEVAL can provide a more
holistic evaluation and ranking of the coding ability of LLMs.

EVOEVAL can be used to comprehensively compare multiple mod-
els. In Figure[3] while both WizardCoder-1.1 and Phind-CodeLlama-
2 have similar HUMANEVAL scores, they perform drastically dif-
ferently across EVOEVAL benchmarks. WizardCoder-1.1 is better
on DIFFICULT and CREATIVE while Phind-CodeLlama-2 is better
on COMBINE problems. This can be explained through the train-
ing dataset used in each LLM: WizardCoder-1.1 uses an evolv-
ing dataset by generating more complex problems whereas Phind-
CodeLlama-2 is fine-tuned on high quality programming problems
that seems to boost the ability to solve programs which combines
multiple programming concepts. Different from just reporting a
singular pass@k score, EVOEVAL also allows a detailed analysis

Figure 3: Radar graph

2Note that SUBTLE only contains 100 problems, and the pass@1 score on these 100 seed HUMANEVAL
problems is higher compared to the full 164 problems. Therefore, this back-to-back performance drop is
much higher than the performance drop from full HUMANEVAL to SUBTLE (5.0%) mentioned above.
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Figure 4: HUMANEVAL pass@1 with relative decrease or increase on VERBOSE and CONCISE.

Table 2: Results on COMBINE and COMBINE-NAIVE. HUMANEVAL is categorized into
pass both, one and none, depending on the success on the two parent problems used for
combination. COMBINE (Solved) and COMBINE-NAIVE (Solved) then show the distribution
of solved problems that came from the previous categories. Composition Percentage is the %
of pass both problems the LLM can still solve when combined.

si; HUMANEVAL COMBINE (Solved) Composition
ize
Percentage
passboth passone passnone|passboth passone passnone
G GPT-40 NA 80 20 0 49 2 0 61.2%
© GPT-4-Turbo™ NA 79 19 2 38 6 1 48.1%
© GPT-4+ NA 93 7 0 50 3 0 53.8%
© GPT-3.5-Turbo™ NA 65 34 1 24 9 0 36.9%
& Claude-3.5* NA 81 18 1 49 8 0 60.5%
& Claude-3+ NA 81 19 0 85 7 0 43.2%
0 Gemini-1.5-pro~  NA 86 13 1 40 3 0 46.5%
« DS Coder-v2-Inst™ 236b 83 16 1 47 4 0 56.6%
HUMANEVAL COMBINE-NAIVE (Solved)

© GPT-40 NA 881 185 8 589 50 0 66.9%
© GPT-4-Turbo™ NA 863 195 16 407 61 3 47.2%
G GPT-4+ NA 1018 55, 1 768 7 0 75.4%
© GPT-3.5-Turbo™ NA 799 261 14 474 79 1 59.3%
& Claude-3.5* NA 861 203 10 710 93 1 82.5%
& Claude-3+ NA 796 268 10 359 96 1 45.1%
O Gemini-1.5-pro~  NA 788 267 19 595 148 6 75.5%
« DS Coder-v2-Inst™ 236b 805 252 17 598 95 5 74.3%

across different dimensions of coding capability to identify particular domains or types of
coding questions an LLM struggles with or excels in.

Instruction-following LLMs are sensitive to subtle changes or rephrasing in problem
docstrings. Figure E|shows the HUMANEVAL score (bar) and the relative performance drop
or improvement (arrows) on VERBOSE and CONCISE. We observe that almost all instruction-
following LLMs drop in performance (average 3.4% and 4.0% decrease on VERBOSE and
CONCISE respectively) when evaluated on the two semantic-preserving dataset compared
to the original HUMANEVAL. This is drastically different from the base variants, where we
even observe performance improvements (average 0.5% and 2.1% increase on VERBOSE and
CONCISE respectively). VERBOSE and CONCISE do not change the semantic meaning of the
original problem; they simply reword it in either a more verbose or concise manner. Prior
work|Deng et al. (2023a) has shown that by rephrasing the original problem description, one
can further boost LLM performance, and we observe the similar phenomenon here mostly
only for non-instruction-following models. Additionally, even on SUBTLE, where only small
changes are applied, on average, instruction-following LLMs drops by 7.4% whereas base
models only decrease by less than 1%. These findings across LLM types show that while
instruction-tuned LLMs are expected to align better with detailed instructions, they fail to
distinguish between these rephrasing or subtle changes in docstring, indicating potential
memorization or contamination of prior evaluation benchmarks.

4.2 Problem Composition & Decomposition

Composing problems. The ability to compose different known concepts to solve new
problems is known as compositional generalization (Keysers et al.,[2020). This skill is essential
for code synthesis, especially for complex problems in real-world programs. However,
measuring compositional generalization in LLM presents a fundamental challenge since
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Table 3: Results on DECOMPOSE. HUMANEVAL shows the pass/fail breakdown of the 50
seed HUMANEVAL problems. DECOMPOSE is categorized into pass both, one and none, based
on if the LLM can solve both subproblems. Decomp. % and Recomp. % are the % of originally
passing and failing problems for which the LLM can solve both subproblems respectively.

Size | HUMANEvVAL | DECOMPOSE | Decomp. Recomp.

| | HUMANEVAL pass | HUMANEVAL fail | % o

|pass  fail |passboth passone passnone|passboth passone passnone|
©® GPT-40 NA | 41 9 26 14 1 5 4 0 63.4% 55.6%
© GPT-4-Turbo™ NA | 39 11 29 9 1 4 6 1 74.4% 36.4%
© GPT-4~ NA | 47 3 37 10 0 0 3 0 78.7% 0.0%
© GPT-3.5-Turbo ™ NA | 33 17 19 13 1 11 4 2 57.6% 64.7%
& Claude-3.5 NA | 38 12 25 9 4 3 9 0 65.8%  25.0%
A Claude-3~ NA | 39 11 26 11 2 6 5 0 66.7% 54.5%
O Gemini-1.5-pro~  NA | 41 9 27 13 1 5 3 1 65.9% 55.6%
« DS Coder-v2-Inst 236b| 38 12 31 7 0 6 6 0 81.6% 50.0%

it requires controlling the relationship between training and test distributions (Shi et al.|
2024). While it is not easy to control the pre-training data of LLMs, we have more control in
the testing phase. Hence, we focus on program concepts that have been demonstrated to
fall within the capabilities of an LLM, and explore whether this proficiency extends to the
combination of program concepts. As such, we start by taking a deeper look at the COMBINE
problems evolved from combining previous HUMANEVAL problems.

First half of Table[2/shows the COMBINE dataset results of the top LLMs. We observe that
almost all problems solved came from the pass both category, which is intuitive as we do
not expect LLMs to solve a problem composed of subproblems that it cannot already solve.
However, the composition percentage is quite low, as only a few LLMs are able to achieve
greater than half. This demonstrates that while state-of-the-art LLMs can achieve a high
pass rate on simple programming tasks, they still struggle with composing these known
concepts to address more complex problems.

Composing problems naively. Since COMBINE prob-
lems are not guaranteed to contain no additional new

concepts, we build a simplified dataset for sequential
composition. Let A and B be two separate problems
with x as input(s) for A, we aim to create a new prob-
lem C with the same inputs where the solution can be
written as B(A(x)). To accomplish this, the new prob-
lem combines docstrings for A and B sequentially.
However, simple concatenation of docstringsleads to
unclear descriptions. As such, for each problem in
HUMANEVAL, we manually create two separate vari-
ants based on which order the problem may come
in the new docstring. Figure 5 shows an example of

def add(x: int, y: int):
"""add two numbers x and y"""

Problem A

def digits(n):
"""Given a positive integer n,
return the product of the odd digits.
Return @ if all digits are even."""

Problem B

def add_digits(x: int, y: int):
"""Fiprst, add two numbers x and y

Next, given the resulting

positive integer n,

return the product of the odd digits.
Return @ if all digits are even."""

Problem C

how naive combination problem is constructed with ~ Figure 5: COMBINE-NAIVE problem
the manual sequential instruction highlighted in red.

Using these modified problem docstrings, we build a sequential combination dataset —
COMBINE-NAIVE, containing 1074 problems by randomly combining problems filtering for

input output matching (i.e., the type of A(x) should equal to the type of y in B(y)).

The latter half of Table shows the results on COMBINE-NAIVE following the same setup as
COMBINE. We observe that while the composition percentage on the naive dataset improves
significantly compared to the evolved COMBINE dataset, it still fails to reach near perfection,
with the best LLM being able to only solve ~80% of prior pass both problems. While existing
LLM training or inference paradigms for code focus on obtaining high quality datasets
boosted with instruction-tuning, our result shows that existing LLMs still struggle with the
concept of problem composition to tackle more complex problems.

Decomposing problems. We also evaluate problem decomposition — decomposing larger
problems into multiple subproblems. We start by selecting 50 HUMANEVAL problems and
then follow our approach in Section [2|to decompose each original problem into two smaller
subproblems, creating 100 problems in our DECOMPOSE benchmark. Table [3 shows the
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Figure 6: pass@1 from TOOL_USE-MAIN_ONLY (darker bar) to TOOL_USE (lighter bar).

results of selected LLMs on DECOMPOSE. We first observe that similar to the composition
percentage in the COMBINE and COMBINE-NAIVE problems, LLMs do not achieve a high
decomposition percentage. Since current LLMs are trained to recover seen outputs in their
training data, and when used for program synthesis, they cannot generalize the concepts
from training data. This is demonstrated by not being able to solve smaller subproblems
obtained from solved more difficult parent problems. Conversely, LLMs can sometimes
solve both subproblems even when the parent problem is not solved (i.e., recomposition

ercentage), showing room for improvement with techniques like planning (Jiang et al.|
2023b) and least-to-most prompting (Zhou et al.,[2022).

4.3 Tool Use Problems

We analyze the TOOL_USE benchmark, which contains helper functions. We further con-
struct the TOOL_USE-MAIN_ONLY benchmark, which contains the same set of problem as
TOOL_USE, except that the input to the LLM does not include any helpers. We observe that
compared to without any helper functions (average 29.8%), LLMs on average improve by
80.1% when provided with helper functions. This is expected as helper functions reduce the
work required to solve the more complex problem. However, this improvement is not uni-
form: the average improvement when given the auxiliary functions for instruction-following
models is only 59.2% compared to the base LLMs” improvement of 122.0%.

In Figure|6, we observe that without the helpers, the instruction-following models signif-
icantly outperform their base LLMs. However, once the helpers are provided, this gap is
drastically decreased, with cases even where the base models outperform their instruction-
following counterparts. As real-world coding involves understanding, using, and then
reusing existing functions across different places in the repository, being able to success-
fully leverage auxiliary methods is key. Current instruction-following LLMs are generally
fine-tuned with data consisting of self-contained code snippets without the interaction and
learning of function usages. This is further exacerbated by prior benchmarks, which mostly
use self-contained functions, thus cannot test the tool-using capability of LLMs.

5 Related Work

Large language models for code. Starting with the general development of LLMs for general
purpose tasks, developers have applied LLMs to perform code-related tasks by further
training LLMs using code snippets from open-source repositories. Such LLMs include
CODEX (Chen et al.,[2021), CodeT5 (Wang et al., [2021), CodeGen (Nijkamp et al.| [2023),
InCoder (Fried et al.,[2023), CodeLlama (Roziére et al.,[2023), StarCoder (Li et al.| 2023}
[Lozhkov et al.,[2024), DeepSeek Coder (Guo et al}[2024), etc. More recently, researchers
have applied instruction-tuning methods to train code-specific LLMs that are well-versed in
following instructions. Examples of such LLMs include CodeLlama-Inst (Roziére et al.,[2023)
and DeepSeek Coder-Instruct (Guo et al.,;[2024). WizardCoder (Luo et al[2023) instruction-
tunes the model using Evol-Instruct to create more complex instructions. Magicoder (Weil
let al., )2023) develops OSS-Instruct by synthesizing high quality instruction data from open-
source code snippets. OpenCodelnterpreter (Zheng et al.,[2024) leverages execution feedback
for instruction-tuning in order to better support multi-turn code generation and refinement.

Program synthesis benchmarking. HUMANEVAL (Chen et al.,2021) and MBPP (|§ustin etal,

2021) are two of the most widely-used handcrafted code generation benchmarks complete
with test cases. Building on these popular benchmarks, additional variants have been
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crafted including: EVALPLUS (Liu et al.,[2023) which improves the two benchmarks with
more complete test cases; HUMANEVAL-X (Zheng et al., 2023) which extends HUMANEVAL
to C++, JavaScript and Go; MultiPL-E (Cassano et al., 2023) which further extends both
HUMANEVAL and MBPP to 18 languages. Similarly, other benchmarks have been developed
for specific domains: DS-1000 (Lai et al.,[2023) and Arcade (Yin et al,[2022) for data science
APIs; CodeContests (Li et al.,|2022), APPS (Hendrycks et al.,2021), and LiveCodeBench (Jain
et al.,[2024) for programming contests, and SWE-Bench (Jimenez et al., 2024) for software
engineering tasks. Different from prior benchmarks which require handcraft problems from
scratch — high manual effort or scrape open-source repositories or coding contest websites
— leading to unavoidable data leakage, EVOEVAL directly uses LLMs to evolve existing
benchmark problems to create new complex evaluation problems. Furthermore, contrasting
with the narrow scope of prior benchmarks (often focusing on a single type or problem,
i.e., coding contests), EVOEVAL utilizes targeted transformation to evolve problems into
different domains, allowing for a more holistic evaluation of program synthesis using LLMs.

6 Conclusion

We present EVOEVAL- a set of program synthesis benchmarks created by evolving existing
problems into different target domains for a holistic and comprehensive evaluation of LLM
program synthesis ability. Our results on 57 LLMs show drastic drops in performance
(average 38.1%) when evaluated on EVOEVAL. Additionally, we observe significant ranking
differences compared to prior leaderboards, indicating potential dataset overfitting on
existing benchmarks. We provide additional insights, including the brittleness of instruction-
following LLMs as well as the limited compositional generalization abilities of LLMs.
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