








values are valid. This is also done via SMT solving as demonstrated in Figure 3b where we use the
SMT formulas and, this time, check if all the concrete values generated are valid according to the
constraints. Note that such light-weight constraint solving can support much faster validation than
actually executing the generated DS programs, while still providing the same guarantee.

3 Experimental Setup

3.1 Subjects

We construct a dataset with 28 representative APIs in total from two popular DS libraries: PyTorch (18)
and NumPy (10). For our API selection process, we begin by referencing prior work NNSmith [32]
and examined all 73 core operators it supports. From these, we select 22 core APIs that have
numeric parameter constraints and add additional 6 APIs to obtain the 28 APIs used in our study for
both the full program prediction setting (Section 4.1) and the full API parameter prediction setting
(Section 4.2). For a more detailed analysis, we select 12 APIs to cover the representative types of
numeric constraint for examination in the single API parameter prediction setting (Section 4.3) and in
our DSEVAL benchmark (Section 4.4). We use “representative” to mean representative with respect
to the numeric parameter constraints in DS library APIs. Table 1 shows the categorization of the
different types of numeric constraints that exist in DS libraries. Our selection criteria aim to select a
list of APIs that have interesting numeric parameter constraints that can cover all the major constraint
categories. A complete list of the 12 APIs and their corresponding constraints is provided in Table 3
in the Appendix.

We focus on the 3 settings described previously to analyse the performance of LLMs. For the full
program setting, we generate a single input prompt per each studied API and ask the LLMs to
synthesize the complete DS program by varying the sampling temperature. For the all parameters
setting, we have 14 difficulty settings, each with 200 different inputs per API, and use greedy decoding
to obtain the LLM solutions. The difficulty setting is controlled by increasing the rank of input_data
(from 2 to 8 in intervals of 1) with default dimension value as [1,16], and increasing the dimension
value (i.e., [1,4), [4,8),... , [128,256]) with default rank as 3, separately. Finally, in the single
parameter setting, we select one parameter for each API for the LLM to generate. For any parameters
irrelevant to the constraint, we use the default value if it is an optional parameter, and randomly
choose from a reasonable value range if it is a required parameter (Appendix C). We adopt the same
difficulty setup and greedy decoding strategy as the all parameter setting.

3.2 Metrics

Validity. To measure validity, we directly extract the LLM output predictions and evaluate according
to the process described in Section 2.3. We define accuracy as the percentage of valid programs
produced by the LLMs in each difficulty setting.

Diversity. To measure diversity, we compute the unique valid rate: the percentage of unique valid
programs generated via sampling. Note that we deduplicate by extracting the input shapes and
numeric parameters, ignoring the irrelevant parameters and irrelevant code suffix.

3.3 Studied models.

We evaluate 8 popular state-of-the-art LLMs, including both closed-source and open-source models
(detailed list shown in Table 2). For both the full program and all parameter settings, we only present
the results for DeepSeek Coder-33b [22], state-of-the-art open-source model, due to the space limit
(other models follow similar trends). For the individual parameter setting (the main setting), we focus
on the DeepSeek Coder family models (33b, 6.7b, and 1.3b) as well as GPT-4-Turbo (2024-04-09),
covering both state-of-the-art open-source and close-source models, as well as models with different
sizes. Apart from the full program setting, where the LLM generates a complete program, we perform
infilling using the studied LLMs’ model-specific infilling format. To perform infilling using GPT-4-
Turbo, we design a specialized prompt (see Appendix H). Unless otherwise stated, we use greedy
decoding (i.e., temperature = 0) and temperature of 1 when sampling for diversity evaluation.
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dimension. We observe that the DeepSeek Coder models drop from around 0.7⇠0.8 to less than 0.5,
while GPT-4’s performance stays around 0.9 throughout different difficulty levels.

Finding: Overall, we found that smaller LLMs even struggles with even the simple constraint of
copying an existing value, while large state-of-the-art LLMs can maintain its high performance.

Inequality. max in PyTorch computes the maximum value along a dimension. The parameter we
target is dim with the valid range being [-rank, rank). In Figure 6b, when using greedy decoding,
all 4 LLMs achieve close to perfect accuracy. Therefore, we also conduct sampling experiments and
present the pass@1 accuracy and diversity in Figure 6b and 6c. For max we compute the diversity
differently from Section 3.2 (see Appendix G), since the number of possible unique valid outputs is
very small. Interestingly, the smaller DeepSeek Coder-1.3b model achieves highest sampling accuracy
for rank=8, but has the lowest diversity. This is because the smaller model often predicts common
values like 1, whereas the larger model (33b) can explore various correct answers like -1,2.

Findings: We found that larger models are indeed better at capturing the simple inequality constraints
and modeling the true probability of various possible values, while smaller models tend to memorize
common patterns, leading to less diverse predictions.

Arithmetic. reshape in both PyTorch and NumPy attempts to rearrange the dimensions in the
input_data, with the constraint being

Q
i input_shapes[i] ==

Q
j new_shape[j]. Since we found

that it is common for the LLMs to simply predict the same shape or a permutation of the original, we
add an additional constraint: we specify the first dimension of the new_shape to be different from any
dimensions in input_shapes. Figure 6d shows the results as we vary the ranks of the input_data

for PyTorch (similar trend in NumPy). We observe that most LLMs in the beginning perform well;
however, as the difficulty increases, their performance drastically lowers. Meanwhile, GPT-4-Turbo
performance does not drop even with more difficult inputs. We found the reason is that GPT-4-Turbo
tends to always predict the special -1 value for reshape where the new_shape will be automatically
inferred by the library. Figure 6d showcases this exact phenomenon in PyTorch (similar trend as
NumPy) where dotted lines present the accuracy of any outputs without -1. We see that now even
GPT-4-Turbo struggles in generating valid parameters without using the -1 crutch for the constraint.

Conv2d in PyTorch applies a 2D convolution over a 4D input tensor. The LLMs are asked to predict
the parameter groups, where they have to divide both in_channels and out_channels evenly. The
default value for groups is the trivial 1 (and therefore always valid). To ensure that there is at least one
non-trivial value for groups, we randomly sample in_channels and out_channels within the value
range such that their greatest common divisor is greater than 1. Figure 6e shows that the accuracy
steadily drops as we increase the magnitude of values: even GPT-4-Turbo can only solve ⇠24% of
the hardest subset of problems, which other models drop below 14% for the same problems.

Fold in PyTorch aims to combine an array of sliding local blocks into a large containing tensor. The
constraint required for fold is the most complex out of all studied APIs where the LLM tries to
generate a k_size tuple, and the product of the tuple must divide the 2nd index of the input_shapes

evenly. Furthermore, it also needs to satisfy a complex equation over multiple parameters as shown in
Figure 6f. We use the default values for all parameters other than out_size and ask LLMs to produce
the correct k_size. Shown in Figure 6f, due to the complexity of the constraint, even on the lowest
difficulty with small values, LLMs achieve relatively poor accuracy compared to other APIs. As we
increase the values, the accuracy drops to nearly 0%. This highlights the high degree of difficulty in
many DS APIs which current LLMs cannot reliably solve.

Findings: Arithmetic parameter constraints in DS APIs are extremely challenging for all LLMs. Our
results show that current state-of-the-art LLMs cannot effectively solve such complex constraints with
their performance drops drastically and even sometimes drops to zero as we increase the difficulty.

Set-related. transpose in NumPy attempts to rearrange/transpose the input_data according to
the given new_dim. In transpose, the constraint is that the model-predicted new_dim must be a
permutation of the original dimensions in input_data. We found that the LLMs tend to predict very
simple permutations; as such, similar to reshape, we directly provide the first dimension of new_dim
to increase the difficulty. We see that in Figure 6g, LLMs generally perform well on solving this
constraint, and their performance improves with larger model sizes. Interestingly, the lowest difficulty
of rank = 2 has a drop in performance. We theorize that this is because when the rank is 2, it is
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problems, showing that different LLMs can perform differently depending on the input and constraint
required to satisfy.

We also study the diversity (see Appendix G for more details) of the LLM outputs, except we do
not study GPT-4-Turbo due to its cost. Interestingly, LLMs which achieve high ranking in accuracy
do not necessarily perform well in generating diverse correct solutions. This indicates that certain
LLMs generate similar solutions to satisfy the constraint, without paying attention to the specific
context. Therefore, they are not suitable for tasks like fuzz testing [16] which requires efficiently
exploring a large solution space, or for tasks involving uncommon API usage. We further categorize
some common mistakes made by LLMs on DSEVAL and provide additional insights in Appendix E.
Overall, DSEVAL serves as the first benchmark to systematically evaluate the performance of LLMs
on satisfying complex numeric API constraints for popular DS libraries and can be extended to
support additional APIs and DS libraries.

5 Related work

LLMs for code. LLMs have made remarkable advancements in a wide range of coding tasks,
including code synthesis [60, 10, 2], debugging [11, 8], repair [53, 54, 7], and analysis [36, 56, 55].
Notably, recent works [29, 16] also demonstrated LLMs’ effectiveness in synthesizing DS code,
which requires programming proficiency in DS APIs from specialized libraries such as NumPy [38]
and PyTorch [41]. Trained on billions of code including such DS code, LLMs, such as StarCoder [31]
and DeepSeek Coder [22], have been extensively evaluated on DS code synthesis tasks. However,
no prior study has systematically examined whether LLMs can indeed understand numerical API
constraints of these scientific libraries instead of just memorizing the trained data [14].

Coding benchmarks for LLMs. Most code generation benchmarks [10, 33, 2, 22] are formulated
with a natural language description and tests to verify the functional correctness of LLM-generated
code. However, these benchmarks mostly target general-purpose code. To access LLM code generation
for DS tasks, DS-1000 [29] is created by collecting real DS problems from StackOverflow, and
ARCADE [58] evaluates LLMs’ ability to solve multiple interrelated problems within DS notebooks.
Compared to existing DS benchmarks, our study explores different granularity levels to systematically
evaluate to what extent LLMs can implicitly learn DS APIs’ numeric parameter constraints.

Math reasoning of LLMs. To evaluate LLMs’ arithmetic reasoning performance, GSM8K and other
benchmarks [12, 42, 35, 24, 28] construct math problems in natural language requiring mathematical
computations to solve. Compared to these existing benchmarks, problems designed in our study
implicitly encode the arithmetic logic inside the DS library API, and thus can evaluate the LLMs’
capability in understanding and solving numerical API constraints in the important DS libraries.

6 Conclusion

In this paper, we present the first systematic study on how LLMs understand the numerical API
constraints for important DS libraries. Our study results show that current LLMs often memoize
common patterns rather than truly understanding the actual numerical API constraints. Moreover,
GPT-4-Turbo largely outperforms other open-source models and can well understand some simple
arithmetic constraints using CoT. Based on our finding results, we also constructed DSEVAL, the first
benchmark (with 19,000 problems) for systematically evaluating LLMs’ capabilities in understanding
the important numerical API constraints for popular DS libraries (such as PyTorch and NumPy).
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