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Abstract

We initiate a study of supervised learning from many independent sequences (“trajectories”)
of non-independent covariates, reflecting tasks in sequence modeling, control, and reinforce-
ment learning. Conceptually, our multi-trajectory setup sits between two traditional settings
in statistical learning theory: learning from independent examples and learning from a single
auto-correlated sequence. Our conditions for efficient learning generalize the former setting—
trajectories must be non-degenerate in ways that extend standard requirements for independent
examples. Notably, we do not require that trajectories be ergodic, long, nor strictly stable.

For linear least-squares regression, given n-dimensional examples produced by m trajectories,
each of length T', we observe a notable change in statistical efficiency as the number of trajectories
increases from a few (namely m < n) to many (namely m 2 n). Specifically, we establish that
the worst-case error rate of this problem is ©(n/mT) whenever m 2 n. Meanwhile, when
m < n, we establish a (sharp) lower bound of Q(n?/m?2T) on the worst-case error rate, realized
by a simple, marginally unstable linear dynamical system. A key upshot is that, in domains
where trajectories regularly reset, the error rate eventually behaves as if all of the examples
were independent, drawn from their marginals. As a corollary of our analysis, we also improve
guarantees for the linear system identification problem.
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1 Introduction

Statistical learning theory aims to characterize the worst-case efficiency of learning from example
data. Its most common setup assumes that examples are independently and identically distributed
(itd) draws from an underlying data distribution, but various branches of theory—mot to mention
deployed applications of machine learning—consume non-independent data as well. An especially
fruitful setting, and the focus of this paper, is in learning from sequential data, where examples
are generated by some ordered stochastic process that renders them possibly correlated. Nat-
urally, sequential processes describe application domains spanning engineering and the sciences,
such as robotics [NTP11], data center cooling (e.g. [LBL'18]), language (e.g. [SVL14, BK15]),
neuroscience (e.g. [LIMT17, GWC*20]), and economic forecasting [MSS17]. Learning over sequen-
tial data can also capture some formulations of imitation learning [OPN*18] and reinforcement
learning [CLR*21, JLL21].

In supervised learning, one learns to predict output labels from input covariates, given example
pairings of the two. Formal treatments of learning from sequential data typically concern a single
inter-dependent chain of covariates. Where these treatments vary is in their assumptions about the
underlying process that generates the covariate chain. For instance, some assume that the process
is auto-regressive (e.g. [LW83, GZ01, GR20]) or ergodic (e.g. [Yu94, DAJJ12]). Others assume that
it is a linear dynamical system (e.g. [SMT118, FTM18, SR19]).

In this paper, we examine what happens when we learn from many independent chains rather
than from one, as one does anyway in many applications (e.g. [Pom89, KZB11, BPX*07, JVST16]).
Figure 1 depicts the data dependence structure of our setup in comparison with its two natural
counterparts. Learning from a dataset of many short (constant length) chains ought to be similar
to independent learning, even if each chain is highly intra-dependent. On the other hand, for any
non-trivial chain length, intuition suggests that the error can degrade relative to the total sample
size in the worst case, since a greater proportion of the data may contain correlations. Lower
bounds even show that, when one sees only a single chain, this degradation is outright necessary
in the worst case [BJNT20]. Do we see any such effect with many chains?

We study this question by sharply characterizing worst-case error rates of a fundamental task—
linear regression—imposed over a general sequential data model. Our findings reveal a remarkable
phenomenon: after seeing sufficiently many chains (m) relative to the example dimension n, no
matter the chain length T', the error rate matches that of learning from the same total number mT
of independent examples, drawn from their respective marginal distributions.

In our data model, each chain, called a trajectory, comprises a sequence of covariates {z;}
generated from a stochastic process. Each covariate is accompanied by a noisy linear response y; as
its label. A training set {(xgl), y&b}?ﬁftzl comprises m independent chains, each of length 7. From
such a training set, an estimator produces a hypothesis that predicts the label of any covariate.
The resulting hypothesis is evaluated according to its mean-squared prediction error over a fresh
chain of length T”, possibly unequal to T—a notion of risk defined naturally over a trajectory. All
of our risk upper bounds are guarantees for the ordinary least-squares estimator in particular.

A concrete, recurring example in this paper takes the covariate-generating process to be a linear
dynamical system (LDS). Specifically, fixing matrices A € R"*", B € R4 and W, € RPX", a
single trajectory {(x:, y¢)}+>1 is generated as follows. Let xp = 0, and for ¢ > 1:

x = Axy_1 + Buwy, (linear dynamics)

yr = Wiy + &, (linear regression)
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Figure 1: The covariate dependence structure induced by three data models on m7T many training examples.
In (a): independent examples, typical of basic statistical learning. In (b): the data models often considered
in the sequential learning literature, comprising a long auto-correlated chain of examples. Learning in
this setting can be infeasible in general, so oftentimes ergodicity is assumed in order to rule out strong
long-range dependencies, essentially inducing an “independent resetting” effect across time. The effective
reset frequency then factors uniformly into error bounds, in a way suggesting that one learns only one
independent example’s worth within each effective reset window (cf. Section 2). In (¢): our multi-trajectory
data model. Our accompanying assumptions allow for non-ergodic chains, and for arbitrary chain lengths T,
while introducing explicit independent resets. Decoupling the m resets from the sequential data model lets
us vary the training set dimensions (m, T') freely, without affecting other data assumptions, as we study their
effect on error rates. We find that with enough trajectories m, the worst-case error rate behaves the same as
in the independent setting depicted in (a); i.e., one learns as though every example were independently drawn
from its marginal distribution. Some recent work in system identification assumes a data model related to
ours (specifically linear dynamical data) and likewise avoids ergodicity; our bounds improve these guarantees
T-fold where applicable, and upgrade the regimes in which they apply (cf. Section 2).

where the {w;};>1 are iid centered isotropic Gaussian draws and { }¢>1 is a sub-Gaussian mar-
tingale difference sequence (with respect to past covariates {x;}!_, and noise variables {&}_}).
Incidentally, combining linear dynamical systems with linear regression captures the basic problem
of linear system identification (as in [SMTT18]) as a special case.

In other instantiations of learning from trajectories, the covariates {x;} may be generated by a
different process; what remains common is the superimposed regression task set up by the ground
truth W, and the noise {¢;}. The key condition that we will introduce, which renders a covariate
process amenable to regression, is that it satisfies a trajectory small-ball criterion (Definition 4.1).
Section 4.1 shows that LDS-generated data conforms to the trajectory small-ball condition in
particular, as do many other distributions.

Our main results (Sections 5 and 6) sharply characterize worst-case rates of learning from
trajectory data as a function of the training trajectory count m, the training trajectory length 7',
the evaluation length T”, the covariate and response dimensions n and p, and scale parameters
of noise in the data model (such as the variance of the noise {&}). Restricting only to terms of
covariate dimension n, training set size m and 7', and evaluation length 7", our bounds imply the
following summary statement:

Theorem 1.1 (informal; error rate with many small-ball trajectories, 7" < T). If m > n, T < T,
and covariate trajectories are drawn from a trajectory small-ball distribution, then the worst-case
excess prediction risk (over evaluation horizon T') for linear regression from m many trajectories
of n-dimensional covariates, each of length T, is ©(n/(mT)).

In drawing comparisons to learning from independent examples, it makes sense to consider



training and evaluations lengths 7" and T” equal (cf. Section 3), rendering Theorem 1.1 applicable.
The theorem thus echoes our main point above: the same rate of ©(n/(mT')) describes regression
on m7T independent examples (details on this point are expanded in Section 3.3).

Further structural assumptions are needed (cf. Section 3.3) in order to cover the remaining range
of problem dimensions, namely few trajectories (m < n) or extended evaluations (77 > T'), and
to that end we return to linear dynamical systems as a focus. Our remaining risk upper bounds,
targeting learning under linear dynamics, require that the dynamics matrix A be marginally unstable
(meaning that its spectral radius p(A) is at most one) and diagonalizable. When trajectories are
longer at test time than during training (i.e., 7" > T'), marginal instability is practically necessary,
otherwise the risk can scale exponentially in 77 — T. The assumption otherwise still allows for
unstable—and therefore non-ergodic—systems at p(A) = 1. For simplicity, we also require that
the control matrix B have full row rank. Our bounds then imply the following summary statement
about regression when the number of trajectories is limited:

Theorem 1.2 (informal; error rate with few LDS trajectories). If m < n, mT 2 n, and covariate
trajectories are drawn from a linear dynamical system whose dynamics A are marginally unstable
and diagonalizable, then the worst-case excess prediction risk (over evaluation horizon T") for linear

regression from m many trajectories of n-dimensional covariates, each of length T, is ©(n/(mT) -
max{nT’/(mT),1}).

If the evaluation horizon 7" is a constant, the rate in Theorem 1.2 recovers that of Theorem 1.1,
up to log factors and extra assumptions. To draw further comparison, suppose that the training
and evaluation horizons are equal, i.e., that 7" = T. On the face of it, the rate in Theorem 1.2 is
evidently weaker than that of Theorem 1.1, by up to a factor of the covariate dimension n. But the
varying premises—of many vs. few trajectories—necessarily constrain the risk definitions to differ.
Under a fixed data budget N := mT = mT’, fewer trajectories m imply a longer horizon 7" over
which the risk is evaluated. Intuitively, a longer evaluation horizon makes for a different problem,
and renders the rate comparison invalid.

A more sound comparison across regimes is possible by first normalizing the notion of perfor-
mance within a problem instance. To this end, we can consider the worst-case risk of learning from
trajectories relative to that of learning from independent examples in the same regime. Construct-
ing the latter baseline is somewhat subtle (cf. Section 3.2). To decorrelate the problem of learning
from trajectories while maintaining its temporal structure otherwise, we can imagine drawing from
its marginal distributions independently at each time step. The resulting dataset is independent,
but not identically distributed. Although the rates for the sequential and decorrelated regression
problems are—as already highlighted—remarkably the same under many trajectories, the few-
trajectory rate in Theorem 1.2 is indeed weaker than the ©(n/(mT)) rate that we prove for its
decorrelated baseline (cf. Theorem 5.7).

Since the more general Theorem 1.1 already describes what happens under many trajectories
(m 2 n) and a strict evaluation horizon (7" < T'), what remains is a somewhat niche regime: many
trajectories and an extended evaluation horizon 77 > T'. For completeness, our bounds supply the
following summary statement:

Theorem 1.3 (informal; error rate with many LDS trajectories). If m 2 n and covariate tra-
jectories are drawn from a linear dynamical system whose dynamics A are marginally unsta-
ble and diagonalizable, then the worst-case excess prediction risk (over evaluation horizon T')



for linear regression from m many trajectories of n-dimensional covariates, each of length T, is

O(n/(mT) - max{T"/T,1}).

Using the tools of our analysis, we also develop upper bounds for parameter error instead of
prediction risk, which inform recovery of the ground truth W, and (by reduction) of the dynamics
matrix A in LDS. The latter captures the linear system identification problem. Our upper bounds
improve on its worst-case guarantees by a factor of 1/T" where applicable, and extend the parameter
ranges in which guarantees hold at all.

2 Related work

Linear regression is a basic and well-studied problem. The two treatments most closely related to
our work are [HKZ14] and [Mou22|, who develop sharp finite-sample characterizations of the risk
of random design linear regression (i.e., from iid examples). Discussion and references therein cover
the broader problem over its long history.

A common approach to studying dependent covariates is to assume that the data-generating
process is ergodic (see e.g. [Yu94, Mei00, MRO08, SC09, MR10, DAJJ12, KM17, MSS17, Sha21] and
references therein). The key phenomenon at play is that N correlated examples are statistically
similar to N/Tmix independent examples, where Tix is the process mizing-time. Relying on this idea,
generalization bounds informing independent data can typically be ported to the ergodic setting,
where the effective sample size is simply “deflated” by a factor of mix. Since mixing-based bounds
become vacuous as Tmix — 00, they do not present an effective strategy for studying dynamics that
do not mix. A critical instance of this arises in linear dynamical systems: in LDS, the ergodicity
condition amounts to stability of the dynamics matrix A (i.e., p(A) < 1), where Tmix — 00 as
p(A) — 1 [e.g. MT93, Thm. 17.6.2]. Marginally unstable systems, in which p(A) = 1, are thus not
captured.

A recent line of work uncovers ways to sharpen generalization bounds based on the specific
structure of realizable least-squares regression problems over an ergodic trajectory. For realizable
linear regression with stationary covariates, results from [BJNT20] imply that, after the trajectory
length exceeds an initial burn-in time scaling as Tmixn, the minimax (excess) risk coincides with
the classic iid rates. Additionally, [ZT22] show that the empirical risk minimizer exhibits similar
behavior in realizable nonparametric regression problems, provided certain small-ball assumptions
of the underlying process hold. While these results sharpen our understanding of how the mixing
time Tmix affects regression risk bounds, they ultimately rely on ergodicity. Since learning from a
single trajectory is generally impossible without ergodicity, we are led to study other sequential
learning configurations. The two, however, are not mutually exclusive: our results actually apply
when mixing, and in fact show that the empirical risk minimizer is minimax optimal (after a burn-in
time scaling with the mixing time). This eschews the need for algorithmic modifications to learning
from mixing trajectory data [BJNT20]. We give details on this in Appendix B.7.

Non-temporal dependency structures. Covariates and responses can be inter-dependent in
many ways, not only via temporal structure. A recent resurgence of work investigates learning
under an Ising model structure over covariates [Brel5, DDDJ19, GM20, DDDK21]|, as well as over
responses [DDP19, DDD*21] (conditioned on the covariates). At a conceptual level, the extension
from a single temporally dependent trajectory to multiple trajectories is analogous to the extension



from single observations to Ising models with multiple independent observations. Incidentally, in
this area, investigations began by studying learning under multiple independent observations, and
progressed towards guarantees on learning from a single one. Relating these two data models—
trajectories and Ising grids—under intercompatible assumptions may reveal interesting connections
between these results.

System identification. A special case of our LDS-specific data model captures linear system
identification with full state observation: the task of recovering the dynamical system parameters
A from observations of trajectories. While classic results are asymptotic in nature (see e.g. [LW82,
LW83, Lju98|), recent work gives finite-sample guarantees for recovery of linear systems with fully
observed states [SMT*18, DMM™20, JP20, FTM18, SR19, JP19, TP21], and also partially observed
states (0019, SBR19, TP19, SRD21, ZL21]. The proof of our upper bounds builds on the “small-
ball” arguments from [SMT*18] (that, in turn, extend [Menl5, KM15]), which do not require
ergodicity.

To the best of our knowledge, our results are the first to quantify the trade-offs between few
long trajectories and many short trajectories. Nearly all finite-sample guarantees for linear system
identification consider a single trajectory, with a few notable exceptions. First, [DMM™20] allow for
m > 1 trajectories with fully observed states and make no assumptions on the dynamics matrix A.
However, their analysis discards all but the last state transition within a trajectory, reducing to iid
learning over only m examples. Second, [Z1.21, XCS22| study the recovery of Markov parameters
from partially observed states over many trajectories. However, their error bounds do not decrease
with longer training horizons T', since the number of Markov parameters one must recover scales
with the trajectory length. Third, [XGH™'21] consider multiple trajectories where the noise enters
multiplicatively instead of additively. Their main finite-sample parameter recovery result (Theorem
2) states that the operator norm of the parameter error scales as /71 /m, with the additional
restriction that T > n?. To achieve consistency, this result fixes the trajectory length T and
takes the trajectory count m — oo. By contrast, our analysis varies the two quantities 7' and
m independently. Finally, a line of work concurrent to ours investigates learning from multiple
sources of linear dynamical systems [CP22, MFTM?22]. This is a latent variable model, where
the underlying index of the LDS must be disambiguated from data. This model is more general
than the one studied in this paper, and specializing the corresponding results to our setup yields
sub-optimal bounds and unnecessary requirements. We discuss this in Section 5.2, after presenting
upper bounds in detail.

Furthermore, our LDS setup (Section 3.4) decouples the covariate dynamics model A from the
observation model W, , and our risk definition additionally allows for an arbitrary evaluation horizon
T'. The risk over an arbitrary evaluation horizon is harder to control than parameter error, which
corresponds to an evaluation length of one. This is because the larger signal-to-noise ratio accrued
by a less stable system magnifies the prediction error over the entire evaluation horizon. Although
the observation model that we consider is mentioned in [SMT 18], the general setup with matching
upper and lower bounds are all, to the best of our knowledge, new contributions.

A complementary line of work studies the problem of online sequence prediction in a no-regret
framework, where the baseline expert class comprises of trajectories generated by a linear dynam-
ical system [HSZ17, HLST18, GLS™20]. These results also allow for marginally unstable dynamics
but are otherwise not directly comparable. Other efforts look beyond linear systems to identify-
ing various non-linear classes, such as exponentially stable non-linear systems [SO20, FRS20] and



marginally unstable non-linear systems [JKNN21]. These results again learn from a single trajec-
tory. We believe that elements of our analysis can be ported over to offer many-trajectory bounds
for these particular classes of non-linear systems.

3 Problem formulation

Notation. The real eigenvalues of a Hermitian matrix M € C*** are Apa (M) = \(M) > ... >
Me(M) = Amin(M). For a square matrix M € CF*¥ M* denotes its conjugate transpose, and p(M)
denotes its spectral radius: p(M) = max{|\| | A is an eigenvalue of M }. The space of n X n real-
valued symmetric positive semidefinite (resp. positive definite) matrices is denoted SymZ, (resp.
SymZ;). The non-negative (resp. positive) orthant in R is denoted as RZ; (resp. RZ(), and S"*
denotes the unit sphere in R™. Finally, the set of positive integers is denoted by N...

3.1 Linear regression from sequences

Regression model. A covariate sequence is an indexed set {z;};>1 C R™. Any distribution P,

over covariate sequences is assumed to have bounded second moments, i.e., that E[z;2/] exists and

is finite for all ¢ > 1. Also for such a distribution P, let P¢[P,] be a distribution over observation
noise sequences {&}>1 C RP. Denoting by {F;}>0 the filtration with 7 = o({z;}i, {& i),
we assume that {&};>1 is a o¢-sub-Gaussian martingale difference sequence (MDS), i.e., for ¢t > 1:

E[{v,&) | Fi—1] =0, Elexp(A(v,&)) | Fi—1] < exp(>\2|]v||%a§/2) a.s. VA e R,v € RP.
Given a ground truth model W, € RP*™ define the observations (a.k.a. “responses” or “labels”):
ye=Were +&, t=1 (3.1)
Denote by szg [P, P¢] the joint distribution over covariates and their observations {(zs, y:)} 1.

Regression task. Fix a ground truth model W, € RP*™ a covariate distribution P,, an obser-
vation noise model Py, a training horizon 7', and a test horizon 7". Draw m independent sequences

{(xt ,yt )}ze t>1 from P« [P, P¢], and call their length-T prefixes {($t ,ygl))}l 14=1 the train-

ing examples. From these examples, the regression task is to find a hypothesis fm,T : R™ — RP that
matches ground truth predictions fyy, () := W,z in expectation over unseen trajectories of length
T’. Specifically, the excess risk of a hypothesis f is:

L(f;T'.P T,an xe) = fw. ()3 - (3:2)

We say that the evaluation horizon T” is strict if 7" < T and extended if T > T. When the
hypothesis class is linear, meaning the hypotheses f are of the form f (z) = Wa with W e RP*",
the risk expression (3.2) simplifies as follows. For a positive definite matrix ¥ € R™*", define the
weighted square norm || M||% := tr(MXMT) for M € RP*™. Denoting, for ¢t > 1

S(Py) = Ep [zx]],  Tu(Py):= %Z Y1(Ps), (3.3)



we overload notation and write:
LW T',Py) = [W = Willf,p,). (3.4)

The risk (3.2), being a notion of error averaged over time steps, relates to that of [ZSM22] in the
study of learning dynamics (the difference lies in whether the error norm is squared).

By allowing unequal training and test horizons T' # T’, we cover two related scenarios at
once: system identification in linear dynamical systems (when 7" = 1) and predicting past the
end of a sequence (when 77 > T). For the latter, the risk definition (3.2) is closely related
to a commonly studied notion of “final step” generalization (see e.g. [KM17, Eq. 5], [MSS17,
Def. 10]) that measures the performance of a hypothesis at 77 — T' time steps beyond the train-
ing horizon: Lenq(f;T',Ps) := Ep, [||f(z7) — fw, (z7)||3]. Linear hypotheses enjoy the identity
Lena(W; T, Py) = |W — W3, ., In turn:

Lena(W;T',Py) > L(W;T',Py) 2 Lena(W; | T'/2], Py).

In other words, provided the scale of the covariances ¥;(P,) does not grow substantially over time
t, our risk definition L is comparable to the final-step risk Leng.

Minimax risk. To compare the hardness of learning across problem classes (i.e., families of co-
variate distributions P,), we measure the minimaz rate of the risk L—i.e., the behavior of the best
estimator’s worst-case risk over valid problem instances—as a function of the amount of training
data m, T and other problem parameters such as n, p, o¢, and T’. Recall that PK; denotes the dis-
tribution over labeled trajectories {(x¢,y:)}+>1. For a collection of covariate sequence distributions
P, the minimax risk over problem instances consistent with P, is:

’. i @) , @D\ym,T .
ROm, T T5P2) = g stp sup B oo [ (MBUT iN ) TP ) 09

where the infimum ranges over estimators Alg : (R” x RP)™T — (R" — RP) that map training

samples to hypotheses, the supremum over Wy is over all p x n ground truth models, and the
supremum over P¢ is over all o¢-sub-Gaussian MDS processes determining the observation noise.

The ordinary least-squares estimator. Much like its classical role in iid learning, the ordinary
least-squares (OLS) estimator will be key to bounding the minimax risk (3.5) from above. We define
the OLS estimator to be the linear hypothesis Wy, 7 € RP*™ that satisfies:

m T
W € argmin Z ZHWng) - yt(l) [E (3.6)
WERPX™ i—1 t=1

For i = 1,...,m, let X(i)T € RT*" be the data matrix for the i-th trajectory (i.e., the t-th

m7
row of Xf,?T is a:y) for t = 1,...,T). Define erf)T € RT*P and ES@)T € RT*P analogously. Put
XmrT € R™T*" as the vertical concatenation of Xr(i)T, . ,anm:)p, and similarly for Y, r € R™T>p

and Z,, 1 € R™T*P_ Whenever X, has full column rank, then we can write W, r as:

m m

Winr = Yo 0 Xon 0 (X 0 X 1) (3.7)
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(a) The Seqg-LS problem (Problem 3.1): covari- (b) The corresponding baseline Ind-Seq-LS problem (Prob-

ates {x+} are drawn from a sequence distribu- lem 3.2): independent covariate-observation pairs {(z+,y:)} are
tion, and noisy observations {y.} are drawn con- drawn, each from the marginal distribution of the correspond-
ditioned on these covariates. ing t’th step in the Seq-LS problem.

Figure 2: Formulations of regression from sequential data, illustrated as graphical models. Specifically, these
graphs depict a simplified special case of our data model, in which the observations {y;} across time are
independent conditioned on the covariates {z;}. In our general definitions (Problem 3.1 and Problem 3.2),
the observations {y;} can be conditionally interdependent, via a martingale difference sequence on the
observation noise (Section 3.1).

3.2 Problem classes
We formalize linear regression from sequential data generally as follows:

Problem 3.1 (Seq-LS). Assume a covariate sequence distribution P, in the linear regression model
(3.1). Fiz an evaluation horizon T'. On input m labeled trajectories of length T drawn from this
(@) (i))}m,T

model, in the form of examples {(x;’,y; ') };21 11, output a hypothesis fm,T that minimizes excess

risk L(fo1;T', Py).

Our topmost goal is to study the effect of learning from sequentially dependent covariates in com-
parison with learning in the classical iid setup. Linear regression is well understood in the latter
setting. Focusing on well-specified linear regression further simplifies our presentation, allowing us
to isolate the effects of what interests us most—dependent covariates. Generalizing the supervision
aspect of Seqg-LS (say, to unrealizable and non-parametric regression, or to classification) is left to
future work. We return to discuss this in Section 9.

To study how dependent data affects learning, we need to establish an “independent data”
baseline. The natural comparison point for Seq-LS is to remove all correlations across time. Namely,
instead of drawing covariates sequentially from the distribution P,, consider learning separately
from the marginals of P, at each time step. The resulting decorrelated distribution generates
independent examples, but typically not iid ones. We formalize linear regression from independent
data generally as follows:

Problem 3.2 (Ind-Seq-LS). Fiz a sequence of distributions {Py}i>1. Consider their product over
time @¢>1Py+ as the covariate sequence distribution in the linear regression model (3.1). Fiz an
evaluation horizon T'. On input m labeled trajectories of length T drawn from this model, in the

form of examples {(xf),yﬁi))}g’;’ft:p output a hypothesis fo, 7 that minimizes L(fo.1; T', @151Pat)-

10



This Ind-Seg-LS problem generalizes the canonical iid learning setup slightly. Existing theory can
still characterize its minimax risk, provided the covariances of the distributions {P, .} are roughly
equal in scale across time t. However, this equal-scale requirement rules out the marginals of
interesting applications, such as dynamical systems that are not stable or ergodic. We therefore
extend, in later sections, characterizations of the regression risk to handle covariances that can
scale polynomially across time instead.

3.3 Problem separations

To set up a baseline for a Seq-LS problem, we will specifically instantiate Ind-Seg-LS over its
marginals. Namely, for a sequence distribution P, over {z;};>1, let us[P;] be the marginal dis-
tribution of x; at time ¢ > 1, and consider Ind-Seq-LS with covariates drawn from the sequence
{p¢[Pz]}i>1. Figure 2 illustrates such a Seq-LS problem and the corresponding Ind-Seq-LS instance
over its marginals.

This decorrelated baseline is a hypothetical benchmark: in a practical context, collecting in-
dependent marginal data, when nature only supplies its dependent form, can be expensive or
infeasible. However, we can expect that having such data on hand would make learning easier,
with risk rates that resemble iid learning. In what follows, we outline scenarios where a sequen-
tial learning problem and its decorrelated baseline coincide in difficulty, and others in which they
diverge. We then outline the possible assumptions that would allow us to always relate the two.

The iid special case. When T'= T" = 1, the example trajectories {x&l)}zﬁl are trivially a set of
iid covariates. The problems Seq-LS and Ind-Seq-LS thus coincide, and reduce to the well-specified
random design linear regression problem over m iid covariates. It is well-known that under iid data,
and mild regularity conditions, the minimax risk scales as agpn/m, and is achieved by the OLS
estimator [HKZ14, Mou22, Wail9).

Extending the horizon. Considering nontrivial horizons T' = T’ > 1, both Seq-LS and its
corresponding Ind-Seqg-LS baseline become more involved, but for different reasons.

The Ind-Seq-LS problem, as we show in Section 6, is not generally learnable with polynomially
many examples. Specifically, the minimax rate scales exponentially in the dimension n provided
the trajectory count m is constant. To address this, we will require that the covariances of its
constituent distributions {P,;} grow at most polynomially with time ¢. Under this constraint,
the problem’s minimax risk again scales as the iid-like rate agpn/ (mT) times, at most, a factor
determined exponentially by the covariance growth.

The Seq-LS problem inherits the same growth limitation. Even then, it is still not generally
learnable without further assumptions on the dependence structure of covariates: the minimax risk
is otherwise bounded away from zero as the horizon T tends to infinity, provided the trajectory
count m is constant. To realize this, consider x; ~ N(0,I,,) and x; = x4 for t > 2, a sequence of
identical covariates whose marginals are all independent Gaussians. The resulting dataset presents
an underdetermined regression problem if m < n. In essence, its covariates lack sufficient “excita-
tion” across time. To rein Seq-LS back in to the realm of learnability, one must:

(a) make further modeling assumptions about covariates, or

(b) introduce excitation via independent resets.
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For (a), as detailed in Section 2, the most common modeling assumption considers sequences
that mix rapidly to a stationary distribution. Another avenue—recently active in the literature,
and sometimes overlapping with the mixing approach—considers sequences generated by linear
dynamical systems. Among these two, mixing implies risk bounds that tend to zero with T', but
only hold in the worst case after a burn-in time that scales proportionally to the mixing time
[BJN'20]. This prevents a characterization of minimax risk uniformly across the full range of
problem instances P, that mix, unless one caps the mixing time to a fixed constant. Narrowing
instead to LDS models in the sequel, we manage to succinctly carve out a basic problem family,
with unbounded mixing time, and to characterize its minimax risk uniformly. One still pays a
price for sequential dependency, as this minimax risk turns out to be larger than its Ind-Seq-LS
counterpart by a factor of the dimension n.

Turning in addition to (b), by introducing (sufficiently many) resets, we can expand our data
model substantially: we manage to lift most of our LDS assumptions and extend to other dynamical
systems. Remarkably, we even show that for any controllable LDS—including ones that are unstable
and hence grow exponentially in time—having sufficiently many resets guarantees that the risk
exhibits, once again, the iid-like behavior of agpn/ (mT'), up to mere constants.

3.4 Linear dynamical trajectories

Fix a dynamics matric A € R™™ and a control matriz B € R™*? Consider the n-dimensional
trajectory {x;};>1 defined by the linear dynamical system:

xy = Axy_1 + Bwy, where wy ~ N(0,1y), fort > 1, (3.8)

taking xyp = 0 by convention. We assume that the noise process {w;};>1 is independent across
time, i.e., that wy L wy whenever t # t'. Overloading notation, let the matrix (A, B) =

’,;;10 A*BBT(A*)T denote the covariance of x;, and let the matrix I';(A, B) := %22:1 Yr(A, B)
denote the average covariance. Denote by Pf’B the distribution over the trajectory {z;};>1, and

let {xii)}gl for i > 1 denote independent draws from P4, When B = I,,, we use the respective
shorthand notation ¥(A), T'4(A), and P,

Modeling regression covariates as linear dynamical trajectories gives us the LDS-LS problem, a
specialization of Seq-LS (Problem 3.1):

Problem 3.3 (LDS-LS). Assume a dynamics matriz A € R™¥", a control matriz B € R™*? and a
corresponding linear dynamical covariate distribution P?’B in the linear regression model (3.1). Fiz
an evaluation horizon T'. On input m labeled trajectories of length T, drawn from this model, in the
form of examples {(:cf), ygi))}zi’ft:l, output a hypothesis fmj that minimizes L(fm,T;T’, Pf’B).

Let Pf”tB be the marginal distribution of x; under Pf’B at each ¢ > 1. The natural decor-
related baseline for LDS-LS is a corresponding specialization of Ind-Seq-LS (Problem 3.2) to LDS
trajectories:

Problem 3.4 (Ind-LDS-LS). Assume a dynamics matriz A € R"*", a control matriz B € R™%,
and a corresponding trajectory distribution Pf’B. Consider covariates drawn independently from its
marginals, i.e., assume the linear regression model (3.1) under the covariate sequence distribution
Rt>1 Pf”tB. Fiz an evaluation horizon T'. On input m labeled trajectories of length T, drawn from

this model, in the form of examples {(xf),y,fi))}?i’ft:p output a hypothesis fm;r that minimizes

L(fmr; T, ®t>lpﬁ,’tB)-
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Learning dynamical systems. LDS-LS generalizes linear system identification, the problem of

recovering the dynamics A from data. The reduction follows by setting W, = A and §tl Bw§ le,
(4) (1)

so that y,” = x;/;. Note that when B has full row rank, the squared parameter error in the
weighted BBT norm ||-||ggr is simply the risk L(A;T’, P2""®) when T’ = 1. Recent related work
typically assumes that B indeed has full row rank, but in later sections we touch on the more general
case where this is not required, so long as the pair (A4, B) is controllable. Bounds in operator norm
are also easily obtainable from our proof techniques. However, our lower bounds will not inform
the system identification problem specifically; our hardness results rely on decoupling Wy from A

(4)

and §,Ei) from w;;, whereas this reduction naturally ties them.

4 Trajectory small-ball definition and examples

We establish risk upper bounds by studying the behavior of the ordinary least-squares estima-
tor. The key technical definition that drives the analysis is a “small-ball” condition on covariate
sequences:

Definition 4.1 (Trajectory small-ball (TrajSB)). Fiz a trajectory length T € N4, a parameter
ke {1,...,T}, positive definite matrices {\I/]}JLZ/lkJ C Sym%,, and constants csp > 1, o € (0,1].
The distribution P, satisfies the (T k, {\I/]}]Lz/lkJ , Csb, @) -trajectory-small-ball (TrajSB) condition if:

oy Sd W < T (Py),

2. {x}i>1 is adapted to a filtration {Fi}i>1, and
3. for allv e R"\ {0}, j€{1,...,|T/k|} and € > O:
ik

1
Pizinp, z Z <v,mt>2<5-vT\Ifjv Fli—k ¢ < (cspe)” a.s. (4.1)
t=(j—1)k+1

Above, Fy is understood to be the minimal o-algebra. Additionally, the distribution P, satisfies
the (T, k, VU, csp, )-TrajSB condition if it satisfies (T, k, {\I/j}]Lz/lkJ,csb,a)—ijSB with ¥; = .
Finally, we call the parameter k the excitation window.

In Definition 4.1, we typically consider the matrices ¥; to be the Sharpest almost-sure lower
bound that we can specify (in the Loewner order) on the quantity E[} Zt_ G-kt zex! | Fiokl-
Section 4.1 lists examples of covariate sequence distributions P, that satisfy the TrajSB condition.

Definition 4.1 draws inspiration from the block martingale small-ball condition from [SMT*18].
There are two main differences: (a) we consider the small-ball probability of the entire block

Z (- 1)k +1<v, 74)? at once, instead of the average of small-ball probabilities:

ik
1 : 2 T
% Z P{(v,mt> <e-v Y | .F(j,l)k} ,
t=(j—1)k+1

and (b) equation (4.1) is required to hold at all scales £ > 0, instead of at a single resolution. We
need the first modification (a) to prove optimal rates under many trajectories without assuming
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stability or ergodicity. Furthermore, condition (4.1) is implied by a bound on the average of small-
ball probabilities (Proposition 4.2). We need the second modification (b) in order to bound the
expected value of the OLS risk. Under weaker conditions, we would only have risk bounds that
hold with high probability, as detailed in the following remark:

Remark 4.1. In Appendix B.7, we consider the following modification to Definition 4.1, where
we instead suppose that (4.1) holds for some fixed £ (such that the inequality’s right-hand side
is strictly less than one), rather than for all e; we refer to this modification as weak trajectory
small-ball (Definition B.1). As described above, a consequence of the weak trajectory small-ball
condition is that the main OLS risk bounds now hold with high probability (i.e., polylogarithmic
in 1/9) rather than in expectation (Lemma B.23).! A key upshot (Proposition B.24), however, is
that this change allows for an ergodic covariate sequence with ¢-mixing time bounded by Tmix to be
considered (weak) trajectory small-ball (with excitation window k =< Tmix), provided the stationary
distribution p satisfies a standard (weak) small-ball condition [Men15, KM15, Olil6]:

sup P, {(v,7)? <e-E,[(v,2)?]} <1 for some £ > 0.
vesn—1

This in turn yields upper bounds for Seq-LS in the few trajectories (m < n) regime of the following
form: if mT = Q(7mixn), then

. ~ n

L(Wm,T;Ta Px) < (@] (02%) 5
with high probability. This statement generalizes the risk bound for a single ergodic trajectory
from [BJN'20, Theorem 1] to the ordinary least-squares estimator (3.6). We can interpret the
condition on mT as a “burn-in time” requirement. Meanwhile, at least in the single-trajectory
(m = 1) setting, [BJNT20, Theorem 9] tells us that that such a burn-in assumption (7" 2 Tmixn) is
necessary for a non-trivial risk guarantee.

4.1 Examples of trajectory small-ball distributions

We now turn to specific examples of distributions P, which satisfy the trajectory small-ball condi-
tion. First is the example introduced in Section 3.3, where z; is drawn from a multivariate Gaussian
and subsequently copied as x; = x¢_1 for all ¢t > 2:

Example 4.1 (Copies of a Gaussian draw). Let ¥ € SymZ,, and let P, denote the process xi ~
N(0,%) and ¢ = x4—1 fort > 2. Fiz any T € N4. Then P, satisfies the (T, T,Z‘,e,%)—ijSB
condition.

Note that this process only satisfies the trajectory small-ball condition with excitation window
k = T. In other words, the conditional distribution z;yj | ¢ for k£ > 1 (a Dirac distribution on )
contains no excitation as needed for learning. This example can actually be generalized to arbitrary
Gaussian processes indexed by time:

'Such a high probability bound does not, in turn, imply a bound on the expected risk via integration over the
tail. The reason is that the high probability bound (Lemma B.23) requires that the number of data points mT" grow
as log(1/0), where § is the failure probability.
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Example 4.2 (Gaussian processes). Let P, be a Gaussian process indezed by time, i.e., for every
finite index set I C Ny, the collection of random variables (x4)ier is jointly Gaussian. Let Tyy :=
inf{t € Ny | det(E[x;2z]]) # 0}, and suppose Tpnq is finite. Fiz a T € Ny satisfying T > Tnq. Then
P, satisfies the (T, T,T1(Py;), 2e, %)-ijSB condition.

Our next example involves independent, but not identically distributed, covariates:

Example 4.3 (Independent Gaussians). Let {3;};>1 C Sym¥, and let P, = @1 N(0,%;). Fiz a
T € Ni. Then P, satisfies the (T,1,{%;}1 1, e, %)-ijSB condition.

Example 4.3 allows us to select k = 1, reflecting the independence of the covariates across time.
We can also craft an example around a process that does not mix, but that still exhibits an
excitation window of k = 2:

Example 4.4 (Alternating halfspaces). Suppose that n > 4 is even, and let uy,...,u, be a fived
orthonormal basis of R". Put Uy = span(ui,...,uy ) and Uy = span(uy/o41,---,un). Let iy ~
Bern(%), i¢r1 = 4¢ mod 2 fort € Ny, and let P, denote the process with conditional distribution
xy | i¢ uniform over the spherical measure on U;, N S*=L. For any T > 2, the process P, satisfies
the (T,2,1,/(2n), e, 3)-TrajSB condition.

To see that the covariate distribution {z;} does not mix, observe that the marginal distribution
for all ¢ is uniform on S"~!, whereas the conditional distribution z;,, | 2; for any k& € N, is either
uniform on Uy N S"~! or uniform on U; N S”~!. Although it does not mix at all, the trajectory
supplies ample excitation for learning in any mere two steps.

Even for a process that does mix, it may exhibit an excitation window far smaller than its
mixing time. The following sets up such an example, where again where sufficient excitation is
provided with k = 2 steps:

Example 4.5 (Normal subspaces). Suppose thatn > 3. Letuy,...,u, be a fixed orthonormal basis
in R™, and let U-; := span({u;};»;) fori € {1,...,n}. Consider the Markov chain {it};>1 defined
by i1 ~ Unif({1,...,n}), and i441 | i ~ Unif({1,...,n} \ {i}). Let P, denote the process with
conditional distribution x; | iy uniform over the spherical measure on U-;, NS"~L. For any T > 2,
the process P, satisfies the (T,2,1,/(4n — 4), e, 3)-TrajSB condition.

In this example, a straightforward computation (detailed in Proposition B.11) shows that the mixing
time Tmix(€) of the Markov chain {i;};>1 scales as log,,(1/¢).? In most analyses which rely on mixing
time arguments, one requires that the mixing time resolution € tends to zero as either the amount
of data and/or probability of success increases; as a concrete example, [DAJJ12, Eq. 3.2] suggests
toset e =1/ VT, where T is the number of samples drawn from the underlying distribution. On
the other hand, the trajectory small-ball condition in Example 4.5 holds with a short excitation
window of length & = 2, independently of T

Next we consider linear dynamical systems. As setup, we first define the notion of controllability
for a pair of dynamics matrices (A, B):

2For concreteness, given a discrete-time Markov chain over a finite state-space S with transition matrix P and
stationary distribution 7, we define the mixing time as: Tmix(¢) := inf{k € N [ sup,,cps) |uP* —7||sv < €}. Here, P(S)
denotes the set of all probability distributions over S, and ||-||tv denotes the total variation norm over distributions.
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Definition 4.2 (Controllability). Let (A, B) be a pair of matrices with A € R™™ and B € R™.
For k € {1,...,n}, we say that (A, B) is k-step controllable if the matriz:

(B AB A?B ... AF1B] e R™HM
has full row rank.

The classical definition of controllability in linear systems [cf. Rug96, Chapter 25] is equivalent
to n-step controllability. Definition 4.2 allows the system to be controllable in fewer than n steps.
Also note that k is restricted to {1,...,n}, since if a system is not n-step controllable, it will not
be n'-step controllable for any n’ > n (by the Cayley-Hamilton theorem). A few special cases of
interest to note are as follows. If B has rank n, then (A, B) is trivially one-step controllable for any
A. On the other hand, if (A4, B) are in canonical controllable form (i.e., A is the companion matrix
associated with the polynomial p(z) = ag + a1z +--- + ap—12""1 4+ z" and B is the n-th standard
basis vector), then (A, B) is n-step controllable. The latter corresponds directly to the state-space
representation of autoregressive processes of order n, e.g. AR(n).

Example 4.6 (Linear dynamical systems). Let (A, B) with A € R™*" and B € R™*% be kc-step-
controllable (Definition 4.2). Let PP be the linear dynamical system defined in (3.8). Fiz any
T,k € Ny satisfying T > k > kc. Then, paB satisfies the (T, k, Tk (A, B),e, %)-ijSB condition.

In all of the examples so far, the time-t marginal distribution of covariates x; has either been a
multivariate Gaussian or a spherical measure. To underscore the generality of the small-ball method,
we can create additional examples where this is not the case. In what follows, we consider Volterra
series [MS00], which generalize the classical Taylor series to causal sequences. Analogous to how
polynomials can approximate continuous functions arbitrarily well on a compact set, Volterra series
can approximate signals that depend continuously (and solely) on their history over a bounded set
of inputs [cf. Rug81, Section 1.5].

Example 4.7 (Degree-D Volterra series). Fiz a D € Ni. Let {Cz(ff?,id}ih...,ideN forde{l,...,D}

and £ € {1,...,n} denote arbitrary rank-d arrays. Let {wg)}t}o be iid N(0,1) random variables
fort e {1,...,n}. Consider the process P, where fort > 1, the {-th coordinate of xy, denoted (x¢)g,
18:

D t-1 d
dt ¢
(@e=>" > e, [ w1 (4.2)
d=11i1,....ig=0 d'=1
Let Thq := inf{t € Ny | det(I'+(Pz)) # 0}, and suppose Tnq is finite. There is a constant cp > 0,
depending only on D, such that for any T > Tyq, Py satisfies the (T,T,I'r(P),cp,1/(2D))-TrajSB
condition.

The main idea behind Example 4.7 is that, while x; is certainly not Gaussian, the quadratic
form ZtT:l(v,xt)2 is a degree at most 2D polynomial in {wt@ ;‘F:_Ol. It will hence exhibit anti-
concentration, according to a landmark result from [CWO01]. The same result actually provides an
immediate extension of this example—as well as the previous examples—to noise distributions with
log-concave densities, such as Laplace or uniform noise.

We next present a special case of the Volterra series, where we can choose the excitation window
k in the small-ball definition strictly between the endpoints 1 and 7. To set up, a few more

definitions are needed:
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Definition 4.3. Fiz an integer d € Ny. A rank-d array of coefficients {c;, . i, }ii...izen s called:

(a) symmetric if ¢;, . ig) for any permutation 7 of indices iy,...,iq € N,

Jdd = ch'(’L’l,...,
(b) traceless if ¢; .. ;=0 for alli € N, and
(c) non-degenerate if there exists an kng € Ny such that the following set is non-empty:

{(il, .. .,id) | Ci,...iq 75 O,il, eyl € {0 nd 1}}

The smallest kng such that {c;, . i,} is the non-degeneracy index.

-----

Example 4.8 (Degree-2 Volterra series). Consider the following process P,. Let {Cg?}id?o for

te{l,...,n} be symmetric, traceless, non-degenerate arrays (Definition 4.3). Let {wge)}@g be iid
N(0,1) random variables for ¢ € {1,...,n}. Fort > 1, the {-th coordinate of x;, denoted (x¢)¢, is:

t—1 t—1 © o
{4 £)
Zcz]wt i—1W— J—1 (43)
=0 j=1
Let kng € N denote the smallest non-degeneracy index for all n arrays. There is a universal positive
constant ¢ such that for any T and k satisfying T > k > kng, Py satisfies the (T, k,Tx(Ps),c, i)—
TrajSB condition.

The assumptions pulled in from Definition 4.3 help simplify the construction of an almost
sure lower bound for conditional covariances E[} Zii(j_l)k 1 x| F(j—1)kl, to establish that
Example 4.8 satisfies the trajectory small-ball condition. We believe that generalizations to higher
degree Volterra series with k strictly between 1 and T are possible by more involved calculations.

Of course, many other examples are possible. To help in recognizing them, the following state-
ment shows that condition (4.1) in the trajectory small-ball definition can be verified by separately
establishing small-ball probabilities for the conditional distributions:

Proposition 4.2 (Average small-ball implies trajectory small-ball). Fiz T'€ N, k € {1,...,T},
{¥; }LT/k‘J C Sym%,, and a, 5 € (0,1). Let P, be a covariate distribution, with {x+}+>1 adapted to
a ﬁltmtzon {Fi}i=1. Suppose for allv € R"\ {0} and j € {1,...,|T/k|}:

ik
1 J
z Z Py~p, {(v,xt)2 <a-v W ‘ }—(j—l)k} < B as, (4.4)
t=(j—1)k+1

where Fy is the minimal o-algebra. Then, for all v € R™\ {0}, j € {1,...,|T/k]|}, and e € (0, )

ik
13 8
Pioy~p, % g (,z)? < e v W Fli—1)k ¢ S 1 —c/a a.s. (4.5)
t=(j—1)k+1

An immediate corollary of Proposition 4.2 is the following: suppose that for all v € R™ \ {0},
je{l,...,|[T/k|}, and € > 0,
1 X 2 T @
Z Z PP, {(v,xt) <e- v Yo ’ ]:(j_l)k} < (cspe)® aus. (4.6)
t=(j—1)k+1

17



Then, the (T, k, {\I'j}]Lz/lkJ,21+1/°‘csb,a)—TrajSB condition holds. Equation (4.6) can be easier to
verify than (4.1), since the former allows one to reason about each conditional distribution individ-
ually, whereas the latter requires reasoning about the entire excitation window altogether.

The following two sections present upper and lower bounds for learning from trajectories, in-
volving various instances of the trajectory small-ball assumption where applicable. All main results
are summarized in Table 1.

5 Risk upper bounds

The trajectory small-ball definition allows us to carve out conditions for learnability. A key quantity
for what follows is the minimum eigenvalue of the ratio of two positive definite matrices:

AMA, B) := Amin(B™Y24B7Y/%), A, B € Sym”,. (5.1)
Our various upper bounds statements build on the following general lemma:

Lemma 5.1 (General OLS upper bound). There are universal positive constants ¢y and ¢y such that
the following holds. Suppose that P, satisfies the (T, k,{¥; }LT k] , Csb, @) -TrajSB condition (Defini-

tion 4.1). Put S := |T/k| and I'r :=I'p(P,). Fiz any L € Sym? satisfying 4 ZS <L <xTp,

and let p({¥; }] 1,L) denote the geometric mean of the minimum eigenvalues {)\(\IIJ,F)}] 1, G-€.,
5 1/8
j=1
Suppose that:
mT _ ¢ max{e, csp }
nz2 ——=—log : 5.3
kn =« <a>\(F, Lr)p({¥;}5. 1) (53)
Then, for any I € SymZ:
APSATIE o og | el o) (5.0
mT — /] < crespo? (5.
o ¢ mTaAL,T)p({ ¥}, ) oL, Tr)p({ ¥}, T)

The proof of Lemma 5.1 blends ideas from the analysis of random design linear regression
[HKZ14, Olil6, Mou22] with techniques from linear system identification with full state observa-
tion [SMT*18, SR19, FTM18, DMM™20]. Note that Lemma 5.1 makes no explicit assumptions on
the ergodicity of the process P,. The role of P, is instead succinctly captured by the trajectory
small-ball condition, together with the minimum eigenvalue quantities that appear in the bound.
The proof of Lemma 5.1 also yields, with some straightforward modifications, bounds on the risk
that hold with high probability; we only present bounds in expectation for simplicity. Finally, if
the square norm || X |3, is defined to be Apax (XM X T) instead of tr(XMXT), then (5.4) holds with
the expression p + n replacing pn in the numerator.

As long as the process P, satisfies the trajectory small-ball condition with excitation window
k =T, Lemma 5.1 (with ¥; = = I'p(P,)) immediately yields the following result for learning
from many trajectories in the Seq-LS problem:
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H Problem Many? Upper Lower Assumptions H

Seq-LS Y 2 v TrajSB®

Seq-LS N I e~ T/ (Tmixn) 4 = Ergodicity of covariates®

LDS-LS Y Pl v ke-step controllability(®)

LDS-LS N vE TZL; e 2; Marginal stability, etc.(d)
Ind-Seq-LS N I v Small-ball, poly variance growth(®)
Ind-LDS-LS N v 22 . Diagonalizable(®
LDS-SyslD Y T - Same as LDS-LS (Y)®)
LDS-SyslD N v 5 Same as LDS-LS (N)™

Table 1: Summary of main results presented in Section 5 and Section 6. All upper/lower bounds shown
suppress constant and polylogarithmic factors. The Many? column indicates whether the bounds apply in
the many trajectories regime (Y) where m 2 n, or the few trajectories regime (N) where m < n. A checkmark
(v') in the Lower column indicates that the lower bound matches the upper bound, up to polylogarithmic
factors. The LDS-SysID problem is classic linear system identification: recover the unknown dynamics matrix
A from linear dynamical trajectories, with error measured in squared Frobenius norm (see Equation (3.8)
and the discussion at the end of Section 3.4). Elaborations on assumptions:

()

(b)

(c)

(d)

(e)

(f)

(2)
(h)

Upper bound follows from Theorem 5.2, treating as O(1) all constants related to trajectory small-ball
(Definition 4.1). Lower bound follows from iid linear regression being a special case.

Upper bound follows from combining (i) Lemma B.23, a general OLS high probability upper bound
that utilizes a simple modification (Definition B.1) to our trajectory small-ball definition, with (ii)
Proposition B.24, which shows that a ¢-mixing (Definition B.2) covariate process (where the marginal
distributions also fulfill a weak small-ball condition (B.29)) satisfies our modified trajectory small-ball
condition. The upper bound holds in high probability instead of in expectation, and requires a burn-in
time that satisfies T 2 Tmixn log(1/0), where ¢ denotes the failure probability. The lower bound is
from [BJNT20, Theorems 1 and 3], and holds for the single trajectory (m = 1).

Upper bound follows from Theorem 5.5; see Definition 4.2 for definition of k.-step controllability.
Lower bound follows again from iid linear regression being a special case.

Upper bound follows from Theorem 5.6, under Assumption 5.1 (marginal stability), Assumption 5.2
(diagonalizability), and Assumption 5.3 (one-step controllability). The condition number of the di-
agonalizing factor is denoted by ~ (Definition 5.1). Lower bound follows from Theorem 6.3, and is
realized by a decoupled noise sequence (Definition 7.1).

Upper bound follows from Theorem 5.3, treating as O(1) constants relating to small-ball (Equa-
tion (5.7)) and variance growth (Equation (5.8)). The necessity of the variance growth condition is
shown in Theorem 6.2. Note that in the many trajectories regime, the Seq-LS upper bound applies.
Lower bound again follows from iid linear regression.

Upper bound follows from Theorem 5.7;  is the condition number of the diagonalizing factor (Defi-
nition 5.1). Lower bound again follows from iid linear regression.

Upper bound follows from Theorem 5.4; I'r is the T-step average covariance matrix (Equation (3.3)).

Upper bound follows from Theorem 5.8; 7 is the condition number of the diagonalizing factor (Def-
inition 5.1), and T',7/,, is the mT/n-step average covariance matrix (Equation (3.3)). Lower bound
applies to the single trajectory (m = 1) setting and follows from [SMT*18, Theorem 2.3]. (Techni-
cally, their bound applies to the operator, instead of Frobenius norm, but the proof can be adjusted to
apply.) Specializing the upper bound to one trajectory (m = 1), drawn from the lower bound’s hard
instance, implies a gap of n3/T? (upper) versus n?/T? (lower) as noted in [SMT*18, Section 2.2].
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Theorem 5.2 (Upper bound for Seq-LS, many trajectories). There are univeral positive constants
co and c1 such that the following holds. Suppose that P, satisfies the trajectory small-ball condition
(Definition 4.1) with parameters (T,T,I'r(Py), csp, ). If:

con max{e, c
n>2, m>010g<{’sb}>,
o o

then, for any I'" € SymZ;:

Bl = Wolp] € cxcao - o oy (M), (55)

This result provides the upper bound for the summary statement Theorem 1.1. To interpret
the bound (5.5), suppose that cg, and « are universal constants. Then, the requirement on m
simplifies to m 2 n. Under any strict evaluation horizon T < T, taking IV = I';v(P,), the risk
E[L(Wy,7; T, P,)] scales as U?pn/ (mT'). The lower bound for Theorem 1.1 follows from the fact
that iid linear regression is a special case of Seg-LS.

Meanwhile, to obtain guarantees for parameter recovery, consider taking IV = I,,. Then The-
orem 5.2 implies that the parameter error E[||W,.r — W,||%] scales as Jgpn/[mT - Amin (7 (P2))].
Note that operator norm bounds on parameters also hold, with the expression p 4+ n replacing pn
in the bound.

Lemma 5.1 also yields a bound for Ind-Seq-LS, assuming polynomial growth of the time-t co-
variances X (3.3). To state the result, let ¢ : [1,00) x [0,00) — [1,00) be defined as:

b(a,z) = {1 ifz<l, (5.6)

ar otherwise.

Note that 1 < ¢(a,z) < max{ax,1}.

Theorem 5.3 (Upper bound for Ind-Seq-LS). There are universal positive constants ¢y and ¢y such
that the following holds. Fix any sequence of distributions {Pyt}i>1, and let ¥y := Eqynp, [zsx] ]
fort € Ny. Suppose there exists csp, > 0 and « € (0,1] such that for all v € R™\ {0}, € > 0 and
teNg:

]P)xtNPI,z {<U7xt>2 <e- UTEtU} < (csbg)a‘ (57)

Furthermore, suppose there exists a cg > 1 and B > 0 such that for all s,t € Ny satisfying s < t:

1

SYONGA) < cp(t)s)P. (5.8)

1If:
con max{e, csp }C3
n=2 ml'>z2—|(B+log| ————] |,
« «
then, for Py = ®¢>1Pg4:

E[L(Wm,T§ Tlv Pa:)] < Clcsbagcﬂeﬁ ’ % ¢ (Cﬂ(ﬂ +1), (T//T)5> |:B + log (

m

max{eo,écsb}cﬁ ) Lg)
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Consider specializing Theorem 5.3 to the case when ¥; = ¥ for all £ € N;. Doing so yields
random design linear regression from m7T' covariates drawn iid from P, ;. The growth condition
(5.8) is trivially satisfied with c3 = 1 and f = 0. The small-ball assumption (5.7) simplifies
to Pyop, {|(v,21)| < ellv)ls} < (y/Cpe)?® for all v # 0 and £ > 0, which matches [Mou22,
Assumption 1] up to a minor redefinition of the constants cgp, . Treating cg, and « as constants,
the conclusion of Theorem 5.3 in this setting is that E[||Wy.r — Wil%] < Jgpn/(mT) as long as
n > 2 and mT 2 n, which recovers [Mou22, Proposition 2.

On the other hand, Theorem 5.3 does not require that the covariates are drawn iid from the same
distribution, allowing the time-t covariances ¥; to grow polynomially. As an example, suppose that
3t = tP-1,, for some B > 0. In this case, 1/A(X;, %) = (t/s)”, so we can take cg = 1 in (5.8). Again
treating cgp and « as constants and taking T" < T, we have E[L(W,,7; T, P,)] < O'?BGB -pn/(mT)
as long as mT 2 pn. If § is also considered a constant, then we further have the risk bound
E[L(Wynr; T', P2)] < agpn/ (mT'). This matches the minimax rate for iid linear regression.

It is natural to ask if the covariance growth condition (5.8) is needed under strict evaluation
horizons 77 < T.3 In Section 6, we show that if the covariances are set to ¥; = 2¢ - I, and
Pyt = N(0,%;) (satisfying (5.7)), then the minimax risk R(m, T, T; {®¢>1P4+}) must scale at least
gen/m /T whenever m < n, for some positive constant c. Sub-exponential growth rates are therefore
necessary for polynomial sample complexity. Determining the optimal dependence of § in (5.9) is
left to future work.

Note that Theorem 5.3 is most interesting either when trajectories are few (m < n) or evalua-
tions are extended (77 > T'). When m 2 n and T’ < T, one can usually apply Theorem 5.2 with
I =T7/(P,) instead, and avoid placing any requirements on the growth of covariances.

Considering any of the small-ball examples in Section 4.1, recall that when the excitation window
k and the horizon T are equal, Theorem 5.2 provides an upper bound on the risk of OLS estimation
for the corresponding Seq-LS problem. Specifically, for Example 4.1 and Example 4.6 with k = T, if
T" =T and trajectories are abundant (m 2 n), then the OLS estimator’s rate agpn/(mT) matches
its behavior in iid linear regression. Meanwhile, for the degree-D Volterra series (Example 4.7), we
require that m 2 ¢p - n, and the OLS risk bound scales as agc’D -pn/(mT), for constants cp and
¢\, that only depend on D.

In order to cover scenarios in which trajectories may be relatively scarce, namely m < n, we need
additional structure. More technically, when the small-ball condition is satisfied with & < T, one
needs to further control the various eigenvalues that appear in Lemma 5.1 in order to bound the risk
of OLS. Specifically for Ind-Seg-LS, a covariate growth assumption suffices: Example 4.3 combined
with Theorem 5.3 yields an OLS risk bound. Furthermore, both Example 4.4 and Example 4.5 can
be immediately combined with Lemma 5.1, since the matrices ¥; in these examples are bounded
above and below by I'r(P;) up to universal constant factors. But arbitrarily large risk can still be
realized in the general Seq-LS problem, even when the trajectory small-ball condition is satisfied.
To study the behavior of OLS across all regimes of trajectory count m, example dimensions p and n,
and trajectory lengths T and T”, we focus specifically on linear dynamical systems and the LDS-LS
problem for our remaining upper bounds.

3Some regularity is needed when under extended evaluations 7" > T, otherwise the risk could be arbitrarily large.
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5.1 Upper bounds for linear dynamical system

In this section, we focus exclusively on dynamics Pf’B described by a linear dynamical system
(3.8). As discussed previously, in order to apply Lemma 5.1 in the few trajectories regime when
m < n (or when m > n and T" > T), we must (a) show that the process Pi” satisfies the
trajectory small-ball condition, and (b) bound the various eigenvalues which appear in Lemma 5.1.
Example 4.6 establishes that P28 satisfies the (T, k,Tr(A, B),e, %)—TrajSB condition, as long as
(A, B) is kc-step controllable and k > k., thus taking care of (a). To handle (b), we introduce
additional assumptions on the dynamics matrices (A, B):

Assumption 5.1 (Marginal instability). The dynamics matriz A in LDS-LS is marginally unstable.
That is, p(A) < 1, where p(A) denotes the spectral radius of A.

Assumption 5.2 (Diagonalizability). The dynamics matriz A in LDS-LS is complex diagonalizable
as A = SDS™, where S € C™" is invertible and D € C™" is a diagonal matriz comprising the
eigenvalues of A.

Assumption 5.3 (One-step controllability). The control matriz B in LDS-LS has full row rank,
i.e., rank(B) = n. Equivalently, the pair (A, B) is one-step controllable (Definition 4.2).

Assumption 5.1 is fairly standard in the literature. Going beyond the regime p(A) = 1 + ¢,
where ¢ < 1/T, requires additional technical assumptions on the dynamics matrix A that we choose
to avoid in the interest of simplicity; the OLS estimator is in general not a consistent estimator
when p(A) > 1 and m = 1 (cf. [PM13, SR19]). The condition p(A4) < 1 is often referred to as
marginal stability in other work. We choose to call it marginally unstable instead, to emphasize
the fact that such systems, namely at p(A) = 1, may not be ergodic and that the state can grow
unbounded (e.g. have magnitude roughly " at time ¢).

Diagonalizability (Assumption 5.2) is less standard in the literature. We use it together with
Assumption 5.1 and Assumption 5.3 to establish that A(k,t; A, B) := A(Tx(A, B),T+(A, B)) 2 c-k/t
whenever k& < ¢, where ¢ is a constant that depends only on A and B (and not k and t). In
previous work on linear system identification, the term A(k, t; A, B) only appears under a logarithm,
and so coarser analyses in the general case can still establish polynomial rates (cf. [SMTT18,
Proposition A.1] and [SR19, Proposition 7.6]).* However, by allowing for evaluation lengths 7" > 1,
the dependence on A(k,t; A, B) is no longer entirely confined under a logarithm (cf. Lemma 5.1).
A sharp characterization is hence critical for deriving optimal rates. In Appendix A, we conjecture
the correct scaling of A(k,t; A, B) as a function of the ratio k/t and the largest Jordan block size
of A, based on numerical simulation.

One-step controllability (Assumption 5.3) is also an assumption commonly made in linear sys-
tem identification. It is clear that some form of controllability is needed, otherwise learning may
be impossible (e.g. consider the extreme case of B = 0). General multi-step controllability does
not suffice either: [TP21, Theorem 2] show that under a single trajectory (m = 1), n-step control-
lability (where n remains the state dimension) does not ensure finite risk, and even a more robust
controllability definition [TP21, Definition 3] cannot ensure risk bounds better than exponential in
the dimension n. Considering these barriers, we simply choose to rely on one-step controllability
in the few-trajectory setting (m < n).

Finally, we introduce a condition number quantity that will feature commonly in our bounds:

“Note, however, that without diagonalizability, [SMTT18, Corollary A.2] can only guarantee a /n2/T rate for
the operator norm of the parameter error in general, and this is likely not optimal.
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Definition 5.1. For dynamics matrices (A, B) in LDS-LS satisfying Assumption 5.2 and Assump-

tion 5.3, the condition number (A, B) is defined as: v(A, B) := ’/\\m?"((g:llgglgz)).

5.1.1 Many trajectories

Our first result instantiates Theorem 5.2 in the special case of I" = I,,, which yields a sharp bound
for parameter recovery without requiring stability of the dynamics matrix A:

Theorem 5.4 (Parameter recovery upper bound for LDS-LS, many trajectories). There are univer-
sal positive constants co and c1 such that the following holds for any instance of LDS-LS. Suppose
that (A, B) is kc-step controllable, If n > 2, m > con, and T > k¢, then:

pn

E Am AR 7 < £ ‘
W = Willp] < cro¢ mT - Amin (U1 (4, B))

Theorem 5.4 improves on existing linear system identification results in the following way: it
replaces stability assumptions on the dynamics matrix A with a simpler assumption of relatively
many trajectories (m 2 n), and it guarantees a rate that is inversely proportional to the total num-
ber of examples mT instead of only one example per trajectory. In other words, our analysis does
not need to “discard” the data within a trajectory, which is the case in [DMM™20, Proposition 1.1].
Additionally, although OLS is generally not a consistent estimator from one trajectory (m = 1)
if the dynamics A are unstable, the results of [DMM™20] imply consistency as m — oo, i.e., that
Wm;p converges in probability to W, as m — oo. Theorem 5.4 adds that, provided m 2 n, OLS is
consistent under unstable systems as T' — oo as well, even if the trajectory count m remains finite.
We will return to parameter recovery from relatively few trajectories (m < n) by this section’s end.

We now look beyond an evaluation horizon of length one, and consider the setting with many
trajectories (m = n). As noted previously, in order to handle an arbitrary evaluation horizon 7"
(in particular those that extend past the training horizon T'), some constraint on the admissible
dynamics matrices is needed to ensure that the minimax risk remains finite. Without assumptions,
the quantity A(I'r(A, B),I'r/(A, B)), whose inverse inevitably bounds the risk (3.2) from below,
can be arbitrarily small whenever 7" > T, resulting in arbitrarily large risk. We will use our stated
assumptions from the beginning of this section. The following specializes Theorem 5.2 to LDS-LS:

Theorem 5.5 (Risk upper bound for LDS-LS, many trajectories). There are universal positive
constants co and c¢1 such that the following holds for any instance of LDS-LS. Suppose that (A, B)
is kc-step controllable. If n = 2, m > con, T > ke, and the evaluation horizon is strict (T" < T'),
then:

o

E[L(Win,r; T, P2P)] < c10f - —

On the other hand, suppose that (A, B) satisfies Assumption 5.1, Assumption 5.2, and Assump-
tion 5.3, with v := v(A, B) (Definition 5.1). If n > 2, m > con, and the evaluation horizon is
extended (T' > T), then:

pn T’

1 .7 pAB 2

Setting T’ =T, Theorem 5.5 states that the risk of LDS-LS in the many trajectories regime
satisfies E[L(Wy,1; T, PPy < agpn/ (mT). This rate matches the corresponding independent
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baseline Ind-LDS-LS in the many trajectories regime. To see this, first observe that the marginal
distribution Pf,’tB at time t € Ny is N(0,%;(A, B)). Hence, the covariate distribution for Ind-LDS-LS
corresponds to the product distribution ®:>1N(0,%:(A, B)), which is an instance of a Gaussian
process. Therefore, Example 4.2 combined with Theorem 5.2 yields that the Ind-LDS-LS problem
also has a risk bound that scales as agpn /(mT') whenever m 2 n. Put differently, the dependent

structure of the covariate distribution Pf’B in LDS-LS does not add any statistical overhead to the
learning problem (compared to the independent learning problem Ind-LDS-LS), as long as m = n.

5.1.2 Few trajectories

We now cover the regime in which relatively few training trajectories are available (m < n). Our
first result bounds the OLS risk for the LDS-LS problem:

Theorem 5.6 (Risk upper bound for LDS-LS, few trajectories). There are universal positive con-
stants cg, c1, and ¢y such that the following holds for any instance of LDS-LS. Suppose that (A, B)
satisfies Assumption 5.1, Assumption 5.2, and Assumption 5.3, with v := (A, B) (Definition 5.1).
Ifn > 2, m < con, and mT > cinlog(max{yn/m,e}), then:

A nlog(max{yn/m,e cinlog(max{yn/m,e T
ELL(Wy 7: T, P2 P)] < cpo? - PIOBIIA LN })-qb(%l slmaxtn }>-T).

To interpret Theorem 5.6, consider v a constant and suppose that T" = T. Then Theorem 5.6
states that E[L(W, 7; T, P25)] < a? -pn/(mT)-nlog*(n/m)/m. We now see that this LDS-LS risk
is an extra nlog®(n/m)/m factor larger than the risk of the baseline problem Ind-LDS-LS:

Theorem 5.7 (Risk upper bound for Ind-LDS-LS). There are universal positive constants ¢y and
c1 such that the following holds for any instance of Ind-LDS-LS. Suppose that (A, B) satisfies
Assumption 5.1, Assumption 5.2, and Assumption 5.3, with v := ~(A, B) (Definition 5.1). If
n > 2 and mT > conlog(max{y,e}), then:

i ny log(max{~y, e T
(LW T, @1:1PF)] < er02 - 220 g(max{y }).gb(%).

mT T

Treating v as a constant and setting 7" = T, Theorem 5.7 states that IE[L(WWT;T, ®t>1P£’tB)]
scales as agpn /(mT'), matching the risk of iid linear regression up to constant factors. In Section 6,
we will see that the result of Theorem 5.6 is sharp up to constants, and therefore the LDS-LS
problem is fundamentally more difficult than its corresponding baseline problem Ind-LDS-LS when
trajectories are relatively scarce.

We conclude with our final upper bound, using our assumptions to generalize [SMT* 18, Theo-
rem 2.1] to the few-trajectory setting:

Theorem 5.8 (Parameter recovery upper bound for LDS-LS, few trajectories). There are universal
positive constants cq, c1, and co such that the following holds for any instance of LDS-LS. Suppose
that (A, B) satisfies Assumption 5.1, Assumption 5.2, and Assumption 5.3, with v := (A, B)
(Definition 5.1). If n > 2, and mT > conlog(max{yn/m,e}), then:

. log(max{yn/m,e}) coT
(| Wz — W3] < cr102 - 22 ’ = .
Wi,z 7] < ero mT - Amin(Ck, (4, B)) n/m - log(max{yn/m,e})

Theorem 5.8 complements Theorem 5.4; together they cover parameter recovery across all problem
regimes. Again, operator norm bounds also hold with p + n in place of pn.
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5.2 Comparison to learning from trajectories of multiple unknown systems

As mentioned in Section 2, [CP22, MFTM22] both study the setup where a learner observes multiple
independent trajectories from K different unknown linear dynamical systems. The task is to identify
the parameters of the K underlying systems. This is more general than the setting we consider,
which is recovered by fixing K = 1. However, specializing these rates to our setting yield either
unnecessary requirements, suboptimal bounds, or both.

To see this, first, if we specialize [CP22, Theorem 1] to our setup, we generate unnecessary
assumptions. Specifically, Theorem 1 requires strict stability, one-step controllability, and mT 2
max{n3,1/(1 — p)}, where p is the spectral radius of A. In comparison, Theorem 5.4 only requires
ke-step controllability, T' > k., and m 2 n. However, note that Theorem 1, like Theorem 5.4, does
have the property that the parameter error (in operator norm) scales as \/n/(mT), reflecting that
all collected datapoints contribute to reducing error.

Next, we specialize [MFTM22, Theorem 2]. Theorem 2 bounds the error of an estimation pro-
cedure which outputs m different estimates {4;}7",, one for each observed trajectory (cf. Eq. (3)).
Specifically, it gives an upper bound on the quantity % ZngAZ — Aj||%, where 4; is the dy-
namics matrix associated with the i-th trajectory. To specialize this to our setting, we aver-
age the estimates and apply Jensen’s inequality followed by Theorem 2. This yields the bound
|A = Al|% < 1/T + n?/(mT), where A := Ly A; is the averaged estimate. We see that, for a
fixed T, as m — 0o, the rate tends to 1/7 instead of zero (compared with the n?/(mT) bound from
Theorem 5.4). Additionally, Theorem 2 requires both that the dynamics are one-step controllable
and that the spectral radius of A is bounded by 1+ O(1/T).

6 Risk lower bounds

Our lower bounds rely on the following statement, that the expected trace inverse covariance—a
classic quantity in asymptotic statistics—bounds the minimax risk from below:

Lemma 6.1 (Expected trace of inverse covariance bounds risk from below). Fiz m,T € N4 and a
set of covariate distributions P,. Suppose that for every P, € Py, the data matriz X,, v € RmMTxn
drawn from Q" P, has full column rank almost surely. The minimaz risk R(m,T,T'; Py) satisfies:

R(m, T, T'5P2) > ofp- sup By, oo (T2 (P (X, X, ) TR (P) )|
2EPz

Lemma 6.1 is well known, possibly considered folklore; we state and prove it for completeness. Our
proof is inspired by a recent argument from [Mou22]. It smooths over problem instances according
to a Gaussian prior, and analytically characterizes the posterior distribution of the parameter W,
under a simple Gaussian observation model detailed in Section 7.2.

Our first lower bound underscores the need to make variance growth assumptions (5.8), in
Theorem 5.3, for Ind-Seq-LS in the few trajectories (m < n) regime:

Theorem 6.2 (Need for growth assumptions in Ind-Seq-LS when m < n). There exists universal
constant ¢y, c¢1, and cy such that the following holds. Suppose that P, = ®¢>1N (0, 2t . I,), n>6,
mT > n, and m < con. Then:

p- 9can/m

R(m,T,T;{Ps}) > c10% - T
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Theorem 6.2 states that if the variances ¥; are allowed to grow exponentially in ¢, then the
minimax risk of Ind-Seq-LS scales exponentially in n/m when m < n. Thus, some sub-exponential
growth assumption is necessary in order to have the risk scale polynomially in n/m.

We now turn to a lower bound for LDS-LS. We consider two particular hard instances for
LDS-LS dynamics matrices (A, B), where we set B = I,, and vary A. The first instance corresponds
to iid covariates, i.e., A = Opxn- The second instance corresponds to an isotropic Gaussian random
walk, i.e., A = I,,. These two hard instances satisfy Assumption 5.1, Assumption 5.2, and Assump-
tion 5.3. Together they show that our upper bounds are sharp up to logarithmic factors, treating
the condition number v(A, B) from Definition 5.1 as a constant:

Theorem 6.3 (Risk lower bound). There are universal positive constants ¢y, c¢1, and co such that
the following holds. Recall that Pln (resp. Pg"m) denotes the covariate distribution for a linear
dynamical system with A = I,, and B = I, (resp. A = Opxpn and B =1,). If T > ¢o, n > c1, and
m1 = n, then:
T T
R(m, T, T"; {PUrxn PIny) > 0202 . % - max {’:’LT’ il } .
We can interpret this lower bound by a breakdown of the quantity ¢ := max{nT"/(mT),T’/T,1}
across various regimes. When trajectories are limited (m < n), ¢ =< max{nT’/(mT),1}, and
therefore the minimax risk is bounded below by O'g -pn/(mT) -max{nT’/(mT),1}. This is the same
rate prescribed by the OLS upper bound of Theorem 5.6, up to the condition number (A, B) and
logarithmic factors in n/m. We have thus justified the summary statement Theorem 1.2. On the
other hand, under many trajectories (m > n), ¢ < max{7"/T,1} and the minimax risk is bounded
below by ag -pn/(mT) - max{T'/T,1}. By Theorem 5.5, the OLS risk is bounded above by the
same quantity times v(A, B), justifying the summary statement Theorem 1.3.

7 Key proof ideas

In this section, we highlight some of the key ideas behind our results. Proofs of the upper bounds
are in Appendix B, and proofs of the lower bounds are in Appendix C.

Additional notation. For r € N, and M € R™" let J, € R"™*" denote the Jordan block of
size r with ones along its diagonal, let BDiag(M,r) € R™*™ denote the block diagonal matrix
with diagonal blocks M, and let BToep(M,r) € R™*™" denote the block Toeplitz matrix with first
column (I,, MT,... (M™1)TT.

7.1 Upper bounds

The proof of Lemma 5.1 decomposes the risk using a standard basic inequality, which we now
describe. While Lemma 5.1 is stated quite generally, for simplicity of exposition we restrict ourselves
in this section to the case when the matrix parameters {¥; }le in Definition 4.1 are all set to I.
Under this simplification, we have that p({¥; }le,D =1.

Equation (3.1) yields the identity Y, r = meTW: + E,,,7- Plugging this relationship into the
formula (3.6) for Wm,T gives WWT W, = E;’TXWT(X;’TXWT)A. Define the whitened version
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of X, T as XWT = Xm7T£71/ 2. From these definitions and after some basic manipulations, for
any I € SymZ:

T ¥ —12%T = 2
H(Xm,TXm,T) / Xm,T'_'m:THOp

)\min (XT—I,;’TXm,T) : )‘(Fv IV)

HWm,T — W, ||} < min{n, p}

(7.1)

—_

This decomposes the analysis into two parts: (a) upper-bounding ||()N(;T)N(WT)A/QX;%T;WT||gp,
which is a self-normalized martingale term, and (b) lower-bounding the term )\min(f( ;7'; TXm,T)- The
analysis for the martingale term is fairly standard [cf. AYPS11, Corollary 1], so for the remainder
of this section we focus on the minimum eigenvalue bound, which contains much of what is novel
in our analysis.

We first demonstrate how the trajectory small-ball definition (Definition 4.1) can be used to
establish pointwise convergence of the quadratic form x(v) := > 7", Zthl (v,i@}z for v € "1
where 5:,@ =1V ngi) is a whitened state vector. Specifically, we show that for a fixed v € S*~1,
the probability of the event {x(v) < v - e} is small, for 1, ¢ to be specified.

The key idea is that for any non-negative random variable X satisfying P{X < e} < (ce)?
for all € > 0, the moment generating function satisfies Elexp(—nX)] < (¢/n)* for all n > 0

(cf. Proposition B.4). Hence, by condition (4.1) from Definition 4.1, for any n > 0:

ik , o
E |exp —% S wi)? ‘]—“(jl)k < (Csb> as, i=1,...m, j=1,...5.
t=(j—1)k+1 K

By a Chernoff bound, the tower property of conditional expectation, and the independence of the
trajectories {igz)}@l and {i"l(tl )}t>1 when i # 4/, for any ¢ > 0:

i=1 t=1 = i=1 t=1
Ceb mSa
L
n>0 n

Now with a change of variables t := log (msa) — 1, we obtain:

Cst

m I (i) mT o
P v, T, 2<76_(t+1) < exp(—mSat) Vt > 0. 7.2
(3 < am— 2

The key upshot of (7.2) is that it controls tail probability at all scales. This control is needed in
order to bound the expected value of (7.1) by integration. At this point, it remains to upgrade
(7.2) from pointwise to uniform over S"~!. A natural approach is to use standard covering and
union bound arguments, as is done in [SMT*18]. However, straightforward covering argument
yields un-necessary logarithmic factors in the covariate dimension n. In order to circumvent this
issue, we utilize the PAC-Bayes argument from [Mou22] (which itself is an extension of [Olil6]) to
establish uniform concentration. The details are given in Appendix B.4.
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7.2 Lower bounds
7.2.1 Observation noise behind Lemma 6.1

Our definition of minimax risk R(m,T,T";P,) in (3.5) involves a supremum over the worst case
o¢-sub-Gaussian MDS distribution that models the observation noise. The proof of Lemma 6.1
bounds this supremum from below by considering a noise model that decouples the observation
noise {& }¢>1 from the randomness that drives the trajectory {x¢}i>1:

Definition 7.1 (Gaussian observation noise). The Gaussian observation noise model holds when
& ~ N(0, ngp), & L& ift £, and the process {& =1 is independent from the process {xi}i>1.

Decoupling the noise processes orthogonalizes the two problems simultaneously present in
Seqg-LS: learning the dynamics of covariates and learning the responses from covariates. Defi-
nition 7.1 draws attention to the latter. It will unfortunately exclude us from addressing linear
system identification specifically with our lower bound, but it allows a sharp and simple character-
ization of the minimax risk in general. The proof of Lemma 6.1 is given in Appendix C.2.

7.2.2 An analysis of non-isotropic gramian matrices

A key technical challenge for our analysis lies in constructing a sharp lower bound on the expected
trace inverse of a gramian matrix formed by random non-isotropic Gaussian random vectors. Specif-
ically, for integers ¢,n € N with ¢ > n, and for a fixed positive definite matrix ¥ € Sym?, we are
interested in a lower bound on the quantity Etr((WTSW)™1), where W € RI*™ has iid N(0,1)
entries. The matrix WTXW is equal in distribution to the gramian matrix Y € R"*" of the vectors
g1, .., 9n € R, which are drawn iid from N(0,X), i.e., Yi; = (gi, 9;)-

The main tool we use to analyze Etr((WTXW)~!) is the convex Gaussian min-max theorem
(CGMT) from [TOH14], which allows us to bound from below the expected trace inverse by studying
a two dimensional min-max game that is more amenable to analysis. The key idea is to cast the
expected trace inverse as a least-norm optimization problem, and apply CGMT to the value of the
optimization problem. We believe the following result to be of independent interest.

Lemma 7.1. Let q,n be positive integers with ¢ > n and n > 2. Let W € R?*™ have iid N(0,1)
entries, and let ¥ € R9*? be positive definite. Let g ~ N(0,1y) and h ~ N(0,I,—1), with g and h
independent. Also, let {e;}]_, be the standard basis vectors in R1. We have:

n

Etr(WTESW)™1) > (7.3)

q : Blirll2 2
i—1 Eming>o maxr>o [_ -+ 189 — 6i”(2—1+5||h||271q)—1

The proof of Lemma 7.1 appears in Appendix C.4. We now discuss how to analyze the two-
dimensional min-max game appearing in Lemma 7.1. We first start by heuristically replacing it
with a stylized problem, where the random quantities which appear in (7.3) are replaced by their
expected scaling:

SP(¥,n):= ) minmax |———
1 >0 720 T

g [_5\/5 + B2tr (57 + BvnrL) )+ (27 + 5\/ﬁTIq)i_il] : (7.4)

1=

=:4,(B,7)
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While (7.4) is not a valid upper bound on the value of the min-max game appearing in (7.3), analyz-
ing (7.4) is simpler and gives the correct intuition; we give a rigorous upper bound in Lemma C.9.

We start by observing that if 8 = 0, then regardless of the choice of 7, ¢;(0,7) = %;;, and
therefore Y 7, £;(0,7;) = tr(X) for any {r;};_; C RZ;. On the other hand, if 3 > 0, then £;(8, 1)
tends to —oco as 7 — 07 and to 0 as 7 — oo. Therefore, if we can show that there exists a
v € (0,tr(X)), such that every set of points {(8;, )}/, C R2, satisfying:®

ob; oL; .
Ao \WPisTi) = 7 - \MPiyTi) = Y, :17"')) .
55 B = GEBum) =0, i q (75)
also satisfies v = Y7, £;(8;,7;), then SP(X,n) = v.
To uncover the critical points, we define the functions f and ¢;, for i =1,...,q, as:

flz) = —avn+ 22 (S +avnl) ™), g(@) = (57 4+ 2yl

With these definitions, we can write:

(8, 7) = 5 F(57) + ai().

Calculating 2% (8, 7) = 25(8,7) = 0 yields, for 7 # 0:

0B or
0= 0%(8,7) = 72 (818 — 21 1(87) + (TS, (7.6)
0= g%(ﬁm) =2 (BT)T + ¢j(BT)T. .7

The second condition (7.7) implies that ¢}(37) = —7~2f/(87). Plugging this condition into (7.6)
implies that f(87) =0, and hence ¢;(3,7) = ¢;(87) for the critical point (5, 7). We now study the
positive roots of the equation f(x) = 0, or equivalently:

zv/n = 2?tr(X7 + xy/nly) ).
Using the variable substitution y := zy/n, we have, when y > 0, the equivalent problem:

Yy X)) =y tr (S +yI,) ) = n.

Observe that ¢(0;X) = 0 and lim, o ¢(y; X) = ¢. Furthermore, ¢ (y; X) is continuous and mono-
tonically increasing with y. Therefore, as long as ¢ > n, there is exactly one y € (0,00) such
that 1(g; X) = n, or equivalently there is exactly one Z € (0, 00) such that (Z/n;¥) = n. Such a
quantity Z supplies the curve of critical points Crit(z) := {(8,7) € R2, | 87 = z}. Note that Crit(z)
is the set of critical points for every ¢;(8,7), i = 1,...,q. Furthermore, for any (S, ) € Crit(z)
and i € {1,...,q}, we have that £;(Bs, 7x) = ¢i(Be7i) = (571 + 2y/nl,);". Therefore:

{(Bi, )}y € Crit(@) = Y i(Bim) = tr((E7" + 2v/nly) ™) € (0,1x(%)),
i=1

®The conditions given in (7.5) are not in general necessary first-order optimality conditions for a mnoncon-
vex/nonconcave game [see e.g. JNJ20, Proposition 21]. However, since for every 8 > 0, the function 7 — £;(8, 7) has
only strictly concave stationary points (Proposition C.10), these conditions are necessary for this particular problem.
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and thus:
N/ : _
SP(X,n) = ~—, with Z the solution to ¥(zy/n;X) = n. (7.8)
T

In light of (7.8), Lemma 7.1 then suggests that:

Etr(WTEW)™) 2 SPlxm) ~ zv/n, (7.9)

where the g notation indicates the heuristic nature of replacing the expected min-max game ap-
pearing in the bound (7.3) with the approximation (7.4).
If we briefly check (7.9) in the simple case when ¥ = I, we see that:

n= (Vi) =Vt = A= (ke >

Hence, (7.9) yields that Etr((WTW)™1) X n/q, which is the correct scaling; the exact result is
Etr(WTW)™) =n/(¢—n—1) for ¢ >n+2.

7.2.3 Ideas behind Theorem 6.2

We let X,,, 7 denote the data matrix associated with m iid copies of {x}E |, with 2, ~ N(0,2!-1,,)
and z; L xp for t # t'. We also define I' := % ’le 2t. I, = %(2T —1) - I,,, and observe that
I'r = % -I,,. By Lemma 7.1, it suffices to lower bound the quantity IEtr(I‘%F/2 (X;TXm,T)*lF;I/Q).
Since each column of X,, r is independent, the matrix meTQ_T/ 2 has the same distribution as
BDiag(©Y2, m)W, where © € RT*T is diagonal, ©;; = 27 for i € {1,...,T}, and W € R™T*n»
has iid N(0,1) entries. In other words, we have:

Etr(TY2(XT 1 X r) ' T7Y2) > %Etr((WTBDiag(@,m)W)_l).

By the arguments in Section 7.2.2, we have:

- n
~ SP(BDiag(©,m),n)’

E tr((W TBDiag(©, m)W)™})

where the notation g indicates the heuristic nature of the inequality as explained previously. From
(7.8), we want to find Z such that:

T-1
— - -_— 1
n = ¢ (zv/n; BDiag(0,m)) = zv/n - m ]ZO 2Vt

While solving this equation exactly for Zy/n is not tractable, we can estimate a lower bound on
Zy/n quite easily. For any integer T, € {0,...,T}, we have the following estimate:

T-1

n 1
2z Ei < T.+2z/n- 27T,
:U‘/ﬁjzo 2 ravm ST wn

m
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Let us first assume that Z/n € [1,2771], so that [logy(Z/n)] € {0,...,T}. Setting T, =
[log,(Z+/n)] then yields the lower bound Zy/n > 2%™73. On the other hand, if Z\/n > 271,
then since we assume m7T > c¢in, we also have Z/n > gc1n/m—1 Finally, if Z+/n < 1, we have:

-1

n T
7::{;\/52

m = :0 J + :Uf

M’ﬂ

<2=m>=n/2.

This yields a contradiction, since by assumption m < con, if ¢o < 1/2, so we must have Ty/n >
2¢n/m=3 with ¢ = min{1,¢;}. Now by (7.8) and (7.9):

9c'n/m

. —c'n/m 1/2 —1—1/2
SP(BDiag(0, m).n) = -7 < n2” 7"/t = Ete(T7 " (X), rXm) 'T77) 2 =

We make this argument rigorous in Appendix C.5.

7.2.4 Ideas behind Theorem 6.3

We focus here on the hard instance when A = [, and m < n, since the cases when A = O,xj,
or A = I, and m 2 n are straightforward applications of Jensen’s inequality and some basic
manipulations (see Lemma C.7).

The proof used by Theorem 6.3 when A = I, and m < n is actually a special case of a general
proof indexed by the largest Jordan block size of the hard instance. For a maximum Jordan block
size r, the hard instances are A = BDiag(J,, n/r), where we assume for simplicity that r divides n;
this reduces to A = I, when r = 1. We associate two important matrices with these hard instances.
To define them, let Z, := {1,1+7,...,1+(T—1)r}, and let Bz, € RT*T" denote the linear operator
that extracts the coordinates in Z,.. The following matrices then play a key role in our analysis:

U,.r 7 = BDiag(I'p/*(J,), T)BToep(Jy, T),  Oprqr := Ex,Wpqm VUl EY . (7.10)

The next step is to use a simple decoupling argument (see Lemma C.11) to argue that, for A =
BDiag(J,, d):

Etr(DY (X 7 X r) "' T20%) = Etr((W T BDiag(©, 1.0, m)W) ™),
where W € R™7*4 has iid N (0, 1) entries. This positions us to use the arguments in Section 7.2.2

again. We first focus on the r = 1 case. We reduce the problem to assuming 77 = T, by observing
that since I'y(1,) = % - I, for any t € N, then ©; 777 = - O11,7. Therefore,

T’+1
T +1
E tr((W "BDiag(©1 7.7/, m)W) ™) = TI -Etr((W BDiag(01 7.7, m)W) ™) (7.11)
>T’+1 n

¥ T+1 SP(BDiag(®177,m),n)’

where again the Z notation highlights the heuristic nature of the bound, used to build intuition.
To proceed let L7 € RT*T be the lower triangular matrix of all ones and define Sy :=
(LrLL)~'. A computation yields that ©] 7 T = T+1 St. Note that we can write St as a rank-one

perturbation to a tri-diagonal matrix. Spemﬁcally, Sr = Tri(2,-1;T) — eTeT, where Tri(a,b;T)
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Figure 3: Plot of 2¢(SP)~! versus n in (a) and versus m in (b), both on a log-log scale. For (a), m and p
are fixed to one, d is fixed to n/r, and T is fixed to 2n. For (b), n is fixed to 150, p is fixed to one, and T is
fixed to 2n. In the legends, the slope of the line (in log-log space) computed via linear regression is shown.
Based on these plots, we conjecture that 2% (SP)~! > ¢,(d/m)?", where ¢, depends only on r.

denotes the symmetric 7" x T tri-diagonal matrix with a on the diagonal and b on the lower and

upper off-diagonals. By the standard formula for the eigenvalues of a tri-diagonal matrix, we have
that Ap_gy1(Tri(2,-1;7)) = 2 <1 — cos (Tk—fl» = k%/T?. In Appendix C.7, we apply the work
of [KST99] to show that the rank-one perturbation is negligible: Ap_z.1(St) =< k%/T? as well.

Therefore )\T—k+1(@1_,1T,T) = k?/T. With this bound, we have:

1
Xi(OLp) +Tv/n

T
n = ¢(zv/n; BDiag(©1,7,7,m)) = 2v/n-m Y
=1

T T
1 1
SzVn-m _<i\/ﬁm/ —————dz < \/ZvV/n-mVT.
;ZQ/T—F:I}\/E o x2/T+Z\/n

This implies that Zv/n > n?/(m?T), and therefore by (7.8) and (7.9):

n m2T

- <
T/n "~

We make this argument rigorous in Appendix C.8.

n2

SP(BDiag(©1,1,1,m),n) m?T"

Tl
— B0y (X, Xon) ") 2 7

7.2.5 Beyond diagonalizability

When r > 2, the analytic complexity of characterizing the solution to n = v(Z/n; BDiag(©, 1,77, m))
increases significantly. Nevertheless, we can still solve for Z1/n by numerical root finding, to look
at the scaling patterns for small values of r and 7" = T. This computation (Figure 3) leads us to
conjecture a general bound of R(m, T, T} {PEDiag(JT"”/T)}) Z ¢n? /(m*T) when m < n, where ¢,

is a constant depending only on . A complete and precise statement is given in Appendix A.
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8 Numerical simulation

We conduct a simple numerical simulation illustrating the benefits of multiple trajectories on learn-
ing. We construct a family of LDS-LS problem instances, parameterized by a scalar p € (0,00) as
follows. The covariate distribution P, is the linear dynamical system ;11 = Axy + wy with:

A=Udiag( p,....,p ,—p,...,—p)UT, U ~Unif(O(n)), ws~ N(0,1/4).
——

[n/2] times

Here, O(n) denotes the set of n x n orthonormal matrices. By construction, p is the spectral radius
of A. The labels y; are set as y; = x¢11, so that the ground truth W, € R™*"™ is equal to A.

We compare the risk of the OLS estimator (3.6) on the LDS-LS problem instance, compared
with its risk on the corresponding Ind-LDS-LS baseline. Specifically, we plot the ratio between
OLS excess risks E[L(-;T,P;)] on the two problem instances (P,), respectively. We fix the co-
variate dimension n = 5 and the trajectory horizon length 7" = 10n, and vary the number of
trajectories m € {1,...,10}. Figure 4 shows the result of this experiment, where we also vary
p € {0.98,0.99,1.0,1.01,1.02}. The error bars are plotted over 1000 trials. All computations are
implemented using jax [BFH'18], and run with float64 precision on a single machine.

n=5,T=10n

Excess Risk Ratio
= N N W W
w o w o w

=
o
L

Figure 4: Plot of the ratio of excess risk for LDS-LS problem instances over its corresponding Ind-LDS-LS
baseline instance, as a function of the number of trajectories m, holding both covariate dimension n and
horizon length T fixed. The vertical blue line marks the transition between few trajectories (m < n) and
many trajectories (m = n).

In Figure 4, we see that for the few trajectories regime (m < n) appearing to the left of the
vertical blue line, the instability of the covariate process plays an outstanding role in determining
the value of the ratio. On the other hand, for the many trajectories regime (m > n) appearing
to the right of the blue line, the ratios quickly converge to a constant no greater than two (at
m = 10). This behavior is consistent with Theorem 5.5. Finally, Theorem 6.3 suggests that the
scaling behavior of the p = 1 curve with respect to m is on the order of 1/m.

33



9 Concluding remarks

Having sharply characterized the worst-case excess risk of Seq-LS and LDS-LS, we see more precisely
the trade-offs—or arguably the lack thereof—presented by resetting a system, or by simply observ-
ing parallel runs from one, where possible. After sufficient resets, one learns roughly as though
examples were independent altogether (as reflected in the Ind-Seg-LS and Ind-LDS-LS baselines).

In addition to the theoretical upshot that it presents, this phenomenon seems encouraging inso-
far as the setup may describe reality: one does not learn to ride a bicycle by witnessing thousands
of unrelated pedal strokes, nor by watching one cyclist endure the entire Tour de France, but rather
by seeing and attempting many moderate rides and maneuvers.

We see a number of future directions for research, primarily in further charting out the reach of
the iid-like phenomenon in learning from multiple sequences. Our work offers the trajectory small-
ball criterion (Definition 4.1) as a vehicle for proving that this phenomenon occurs, or otherwise
for bounding the minimax rate from above. What other notable sequential processes, outside of
those covered in Section 4.1, can we capture as trajectory small-ball instances? One might look
to covariate sequences generated by, say, input-to-state stable (ISS) non-linear systems, stochastic
polynomial difference equations, or various Markov decision processes.

On the flip side, when must we necessarily pay a price for dependent data? One answer from
our work is that a necessary gap between independent and sequentially dependent learning appears
when there are insufficiently many trajectories (m < n). As outlined in Section 7.2.5 and Ap-
pendix A, we conjecture that this gap can be made much wider, namely by considering non-
diagonalizable linear dynamical systems. That said, other pertinent problems may exhibit gaps as
well. Finding them would help inform where the limits of learning from sequential data lie.

On the regression side, one might look to move beyond a well-specified linear regression model,
extend to other loss functions, analyze regularized least-squares estimators in place of OLS, or
consider a more adversarial analysis (e.g. measuring regret rather than risk, in an online setting).
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A Beyond diagonalizability: a conjecture for the general case

Recall that various results in Section 5.1 required a diagaonalizability assumption (Assumption 5.2)
on the dynamics matrix A, specifically in the many trajectories regime when 77 > T' (Theorem 5.5),
or in the few trajectories regime (Section 5.1.2). In this section, we conjecture how removing the
diagonalizability assumption would affect the results. For simplicity, we focus on the few trajectories
regime, and further assume that 7/ = T'. Building on potential extensions of this paper’s analysis,
and numerical evidence detailed in Section 7, we conjecture the following extensions of Theorem 5.6
and Theorem 6.3:

Conjecture A.1 (Risk for LDS-LS with few trajectories under non-diagonalizable systems). There
are universal positive constants cg, c1, c2, c3, and a universal mapping ¢ : Ny — Ry such that
the following holds for any instance of LDS-LS satisfying Assumption 5.1 (marginal stability) and

Assumption 5.3 (one-step controllability). Let A = SJS™! denote the Jordan normal form of the
— Amax(STIBBTS™)
~ Amin(S"IBBTS—*)’
m J. If n > cy, m < cin, and mT > con, then:

dynamics matriz A. Define v :

and let r be the size of the largest Jordan block

pn2r

1 . pAB 2
E[L(Winr; T, P 7)] < 030590(7’)’7 ST

(A1)
Additionally, there exist universal positive constants ¢y, ¢y, ¢y, ¢5, and ¢y such that the following
is true. Suppose A C R™ "™ is any set containing all n X n matrices with Jordan blocks of size at
most r. Let T > ¢{, n = ¢, mT > cyn, and m < dyn. Then:

2r
A pn
R(m,T,T;{P. | Ae A}) > cﬁlaggp(r)*y- —wT (A.2)
Lemma 5.1 provides a viable path towards proving the upper bound (A.1) from Conjecture A.1
up to logarithmic factors in the regime of constant Jordan block size r, by reducing the problem to
understanding the scaling of A(k,t; A, B) = A(I'v(A, B),T'+(A, B)) when k < t. Our analysis uses
diagonalizability (Assumption 5.2) of the dynamics matrices to show that A(k,t; A, B) > v~ - k/t.
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Figure 5: A plot of the ratio o versus 1/A(k,t) with k fixed to 5 and ¢ fixed to ka. Here, A(k,t) :=
A(k,t; J., I.). The slope of the line (in log-log space) computed via linear regression is reported. We
conjecture that in general, A(k,t; A, B) = ¢,y =1 - (k/t)?" L.

Without such an assumption, analyzing A(k,t; A, B) is substantially more involved. A numerical
simulation (Figure 5) suggests that A(k,t; A, B) > ¢,v~!- (k/t)*"~1 is the general rate for dynamics
matrices A with Jordan blocks at most size r, where ¢, is a constant depending only on r. Assuming
this scaling to be correct and plugging the rate into Lemma 5.1 yields (A.1) up to logarithmic factors.
Partial progress towards analyzing A(k,t; A, B) was made in [SR19, Proposition 7.6], where it is
shown that A\(k,t; A, B) 2> ¢,y ' - (k:/t)"2, with 1/¢, depending exponentially on r. We do not
conjecture a form for the mapping ¢(r); A(k,t; A, B) becomes numerically ill-conditioned when r
is large, hindering simulation with large blocks.

On the other hand, the analytic arguments in Section 7.2.4 combined with the numerical evi-
dence in Figure 3 suggest that the bound (A.2) holds (up to the condition number factor «y). The
one caveat is that, even if we were to analytically characterize the eigenvalues of ©,.7 1 for all r, our
proof strategy would most likely not be able to give a sharp characterization of the leading constant
©(r) in the lower bound. This is because our proof inherently exploits the independence between
decoupled subsystems, and does not tackle the harder challenge of understanding the coupling
effects within a Jordan block.

We conclude this section by noting that Conjecture A.1 does not include any logarithmic factors
in the upper bound rate (A.1), and includes the condition number factor v in the lower bound (A.2).
In other words, Conjecture A.1 applied to the special case of r = 1 conjectures that Theorem 5.6
is loose by log?(yn/m), and that Theorem 6.3 is loose by a factor of .

B Analysis for upper bounds

B.1 Preliminaries

We collect various technical results which we will use in the proof of the upper bounds. The first
result gives us a bound on the functional inverse of 7'+ T'/logT'.
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Proposition B.1 ([SMT*18, Lemma A.4]). For a > 1, T > 2alog(4«) implies that T > alogT.
The next two results study various properties of functions involving A.

Proposition B.2. For A € SymZ%, the map X — A(X, A) is concave over symmetric matrices.

Proof. Observe that A(X, A) = Anin(A™YV2XA™Y2) = inf{(X, A=200T A=Y2) | v € S"" 1} is the
pointwise infimum over a set of linear functions in X, and is therefore concave. ]

Proposition B.3. Fiz T € Ny, {¥,}1 | C Sym”, and T € Sym%,. Suppose that %Zthl v, T
1T

Then [Hleg(\yt,r)} <1.

Proof. We have that:

1T T
1
< E AP, T) using the AM-GM inequality

T
1
<A <T Z Wy, F) using Proposition B.2 and Jensen’s inequality

T
1
<AT,T) since T Z U, <xT
t=1

O]

The next result relates the anti-concentration properties of a non-negative random variable to
its moment generating function on (—o0,0).

Proposition B.4 ([Mou22, Lemma 7]). Let X be a non-negative random variable. Suppose there
exists an o € (0, 1] and positive constant ¢ such that:

P(X <t) < (ct)* Vt>0.
Then:
Elexp(—nX)] < (¢/n)*  ¥n > 0.
The next few results involve various properties of Gaussian and spherical distributions.
Proposition B.5 ([Mag78, Lemma 6.2]). For w ~ N(0,1) and symmetric matrices A, B:
E[w' Aww’ Bw] = 2(A, B) + tr(A) tr(B).

Proposition B.6 ([DG03, Lemma 2.2]). Let n > 2 and v € R™ \ {0} be fized. Suppose that 1 is
drawn uniformly at random from the uniform measure over S* 1. We have that for all e > 0:

P{(v,9)? < Z[lvll3} < (e2)™.
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Next, we state a classic result which gives us anti-concentration of arbitrary Gaussian (more
generally any log-concave distribution) polynomials of bounded degree.

Theorem B.7 ([CWO01, Theorem 8)). Fiz an integer d € Ny. There exists a universal positive
constant ¢ such that the following is true. Let p : R™ — R be a degree d polynomial, and let € > 0.

We have:
P{|p(z)| < e -Elp(x)[} < c-de'/?, @~ N(0,I,).
For the case when d =2 and p is non-negative, we can take c = \/e/2.

Theorem B.7 can be further specialized as follows. Suppose w ~ N(0,I), z is fixed, and

[Q#l Q12] is positive semidefinite. Then:
12 @2

IP’{ [Z]T [gi g;ﬂ m < 5~tr(Q22)} < (e)V? Ve > 0. (B.1)

Both (B.1) and the explicit constant in Theorem B.7 for d = 2 and p non-negative can be derived
by bounding the MGF of various Gaussian quadratic forms; see e.g. [TB23].

Next, we state a well-known result from [AYPS11], which yields an anytime bound for the size
of a self-normalized martingale difference sequence (MDS).

Lemma B.8 ([AYPS11, Theorem 3]). Fiz a 6 € (0,1) and positive definite matriz V € R,
Let {x:}4>1 C R? be a stochastic process adapted to the filtration {Fi}i>1. Let {n}i=1 C R be a
martingale difference sequence adapted to {Fi}i>2. Suppose there exists R > 0 such that E[exp(An) |
Fi] < exp(A2R2%/2) a.s. for all\ € R andt > 1. DefineV; := Z};:l xkx;gr fort = 1. With probability
at least 1 — 6,

t
> m

o
k=1

1/2 —1/2
. \/232 og <det(Vt V)2 det(V) ) .
(Vi V)1

Lemma B.8 is generalized to vector-valued self-normalized MDS via a covering argument:

Proposition B.9 ([SR19, Proposition 8.2]). Fiz a é € (0,1) and positive definite matriz V € R¥*4,
Let {x;}4>1 C RY be a stochastic process adapted to the filtration {F;}i>1. Let {m}i=1 C RP be a
stochastic process adapted to {F;}i=2. Suppose that for every fized v € SP~Y, for every t > 1:

(a) E[{v,n:) | Ft] =0 a.s.
(b) Elexp(Mv, ) | Ft] < exp(A\2R?/2) a.s. for every A € R.
Define V, := 22:1 xkxg fort = 1. With probability at least 1 — 6, for allt > 1:

1/2 ~1/2
<2\/QRQIOg (5Pdet(‘/}+V)5 det(V) )

t
> mag (Ve + V)72
k=1

op

The next result assumes V; is invertible in order to simplify Proposition B.9.
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Proposition B.10. Under the same hypothesis of Proposition B.9, we have with probability at
least 1 — 6, for allt > 1

t
VD gV,
k=1

P 1/2 ~1/2
1V & 5P det(V; + V)1/2 det(V) )

<4-1{W¢V}\/R210g< 5

op

Proof. Observe that when V; = V', we have:
W =Vi+ V=V <x2(V; +V)!

For two positive definite matrices M7 and Ms satisfying M7 < Ms, and any matrix N,

1N lop = \ Aunae (NMINT) € 3/ Aana(NMaNT) = [ N3 o

Therefore,
¢ ¢
Vo= VHIY el Vi 2 <21V VY e (v + V)12
k=1 op k=1 op
P det 1/2 det —-1/2
<4.1{‘/}#V}\/R210g<5 e(W+V)(5 V) ),

where the last inequality holds for every ¢ with probability at least 1 — § by Proposition B.9. [

B.2 Examples of trajectory small-ball

In this section, we prove that the examples listed in Section 4.1 satisfying the trajectory small-ball
condition (Definition 4.1).

Example 4.1 (Copies of a Gaussian draw). Let ¥ € SymZ,, and let P, denote the process x1 ~
N(0,%) and zy = w41 for t > 2. Fiz any T € Ny. Then P, satisfies the (T,T,%,e, )-TrajSB
condition.

Proof. When k =T and I = I,,, the condition (4.1) simplifies to:
1 T
sup P —Z(v,xt)Q <ep < (espe)® Ve > 0.
’UES’"‘71 T —
Since 1 = x9 = - -+ = xp, this further simplifies to:

sup P{(v,21)® < e} < (cpe)® Ve > 0.
vesSn—1

Since (v,21) ~ N(0,1), Equation (B.1) yields that Px_n(1){X? < e} < (e)'/2, s0 we can take
csp =€ and a = 1/2. d

Example 4.2 (Gaussian processes). Let P, be a Gaussian process indezed by time, i.e., for every
finite index set I C Ny, the collection of random variables (x¢)ier is jointly Gaussian. Let Tyqg :=
inf{t € N, | det(E[z;z]]) # 0}, cmd suppose Tyq is finite. Fiz a T € N satisfying T > Tng. Then
P, satisfies the (T,T,T'r(Py.),2e, 3)-TrajSB condition.
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Proof. Since the covariates (x1,...,xr) are jointly Gaussian, we can write,
X1 M1 My
=] | e
xp HT My
where pu1,...,ur € R® and My, ..., My € RV are fixed, and w ~ N(0, I,7). For any v € R",
1 1 &
T Z@, ) = T Z<”’ pi + Myw)?.
t=1 t=1

This is a degree 2 non-negative polynomial in w, and therefore by Theorem B.7, for all £ > 0:

P 1i< 2 < B 1i< 2| b < (2ee) 12
T V,Tt)” X € T UV, Tt I ee .

t=1 t=1

O]

Example 4.4 (Alternating halfspaces). Suppose that n > 4 is even, and let uy,...,u, be a fived
orthonormal basis of R". Put Uy = span(ui,...,uy/2) and Uy = span(uy/o41,---,un). Let iy ~
Bern(%), i¢r1 = 4 mod 2 fort € Ny, and let P, denote the process with conditional distribution
x¢ | i¢ uniform over the spherical measure on U;, N S*=L. For any T > 2, the process P, satisfies
the (T,2,1,/(2n), e, 3)-TrajSB condition.

Proof. For i € {0,1}, let t; be uniform on the uniform measure over U; N S"~!, let Py, denote the
orthogonal projector onto U;, and let v; = Py,v.

Fix any v € R\ {0}. We observe that for any ¢t € Ny, (v,741)? + (v,7449)? | i; is equal
in distribution to (v,%0)? + (v,11)2, which itself is equal in distribution to (vo,0)? + (v, 1)
Suppose first that ||vglla = |lv1]]2. Then, since |[v]|3 = |lvol|3 + [Jv1]|3 < 2||vol|3:

{ton 0 + (o012 < Z 01} € { . vol? + (o100 < Z ool

n

c {<U0,1/Jo>2 < 25||vou3}.

n
Writing ap = ({u1,v), ..., {Up/2,v)) € R"/2, by a change of coordinates we have that ||ag||3 = ||vol|3,

and that (v, 1) is equal in distribution to (ag, (o), where (p is uniform on S"/2-1 Since we assumed
llvoll2 = ||v1]|2, we must have that o # 0. Hence by Proposition B.6,

P{ (w0, b0)? + (o1, ¥1)* < S|loll3} < P{<ao,co>2 < ffuaon%} < (ee)'”?.

Note that if [[v1|l2 > [|vo|l2, an identical argument yields the same bound. Hence, letting F; =
o(x1,...,2¢), we have shown that for all ¢t > 0:

2
1 1
P{2 E (v,2000)° <e-v' <2nln> v

(=1

ft} < (66)1/2,

from which the claim follows. O
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Example 4.5 (Normal subspaces). Suppose thatn > 3. Let uy, ..., u, be a fized orthonormal basis
in R", and let U-; := span({u;};xi) fori € {1,...,n}. Consider the Markov chain {i;};>1 defined
by i1 ~ Unif({1,...,n}), and 41 | 9 ~ Unif({1,...,n} \ {i+}). Let P, denote the process with
conditional distribution x; | iy uniform over the spherical measure on U-;, NS"~L. For any T > 2,
the process P, satisfies the (T,2,1,/(4n — 4), €, 3)-TrajSB condition.

Proof. Fix any v € R™\ {0}, and for ¢ € {1,...,n}, let v; = Py_,v, where Py_, is the orthogonal
projector onto U-; Let {t;}"; be independent random variables, where each ); is uniform on the
uniform measure over U-; N S™~ L.

Let indices j,k € {1,...,n} with j # k. We first observe that since j # k, we have that
Ufj = span(u;) C U-;. Therefore:

1
loll3 = Ilvjll3 + 1 Parvsll3 < Ilvgll3 + llowll3-
J
Hence, assuming that |lvj||2 > ||vg]|2, we have:

3

{tos 0 + (o < S olB ) € {tws ) + (o < =S 1)

3
< {tww? < i)

Writing a; = ((u;,v))iz; € R™7L, by a change of coordinates we have that |3 = ||v;|3, and
that (v;,1;) is equal in distribution to {aj,(;), where ¢; is uniform on S"~2. Since we assumed
lvjll2 = [|vg|l2, we must have that a; # 0. Hence by Proposition B.6,

9 9

P{@j,w + (o, ) < 2(n_l)llvllé} < P{<aj,cj>2 < 1Haj||%} < (e2)'2.

On the other hand if ||vg||2 > ||vj||2, an identical argument yields the same bound.
Now, for any i € {1,...,n} and t € N;:
iy = Z}

e

- 2

P {<U,93t+1>2 + (v, 2442)% <

3

= Z P {<’U,l’t+1>2 + <’U,3§'t+2>2 < m”’l]”% it = i,it+1 = j, it+2 = k} P{’it+1 = j, it+2 =k ‘ it = Z}

iFikA]
_ A2 2 € 2 . L . .
= ) P (vj,95)7 + (vp, ) < -1 [ollz p Plévy1 = Jdea = k | i = i}

iFikA]
< (ee)? Y Plivgs = jive =k | iy =i}

JFLkF#]
= (ee)'/2.
Note we also have that P{(v,:m)? + (v, 9)? < mﬂvﬂg} < (e€)'/? by a nearly identical argu-
ment. Hence, letting F; = o(x1,...,x¢), we have shown that for all ¢ > 0:
1< 1
P {2 ;<U7xt+€>2 <e- v’ (4(n—1)In> v ]:t} < (65)1/27

from which the claim follows. O
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For the next claim, recall that the mixing time of a Markov chain over state-space S with
transition matrix P and stationary distribution 7 is defined as:

Tmix(€) = inf {k eN

sup ||uP* — 7y < 6} :
REP(S)

Here, P(S) denotes the set of distributions over S, and [|-||tv is the total-variation norm over
distributions.

Proposition B.11. Let n > 2. Consider the Markov chain {i;}i>1 where i1 ~ Unif({1,...,n})
and iz | i ~ Unif({1,...,n} \ {it}). We have that:

_ 2¢
(n—1) kgl—l/n}'

Proof. Let 1 € R™ denote the all ones vector. The transition matrix for this Markov chain is:

Tmix(€) = inf {k eN

1
P=—(11"T-1
n_l( TL)7

and its stationary distribution is uniform over {1,...,n}. Note that for j > 1, (117)7 = n/=1117.
Since 11T and I,, commute, by the binomial theorem we have that:

1

Now, let u € RY, satisty ©'1 = 1. We have:
1T = 1
n

‘ ;=D

It is straightforward to check that sup PERZ, pT1=1 H w— %1 H  =1- %, from which the claim follows,

1

p' P* — p——1
n

1

since the TV distance between two distributions p, v is [|u — v|jww = 3/l — v/|1. O

Example 4.6 (Linear dynamical systems). Let (A, B) with A € R™" and B € R"™*% be k-step-
controllable (Definition 4.2). Let PP be the linear dynamical system defined in (3.8). Fiz any
T,k € Ny satisfying T > k > ke. Then, pB satisfies the (T, k,T'i(A, B), e, %)—ijSB condition.
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Proof. Let 'y, be shorthand for I'y(P,) and X be shorthand for ¥x(P,). Let w = (wy,...,wg) €
R™ denote the vertical concatenation of the process noise variables. Let M; := [At <I>t] e

R™*7(k+1) denote the matrix such that z, = M; [Z] . With this notation, for any v € R™:

ii@,x& _ mT (; Zk:MtTUUTMt> [Z] .

By Equation (B.1), for any ¢ > 0,

o[ (5 wwrse) (1ot

On the other hand:
1< 1< i
r <k; Z@Ivaq)t) =o' <k; Z@ﬁbl) v=10" (k Z Et) v = UTFkU.
t=1 t=1 t=1
Because we assumed that k > k., then 'y is invertible. Thus, we can take ¢, = e and o =1/2. O

Proposition B.12. Consider the scalar stochastic process {x;}i>1 defined by:

-1 1t-1

t—1
=3
i=0

CijWt—i—1W—j—1,
=0 j=0

where {c; j}ij>0 are the coefficients which describe the dynamics, and {w;}i=0 are iid N(0,1) ran-
dom wvariables. Let {Fi}i>1 denote the filtration defined as Fy := o(wp,...,wi—1), so that x; is
Fi-measurable. Suppose that {c;;}i j>0 is symmetric and traceless. For everyt > 1 and k > 0,
almost surely we have:

Elz},y | Fil > El27] + (Elwerr | Fil)*.

Proof. For t € N,, define the symmetric matrices M; € R with (M;); = 0 and (My);; =
C(i—1),(j—1)- With this notation and with w; ~ N(0, I;), we can write z; as:

xy = o, M.
Therefore, by Proposition B.5 and the assumption that tr(M;) = 0:
Elz7] = B(w] Myw;)?* = 2[|M¢||% + tr(My)* = 2|| My[3.
Now, partition My, as:

| My Dy
Mtk = [ng Et,k]

Let vy = (wg—1,...,wp). Given Fj, we can write T4 as:
_ 1T _
Tip = Wt Mt Dt,k Wt
t+k = | T .
Uk Dt,k Eir| vk

48



With this notation:

sl T T M: Digl [an]\
_ =T = 2 L Wi t tk| | Wt
Blrss | Fil = 0] Eyati E[azmrﬂ]—EM([vk] o H) .

Uk

Expanding the square:

1T 1M, Dyl [a]\
Wt t tk| | Wt _T _ _T _ _T _\2
_ ’ _ = (w, Myw; + 2w, Dy 1.0 + 0r, By 10
<[Uk] [D;I,—k Et,k] [Wq]) ( ¢ V1t Wy t Lt kVk k Ltk k)
= (W] Mywy)? + 4w Mywyw] Dy 0y, + 210 Myw,vg By j oy,
+ 4(152—Dt,k77k)2 + 4@2—Dt’kf)k’f);€rE@kT)k + (T)I;I—Et’k@k)%

Using Proposition B.5 again:

- 9
2 o | My Dyy| |wy
Flevee | 7l = Ba, ([@k] [DtT K Et,k] [@’“D
= Eg, (0] Myw)? + 2 tx(My) 0} By 30y, + 4] Dy 0yl|3 + (0F By vy
= 2| M||% + 4] Dy vr |3 + (0F Evxve)® = 2| Mell3 + (0 By xr)*.

To complete the proof, we recall that E[z?] = 2||M||% and E[zy1x | Fi] = 0} By 0. O

Example 4.8 (Degree-2 Volterra series). Consider the following process P,. Let {C,E?}i,jgo for

te{l,...,n} be symmetric, traceless, non-degenerate arrays (Definition 4.3). Let {wgé)}go be iid
N(0,1) random variables for ¢ € {1,...,n}. Fort > 1, the {-th coordinate of x;, denoted (x¢)¢, is:

t—1 t—1

ZZC wy)z 1w y)j—l‘ (4.3)

=0 j=1

Let kng € N denote the smallest non-degeneracy index for all n arrays. There is a universal positive
constant ¢ such that for any T and k satisfying T > k > kaa, Pa satisfies the (T,k,T(Py), ¢, 1)-
TrajSB condition.

Proof. Fix a v € R™ The relation (4.3) shows that (v,z;)? is a degree four polynomial in
{wge)}’;f;é’?:l. Let Fy = U({wge)}z;é’?zl), so that z; is Fi-measurable. By Theorem B.7, there
exists a univeral positive constant ¢ > 0 such that for any s > 0,

1 k
{kzvxt—i-s <

k

%Z (v ﬂft+s>2’]:5] ‘]:8} < (o)t as.

t=1

To conclude the proof, we need to lower bound E [,1? Zle(v, Tirs)? ‘ .7-"5] . For any t > 1,

Fs

E [(Ua$t+s>2 ‘fs} =E (an g - (l’t+s)£)2

(=1
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DS 2 Bz | B+ S vnvn, - El@es) | ol Elwes)e) | F

=1 L17#Ls
> of - El@)i] + Yo7 - (Bl(mers)e | Fol)?
=1 =1
+ > vove El@e e | Fol - El(@es)e) | Fol
L1#Lo
n n 2
=> v} -E[(z)7] + (Z ve - E[(z45)e | fs])
/=1 =1
> v? ]E[(xt)%] © vTEt(Px)v.
/=1

Above, (a) follows since each coordinate of z; is independent by definition, (b) follows from Propo-
sition B.12, and (c) follows since E[x;] = 0 and each coordinate is independent, so E[(x¢)e, (z¢)e,] =
E[(xt)e, JE[(x¢)e,] = 0 for ¢1 # ¢o. Hence, we have shown:

k k
[ Z v xt+5)2 )fs] >l (;ZE,:(P@) v = UTF]C(PI)U.
t=1

t=1

x| =

Note that because we assume that k > knq, the covariances ¥4 (P,) are all invertible (and hence so
is I'x(Pz)). The claim now follows. O
Example 4.7 (Degree-D Volterra series). Fiz a D € Ny. Let {Cgff?ﬂ»d}ihm’idej\] forde{l,...,D}

and £ € {1,...,n} denote arbitrary rank-d arrays. Let {wy)}@o be #id N(0,1) random wvariables
fort e {1,...,n}. Consider the process P, where fort > 1, the {-th coordinate of xy, denoted (x¢)g,
18:

d
VA
fw—Z Z e | RS (4.2)
d=11i1,...,ig=0 d'=1

Let Thg := inf{t € N4 | det(T'x(Py)) # 0}, and suppose Tnq is finite. There is a constant cp > 0,
depending only on D, such that for any T > Tyq, P, satisfies the (T, T,T'p(P,),cp,1/(2D))-TrajSB
condition.

Proof. Fix a v € R™. The definition (4.2) expresses (v, z;) as a degree at most D polynomial in the
noise variables {wy)}. By Theorem B.7, there exists a positive constant cp, only depending on D,

such that:
T
SES TS
t=1

Since T' > Tpq, the matrix I'p(P,) is invertible. The claim now follows. O

1 T
Tvat ]} (cpe)t/ D),

t=1

Nl =



B.3 Proof of Proposition 4.2

Proposition 4.2 (Average small-ball implies trajectory small-ball). Fiz T € N4, k € {1,...,T},
{U; }LT/kJ C Sym%,, and a, 5 € (0,1). Let P, be a covariate distribution, with {x¢}>1 adapted to
a ﬁltmtwn {Fi}i>1. Suppose for allv € R™\ {0} and j € {1,...,|T/k]}:

ik
1 J
% Z PP, {(v,xt)2 <a-v ¥ ‘ Fj— 1)k} B a.s., (4.4)
t=(j—1)k+1

where Fy is the minimal o-algebra. Then, for allv € R™\ {0}, j € {1,...,|T/k|}, and € € (0, )

ik
13 B
Pizyop, z Z <U7$t>2 <e- UTLIIJU Fli—k ¢ < m a.s. (4.5)
t=(—1)k+1

Proof. The following proof builds on the argument given in [SMT'18, Section E.1]. We note that
a similar style of proof is used in [BLLT20, Lemma 15].

Define the shorthand notation P:{-} := P{- | 7}, and similarly E;[-] := E[- | ;]. Now fix a
veR"\ {0}, 7 €{1,...,|T/k]}. Markov’s inequality yields that:

ik jk
13 1
z E (,20)? > av W0 - Z g 1{(v,2)* > av ¥ v},
t=(j—-1)k+1 t=(j—1)k+1

and therefore for all € > 0:

L jk
1 g 1
]P)(jfl)k E E <U, (Et>2 <e- UT\I’]‘U < P(jfl)k E E 1{<v,xt>2 > avT\I/jv} < 8/@
t=(j—1)k+1 t=(j—1)k+1

Define Z; := Z]k 1{(v,24)?> > avT¥;v}, and observe that Z; € [0,1]. By (4.4), we have:

(j—1)k+1
Eg-klZi] 2 1-6.
On the other hand:
EG_0klZj] = EGovwlZi1{Z; > e/a}] + E_k[Z;1{Z; < e/a}]
<Py_nelZ; >¢e/at +¢e/a- IP’] 1)k{Z e/a} since Z; < 1
—1— (1—¢/a)Py_lZ < e/al
Combining both these inequalities, and further restricting € € (0, ), we obtain,

B

] 1)k’{Z E/O[}\ ].—€/047

which implies (4.5). O
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B.4 General ordinary least-squares estimator upper bound

In this section, we supply the proof of Lemma 5.1. We first start with a result which bounds the
minimum eigenvalue of the empirical covariance matrix.

Lemma B.13 (Minimum eigenvalue bound via trajectory small-ball). Suppose that P, satisfies
the (T, k,{¥; }LT /*] , Csb, @) -tragectory-small-ball condition (Definition 4.1). Put S = |T/k|, and
I'p :=T7(Pz). Fiz any I' € SymZ satisfying %Zle U; x I < I'r. Define Xm;r = Xm7T£_1/2,
and:

1/

S
H({\Ilj}?zlv . H \Ijj7r . (B2)

Suppose that:

kn e’ AL, Tr)p({¥, 17—, 1)

For any t > 0, with probability at least 1 — 2e~t, the following statements simultaneously hold:

mTap({¥; }] D) 16kn
Secy exp (—mTat) . (B4

Proof. The proof uses the PAC-Bayes argument for uniform convergence from [Mou22]. The first
step is to construct a family of random variables, indexed by both v € S*~! and a scale parameter
n > 0, such that its moment generating function is pointwise bounded by one. For notational
brevity, let:

~ ~ mTnet
tl”(X;;,TXm,T) < m )

)\min(X;L’TXm,T) P

A= AL T7), p= H({\I’]}f:hE)

Since I' < 'y by assumption, we have A € (0,1]. Similarly, since %Z]S:l V; < I', we also have
we (0, 1] by Proposition B.3.
The trajectory small-ball condition (4.1) implies for any v € S, j € {1,...,S}, and € > 0,

ik
1 _
P % E (v, 07122, <eA(V;,I)
t=(—1k+1

Fii—nk ¢ < (cspe)™.

Using a change of variables ¢ <— ¢/A(V;,T),

t=(j—1)k+1

By Proposition B.4, for any n > 0,

jk
AU T
t=(—1)k+1 Csb
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Forie {1,...,m}and j € {1,...,S}, define the random variables Z](-i)(v;n), ZW(v;n), and Z(v;n):

ik
@ ey e 1 —1/2,(D)\2 nA(Y;,T)
Z; (vsn) = % Z (0, 07122712 4 alog <Csb ,
t=(j—1)k+1

S
20 (win) ==Y 2" (vsm),

2(0.m) =y 20 wim)

We first claim that Elexp(Z(v;n))] < 1 for every v € S*~ ! and 5 > 0. Since Z®)(v;n) is independent
of Z(")(v;n) whenever i # ', we have that:

Elexp(Z(v; n))] [eXp (ZZ ;N >] = [ I Elexp(2® (v; m))].
=1

Furthermore, by repeated applications of the tower property and (B.5), for every i € {1,...,m},

i s
Elexp(Z9(v;)] =E [exp [ S 27 (v;n)

L =
i 5-1 '

=E [exp [ > 2" (vin) | Elexp(Z (v0)) | Fis-1pl
L\
i S-1

<E |exp Z{ (vim)
L =

Hence E[exp(Z(v;n))] < 1 for every v € S*~ ! and 1 > 0.
Let us now import some notation from [Mou22]. First, let = denote the spherical measure on
S*=1, and let pv,y denote the uniform measure over the spherical cap

Clv,7) = {w e S" 7" | o —wll2 <}

Next, let F, (X) = fC(v ) (w, Xw) dpy for any symmetric matrix 3.
Fix any positive ¢,n. For two measures p and v with p absolutely continuous w.r.t. v, let

KL(p,v) :=E, log ( > denote the KL-divergence between y and v. By the PAC Bayes deviation

bound (cf. [Cat07]), there exists an event & ; with probability at least 1 — e, such that on & 1,
we have for every v € S”! and v > 0,

m kS
anw( 1/22295 z) )T 1/2>+m5alog (W

) <Kpm e (B9
i=1 t=1 Csb
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Next, by [Mou22, Sections 5.3 and 5.4], we can write F), , in terms of a scalar function ¢ such that:

Fun() = (1= 60))(0,20) + 002 (), o) € [0, 2], (8.7

Furthermore, for every v € S*! and v > 0, the KL-divergence term can be upper bounded by:
2
KL(py,m) < nlog (1 + ) . (B.8)
Y

Therefore on & 1, plugging (B.7) and (B.8) into (B.6),

ST o k N 2

o (V) > =gy [m9es (2 s (145) -
o) 1, (er g

— 11— ¢(ﬂy) a tr (ijXm,T) .

Restricting v € [0,1/2], we have from (B.7) that 0 < ¢(y) < %7* < 29% < 1/2. Hence,
1 — ¢(y) € [1/2,1]. Furthermore, 1+ 2/ < 5/(4+?). Therefore,

T © k np 5 N o
Amin (X,L,TXWT) > ; [mSa log <Csb> —nlog (4’Y2> — t} - tr (X;—L7TXm,T> .

Define the non-negative random variables ¢); := S oY 2:ct 13, for i = 1,...,m. It is straight-
forward to verify that tr(X; Xmr) = >ty ¥;. By Markov’s inequality, for any 3 > 0:

P <tr(Xm TXm T) > ﬁ) <Z i > ﬂ) [Zgl 7/)1]

B
o mT tI‘(Eier) < anAmax(F;“/QE_lF’;/Q) _ min
B - B A8
Therefore, setting 5 = etm%, there exists an event & o such that P( 52) < et and on &2,
t
~ ~ T
(X 1 X 1) < = ”; i3

Therefore on & 1 N & 2, which we assume holds for the remainder of the proof, we have:

Y v 4mTe!
) s () e (37

Next, we further restrict = > e so that log(nu/csb) = 1. Now consider, for positive constants
A, B,C, the function z Alog(B /x) + Cz on the domain (0,00). The derivative vanishes at
r = A/C’, and the function attains a minimum value of A(1 + log(BC/A)) with this choice of =.
Let us set:

k ) AmTet
A B2 o0 L2
n 4 A
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kn)\

Then by choosing 7% = we have that:

InmTet >
kn 5 4mTet kn 5mTeln
—1 — =11 .
" Og(472>+ X Ty [ i Og< knA )]
Note that this choice of v satisfies v € [0, 1/2], since:
kn)\ 1 k
A 2 Py since t > 0 and A < 1
dnmTet ~ 4 nmT
knp ) -
coamT S since 1 > ecsh/ b
n mT
= —— < -
eCsh k
n mT .
< — since u < 1,
eCsp k =

and the last condition holds by (B.3). With this choice of v, we have:

min (X;-I,—L,TXm,T)

>

k [ T t
Z - mSalog<W>_t_n<1+10g <5m 677>)]
L Csb kn\
k| 5espmTe!
= ZlmSa—n)log [ £) —t—n (1+log [ 21-C
nL Csb knAH
k [ T t
Z = moa log T - t—n|1+log Sespml’e’ since mS > 2n/«
nl 2 Cs knAp
k [mSa N ScespmT
= - 1 — | —(1 t— 1+1
02 Og<Cs ) (1+mn) n< + 0g< Fnag ))]
T
> k jmSa log RN 2nt —n | 1+ log DCspm
nl 2 Csb k‘nAH
> k| ma log B - 2nt since mSa > 1+ log Dol

kmSa llog(nu/csb) - ﬁ@i] ‘ (B.9)

 Aesn/p N/ Csb

It remains to optimize over n € [ecsh/t,00). For any G € R, the function 7’ — bgz# on (0,00)
attains a maximum of exp(—1— G) at ' = exp(1+ G). Hence, setting n = % exp(l+8nt/(mSa)),
which satisfies 7 > ecgp/pt, we have: -

- - kmSapu 8nt
Amin <X;;I;7TXm,T) = — €X <_>

decqp mSa

mTap 16kn
> = — t i S >T/(2k).
8ecsh exp< ml« > SHmee /(2F)

The claim now follows by gathering the requirements on the quantity ?—Z and simplifying as in
(B.3). O
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Corollary B.14. Assume the hypothesis of Lemma B.13 hold. Then, X;TXm,T s tnvertible
almost surely.

Proof. For any t > 0, define the event & as:

~ ~ mTau 16kn
& { ( mT ’T> < 8ecsh exp( mT«a )}

The event {Amin( mTXm r) = 0} is the intersection ();2; &. By Lemma B.13, we have that
P(&) < 2e. Since the events & C & whenever #' > ¢, by continuity of measure from above,

P(Amin(Xm 7 Xmr) =0) <Q €t> = hm IP(St) tliglo 2¢~ ! = 0.

We are now ready to restate and prove Lemma 5.1.

Lemma 5.1 (General OLS upper bound). There are universal positive constants ¢y and c¢1 such that
the following holds. Suppose that P, satisfies the (T, k, {\Ilj}]Lz/lkJ,csb, a)-TrajSB condition (Defini-
tion 4.1). Put S := |T/k| and I'r :=I'p(P;). Fiz any I € Sym¥, satisfying %ZS <L xTp,

and let p({V; }] 1,I) denote the geometric mean of the minimum eigenvalues {A(V, F)}] 1 b€,
5 1/8
p({¥;Y5,, 1) = [[J A, D)| . (5.2)
j=1
Suppose that:
mT _ ¢ max{e, csp }
n=2 — = —log . 5.3
B~ (m(r, Du((;)7,.D) >3

Then, for any I € SymZ,:

. max{e, ¢
E[[|[Win,r — Willtr] < c1ca0? - P fe e} ).(5.4)

mToL, ) ({15, T) 1°g<aA<r,rT>u<{%}f:pr>

Proof. For notational brevity, let:
A= AL Tr),  pi=p({¥;}7, D).

We choose ¢y > 64 such that (5.3) implies (B.3), and also so that 7L > 64/a. By Corollary B.14,
X, 1 has full column rank almost surely, hence:

Wi = Wy = 5 2 X 0 (X3 7 X 7)™
Put ij = Xm,TE_l/z. With this decomposition, we have:
W = Will3r = 125, 7 Xom 1 (X X, ) ™[I
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= ||E7Tn 7 Xm,r (X, 1Xm, )" T? ||2*1/21"/£*1/2
< )\maX( 1/2F I 1/Q)HHT TXm T(X;,TXm,T)_IEI/QH%
= Amax (L2 IT V) (X, 2 X)X B |

< min{n, pPAmax (L IT 2 [(X], 7 X 1) ™ X, 17Em rl|2p
(X 2 X 2) 2 X, 2B

Amin (X1 7 Xm,7)

(X 2 X, ) 2 X, 2 E 7112

AT T - Ain (X, o Xomr)

155

—1/2pp- 1/2)

< min{n, p}Amax (L

= min{n, p}

Fix any ¢t > 0. By Lemma B.13, there exists an event &1 with probability at least 1 — 2e™,
such that on & 1 we have:

~ - mnTet - - mT ap 16kn
tr (X0, 7 Xm,1) < 5 Amin (X, 7 Xim,1) = Becy. & ( — t> :

Recall by our cohice of ¢y, we have mT'/k > 64n/a. Hence, on & 1,

T & mTap
AmiH(Xm,TXm,T) = (= 3 = exp(—t/4)
€Csh
We now apply Proposition B.10 with V' <« M; := (;I,, and:
Tlyeo sy XDy TTHLy++ s 2T 5+« s T(m—1)T+15 - -+ s TmT —
Lfl/ngl), .. ,Efl/Qx(Tl),Efl/Qx?), ... 72—1/235%2), ... ,Efl/ngm), - ,£71/2x(Tm),

to conclude that there exists an event & o with probability at least 1 — et such that on Et o
1{Xm X = MY 7 X)X, 2B I,

1
< 1602 plog5 + = 5 logdet< + ¢ 1Xm TXm T) —i—t]

< 3202 + log det < + ¢ le TXm T) + t}

< 320? p+nlog(l+¢t tr(f(;',;?Tf(m,T)/n) + t} .

Above, the last inequality holds since logdet(X) < nlog(tr(X)/n) for any X € SymZ, by the
AM-GM inequality. By Proposition B.1, whenever ¢ > 8log 16, we have t < e'/*. Furthermore, for
any t > 0 we have 1 < et/4, Therefore, for ¢ > 8log 16, on & 1 N & 2:
||(X7-’VFL7TXm7 ) V2T TEm T”op
)\min(X ,TXm7T)

2566CSb t/4 g p + nlog 1 + 8€Csb (1+1/4)t + t
mT o Aﬁ

N

256¢ecqh ot/ g2 16ecqp
<— 1 1+1/4)t+1
T o¢ |p+nlog i +n(l+1/4)t +
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2 1
< 2006Csh 1/a 2 [p +nlog < 66%) + 3nt}
QAL

mT o
256ecsp 2 16ecqp t/2
< 1 )
T Ta o¢ |p+nlog i +3n|e

Define the random variable Z as:

7. ”(X;TXmT) 1/2xT TEm T”op (256605b 9 [ + nlog <16€Csb> +3n}>—1
' Amin (X 7 Xom,1) mT au -

We have shown that:
P(Z > et?) <3¢ Wt > 8log16 «= P(Z > s) < 3572 Vs > 16,
Hence,
o oo
E[Z] = / P(Z > s)ds < 16* + 3/ s 2ds = 16% + 3/16%.
0 164
That is, for some universal positive cq,

p + nlog (7111“{6’65*’})

A alp
E[|Win,r — W*HI"} X C10¢ mln{n p}esh mTaA(L, Fl;ﬁ (B.10)
Now, if p < n, (B.10) is upper bounded by:
max{e,csp } max{e Csb}
0102pc b pnlos ( oA > < 2c102pc b rlos < oAy )
e mTa(L, ) SUUETE L mTaA (L, )
On the other hand, if p > n, (B.10) is upper bounded by:
cione pnlos <ma2205b}) < 2¢i02ne ploe <ma);i€5b})
o o
e T oA (T, T ) e T TaA (D, T
O

B.5 Proof of Theorem 5.3

Theorem 5.3 (Upper bound for Ind-Seq-LS). There are universal positive constants ¢y and c¢1 such
that the following holds. Fiz any sequence of distributions {Py}i>1, and let 3y := Eq,op, , [w42]]
for t € N. Suppose there ezists csp > 0 and o € (0,1] such that for all v € R™\ {0}, € > 0 and
t e N+ J

PP, {(v,xt>2 <e- vTEtv} (csbe)™. (5.7)
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Furthermore, suppose there exists a cg > 1 and B = 0 such that for all s,t € Ny satisfying s < t:

1
m cs(t/s)”. (5.8)

1If:
con max{e, csp 3
n>=2 mT> B+log| ————= ],
e

then, for Py = ®¢>1Pg -
S < 2. 5 b ' 1 B max{e, csp } g .
ELL(Won,i T, P2)] < crespotege” - D0 (cp(8+1), (T'/T)°) |8+ log ( 22
(5.9)

Proof. Equation (5.7) shows that P, satisfies the (T, 1, {%;}X;, csp, @)-TrajSB condition. Let Ty :=
%22:1 Y for t € Ni. For any s,t € N; with s <,

AT, Ty) > AT, X¢) since I't < X
1 S
> -y A3, X)) using Proposition B.2 and Jensen’s inequality
s
1 - S
— Z(k;/t)ﬁ using (5.8)
CH k
(5 Iy (s/t)P since  — 2” is increasing.

Next, the growth condition (5.8) implies that:
T 1T
p({See, Tr) = H)\(Et,TT)]

since I'r < Xp

WV
—~
\/>_:
i\
™
~
e
3

\V
—~
| —
~
~
3
=

using (5.8)

since T! > (T'/e)”.

We now apply Lemma 5.1 with I’ = I'p. In doing so, the requirement (5.3) simplifies to:

mT L@ log (max{e,csb}056ﬂ> .

nz=2 — 2=
n o o
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We first assume that 77 < 7', in which case (5.4) yields:

B
p;a -cge? -log <max{e,csb}056 ) .

E[L(WmT,T P.)] < clcsbag -

On the other hand, when 77 > T', we have \(I'p,I'p) > Cb(ﬁlJrl)(T/T’)B7 and (5.4) yields:

N

Sy 5 pn T max{e, cgp fcge’
E[L(Wir;T', Pz)] < c1esp0 - p cge? - ca(B+1) < ) -log < - :
B.6 Proofs for linear dynamical systems

B.6.1 Control of ratios of covariance matrices

Proposition B.15. Let (A, B) be the dynamics matrices for an LDS-LS instance, and suppose
(A, B) satisfy Assumption 5.1, Assumption 5.2, and Assumption 5.3. Put ¥; := X(A, B) for
t € Ny and v :=y(A, B). For any integers Ty, T satisfying 1 < Ty < 11,

_ _ 175
Ain(E7, 70,557 = = 22,
( T2 ) ")/Tl
Proof. Observe that for any ¢ > 1,
t—1
=Y A"BB*(AM)* ZSD"‘ “1BB*S~*(D*)*S*.
k=0

By Assumption 5.3, we have that BB* is invertible, and hence S~!BB*S~* is also invertible.
Therefore we have the following lower and upper bound on ¥;:

Amin(S™'BB*S™* (Z D¥(D") ) <5 < Amax(ST'BB*S™* (Z D*(D*) >

(B.11)
Now recall that for two square matrices X, Y, the eigenvalues of XY coincide with the eigenvalues
of YX. Letting Q; := >_4_f, D¥(D*)*, we have:
Anin(C7 2 S0, 55%) 2 Anin (ST BB S ™) Auin (57, 5Q1, 5*57,%)

= Amin(S T BB*S ™) Amin ((SQ1, ) 2571 (SQr, S)1/?)
)\min(S_lBB*S *) ) «\1/2/ g—*—1 g* *\1/2
Amax(sleB*sf*)Amm((SQT?S) (S7°Qq, ST)(SQr,S™) ')

)
)

~ Amin(ST'BB*S*
" Amax(STIBB*S—*
Let A € C be an eigenvalue of A. We have

Zw% {M et
1 = 1.
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Therefore, (QTQQil)“ is:

P2 1P ey
(QryQp )i = { Ll 1= if Al <1,
! Ty/T) if |\ = 1.
Note that inf ¢ (g 1) =2 = ¢ for ¢ € [0, 1]. Therefore, we can lower bound:
_ 15
)\min(QTg QTll) 2 ?1
The claim now follows. O

Proposition B.16. Let (A, B) be the dynamics matrices for an LDS-LS instance, and suppose
(A, B) satisfy Assumption 5.1, Assumption 5.2, and Assumption 5.3. Put I'y := T'\(A, B) for
t € Ny and v := (A, B). For any integers k,t € Ny satisfying k < t, we have:

1k
AT, Ty) > ——.
i( k> t) 8"}/t

Proof. Let ¥ := ¥(A,B) for t € N;. We first consider the case when k£ > 2. Observe that
I'; < 3. Furthermore, for any k£ > 2, we have:

k k
Te=g7 2 Twrg D B = Lk/JZW?J 7 3k
k=1 k'=|k/2]
Therefore,
i . . ) g @ 1 |k/2) 1k
ATk, T't) = Amin (T 1/2Fkrt 1/2) Z - Amin (% 1/22Lk/2J 2y 1/2) > o2 “ 8yt

[\

Above, (a) follows from Proposition B.15. When k = 1, we have I'} = X, and therefore by
Proposition B.15:

_ _ 11
AT1,Te) = A(S1,T) = AS1, 20) = A (5 /2513, 12%) > o1

The claim now follows. O

Fact B.17. Let (A, B) be the dynamics matrices for an LDS-LS instance. For any s,t € N4 with
s < t:

PS(A7 B) < Ft(Av B)

Proposition B.18. Let (A, B) be the dynamics matrices for an LDS-LS instance, and suppose
(A, B) satisfy Assumption 5.1, Assumption 5.2, and Assumption 5.3. Put T'y := T4 (A, B) for
te Ny, ¥ :=%(A,B) fort e Ny, and v := (A, B). For any T, we have:

1T

T
!H A, T'r)
t=1
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Proof. By Proposition B.16, we have that A(I'y, ') > %% for all t € {1,...,T}. Therefore, since
AZe, T'p) > ATy, T'p), and since n! > (n/e)™ for all n € N,

T
A Y (THYT 1
H (Z0Tr)| = > .
Py 8T 8ey

B.6.2 Many trajectory results

Lemma B.19. There are universal positive constants co and ¢y such that the following holds for
any instance of LDS-LS. Suppose that (A, B) is kc-step controllable. If n > 2 and m > con, then
for any T” € SymZ:

nn
mT - A(I'r(A,B),I")

Proof. Let I'r :==T'r(A, B). By Example 4.6, LDS-LS satisfies the (7,7, T'r, e, 1/2)-TrajSB condi-
tion. We therefore invoke Lemma 5.1 with £ =T and I’ = I'7. In this case, p from (5.2) simplifies
to 4 = AT, T'7) = 1, and the requirement (5.3) simplifies to n > 2 and m > ¢on. Finally, the rate
(5.4) simplifies to (B.12). O

(B.12)

E[|Wr — Wil[3] < < ciof -

Theorem 5.4 (Parameter recovery upper bound for LDS-LS, many trajectories). There are univer-
sal positive constants co and c1 such that the following holds for any instance of LDS-LS. Suppose
that (A, B) is kc-step controllable, If n > 2, m > con, and T > k¢, then:

A~ pn
E[||W W .
Wz = Willf] < exog - 7 Amin(T7(A, B))
Proof. Follows by invoking Lemma B.19 with IV = I,,. O

Theorem 5.5 (Risk upper bound for LDS-LS, many trajectories). There are universal positive
constants ¢y and ¢y such that the following holds for any instance of LDS-LS. Suppose that (A, B)
is kc-step controllable. If n > 2, m > con, T = ke, and the evaluation horizon is strict (T' < T'),
then:
i A pn
E[L(Wp; T, P2P)] < c10% - —

On the other hand, suppose that (A, B) satisfies Assumption 5.1, Assumption 5.2, and Assump-
tion 5.8, with v := ~v(A, B) (Definition 5.1). If n > 2, m > con, and the evaluation horizon is
extended (T' > T'), then:

pn T
mT T
Proof. Let Ty :=T(A, B) for t € N;. Invoking Lemma B.19 with IV = I';» yields the bound:

pn
mT - MTrp, D)

E[L(Wi,r; T, P2-P)] < c10% -

E[L(Win,r; T, P2-5)] < c10f -

If 7" < T, then A(T'p,T'p) > 1 since 't = I';v by Fact B.17. On the other hand, if 77 > T, by

Proposition B.16, A\(T'p, ') > 87 T, The claim now follows. O
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B.6.3 Few trajectory results

Theorem 5.6 (Risk upper bound for LDS-LS, few trajectories). There are universal positive con-
stants cg, c1, and ca such that the following holds for any instance of LDS-LS. Suppose that (A, B)
satisfies Assumption 5.1, Assumption 5.2, and Assumption 5.3, with v := (A, B) (Definition 5.1).
If n > 2, m < con, and mT > cynlog(max{yn/m,e}), then:

- nlog(max{yn/m,e cinlog(max{yn/m,e T
ELL(Wy 72 T, P P)] < cpo? - POBIIAIN })-qb(%l slmaxtn }>-T).

Proof. Let T'y :=T(A, B) for all t € N;. By Example 4.6, for any k € {1,...,T}, LDS-LS satisfies
the (T',k, Tk, e,1/2)-TrajSB condition. We will apply Lemma 5.1 with I' = I';. The quantity p
from (5.2) simplifies to p = A(I'x,I'y) = 1. By Proposition B.16, we have that A(I'x,I'r) > %7.
Hence the requirement (5.3) simplifies to n > 2 and

m1 T
R > /7 / = .
e clog (7 k> , Y max{e,y} (B.13)

for some universal positive constant ¢. Thus, for (B.13) to hold, it suffices to require:

T 2 2 T
Z > max {Sj log+/, o log (k> } : (B.14)

m
As long as 2cn/m > 1, then by Proposition B.1,
T _ 4en 8cn T _ 2cn T
—>—log|— )= -—>—1log|— ).
k m m k m k

Hence, for (B.14) to hold, it suffices to require

T _ 4 8cry'
= > Mg ( CV”) . (B.15)
k m m
Based on (B.15), we choose k as:
T
k= . B.16
Llcn/m . log(8cv’n/m)J ( )

To ensure that k£ > 1, we need to ensure that:
mT > 4enlog(8cy'n/m). (B.17)

On the other hand, since 2cn/m > 1, we have that:
4 8¢y
cnlog( C’Y”) >1,
m m

which ensures that k& < 7. Thus, our choice of k from (B.16) ensures that (B.13) holds. We now
ready to invoke Lemma 5.1 with IV = 'z, and conclude for a universal ¢’:

A log(e/A(I'x,I'7))
E[L(W,r; T, PAB) < do2 . P2 ’
[ (W T U )] ¢ 0-5 mTA(Fk, FT’)

(B.18)
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First, we assume that 77 < k. By Fact B.17 we have 'y = I'rv, and therefore A(T'x, T'p/) > 1.
Equation (B.18) yields:

i 1 AT, T
EL (W5 ', P25)] < dof - 2108/ ATk Tr))
7 mT

(B.19)

By Proposition B.16,

11 T m
AT, I'r) 2 —= = . B.20
ATy, 'r) 8y T Llcn/m . log(Sny’n/m)J 64cynlog(8cy'n/m) ( )

Plugging (B.20) into (B.19), and using the inequalities logx < z for > 0 and ¢(a,z) > 1 for all
a > 1 yields, for another universal ¢:

E[L(Wy1; T', PAB)) < dog - p—q; -log(e - 64cyn/m - log(8cy'n/m))
m

, o pnlog(512e - (¢y'n/m)?)

<
€% mT
log(max{yn/m,e})
< " _2 pn )
C O'g mT
1 1 T’
< c”ag ~pnlog(max{yn/m, e}) 6 %6171 og(max{yn/m,e})T" .
mT m T

On the other hand, if 77 > k, then by Proposition B.16,

11 T m T
N, I'p) > —— > - — B.21
ATk Tr) 8 T' Llcn/m : log(8cv’n/m)J 64cynlog(8cy'n/m) T’ ( )

Plugging (B.20) and (B.21) into (B.18) and using again the inequality logz < x for = > 0 yields,

for a universal ¢"':

E[L(Wynz; T', PAP)]

<do?2 P 64 log (8¢ 64 log (8¢ r
< dot- L2 tog(e - 64cyn/m - log(8ey'n/m)) - 64cyn/m - log(8ey'n/m) -
m o pnlog(max{yn/m,e}) ,ynlog(maX{vn/me}) T

o . 1

<
¢ mT m T

Furthermore, when 7" > k, by choosing c¢; sufficiently large:
nlog(8cy'n/m) T’
¢ ll

nlog(max{yn/m,e}) T’
L l

1 1
8 - T >1=c - T >
nlog(max{yn/m,e}) T" nlog(max{yn/m,e}) T’
e g(max{yn/ })7:¢ vl g(max{yn/m,e}) T"\
m T m T
The claim now follows. O

Theorem 5.7 (Risk upper bound for Ind-LDS-LS). There are universal positive constants ¢y and
c1 such that the following holds for any instance of Ind-LDS-LS. Suppose that (A, B) satisfies
Assumption 5.1, Assumption 5.2, and Assumption 5.8, with v := ~(A, B) (Definition 5.1). If
n > 2 and mT > conlog(max{y,e}), then:

7 nvylog(max{vy,e T’
(LW T, @21P2F)] < er02 - 220 g(mT 1neh) (7’ T>.
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Proof. Let T'y := I't(A,B) and %; := %4(A,B) for t € Ny. From Example 4.3, we have that
Ind-LDS-LS satisfies the (T, 1,{%:}];,e,1/2)-TrajSB condition. We will apply Lemma 5.1 with
I'=T7, k=1, and I = I';v. By Proposition B.18, we have that:

P Tr) > 5

The requirement (5.3) simplifies to n > 2 and L > clog(max{v,e}) for a universal constant c.
By Lemma 5.1, for a universal ¢

: log(max{y, ¢})
E[L(W,p: T, PAB) < do2 . 22 1) g
[ ( m, T » T )] CO'g mTA(FT,FT/) €
If 77 < T, then A(T'p,T'p) > 1 since FT I'7v by Fact B.17. On the other hand, if 77 > T, then
by Proposition B.16, A(T'r,v7+) > 8 L. The claim now follows. O

Theorem 5.8 (Parameter recovery upper bound for LDS-LS, few trajectories). There are universal
positive constants cg, c1, and co such that the following holds for any instance of LDS-LS. Suppose
that (A, B) satisfies Assumption 5.1, Assumption 5.2, and Assumption 5.3, with v := (A, B)
(Definition 5.1). If n = 2, and mT > conlog(max{yn/m,e}), then:

ky =

. log(max{yn/m,e}) T
El| Wz — Will2] < c102 - 22 :
Wz = WillE) < exo - T (A, B)) n/m - log(max{yn/m, c})

Proof. The proof is identical to that of Theorem 5.6 until (B.18), after which we set 77 = 1 from
which the result follows. 0

B.7 High probability upper bounds
B.7.1 Weak trajectory small ball

We first present a modified definition of trajectory small-ball (cf. Definition 4.1) which we will use
to establish high probability bounds.

Definition B.1 (Weak trajectory small-ball (wTrajSB)). Fiz a trajectory length T € N, a param-
eter k € {1,...,T}, positive definite matrices {¥; }LT/k C SymY, and constants «, B € (0,1). The
distribution P, satisfies the (T, k,{¥; }]Lz/lkj, a, f)-weak-trajectory-small-ball (wTrajSB) condition
if:

- Sy < T (Py),
2. {x}4>1 is adapted to a filtration {Fi}i>1, and

3. for allv e R"\ {0}, j € {1,....|T/k]}:

ik
1 j
Pioyop, Z Z () <a-v W Fli—1k ¢ S B as. (B.22)
t=(j—1)k+1

The main difference between Definition B.1 vs. Definition 4.1 is the third condition (B.22), which
only needs to hold for a fixed resolution « and failure probability 8. By contrast, in Definition 4.1,
the condition must hold of for all resolutions—there denoted by e—with failure probabilities that
tend to zero as the resolution € — 0 (cf. (4.1)).
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B.7.2 Ordinary least squares bounds

Lemma B.20 (Minimum eigenvalue bound via weak trajectory small-ball). Suppose that P, sat-
isfies the (T, k, {\Iij}]Lz/lkJ,a,ﬁ)—mejSB condition (Definition B.1). Put S := |T/k| and Ty :=
I'y(Py) fort € Ny. Fiz any I' € SymY satisfying % Zle V; x ' < TI'r, and define the constants:

Cg :=

S
SZ 1 A(Y F) S A 123(
(? Z}qzl A(‘%’vD) j=1

(Note that 1 < Cs < S always). Fiz § € (0,1), and suppose that:

U, T). (B.23)

n =2,

mT 6405 o 1280C
T 215 8\ - AT oo

With probability at least 1 — 9§, the following events simulatenously hold:

mm( 1/222 ) (T 1/2) > ug)mm (B.24)

=1 t=1

RN 0 g0y T | o 2T

oS ) <
i=1 t=1

Proof. The proof proceeds quite similarly to the proof of Lemma B.13. Thus, we focus mostly on

the parts that differ. For notational brevity, let:

B/ =1 Bv A = A(E? FT)? Aj = A(\IjjaE)

Since I < I'r by assumption, we have A € (0, 1].

The first step, in preparation for applying the PAC-Bayes deviation inequality, is to construct
a family of random variables with moment generating function upper bounded by one. To do this,
we utilize the weak trajectory small-ball condition (B.22), which implies for any v € S"~! and

jed{l,...,S}h

jk

1 _
Ay > @I Pr)? <aM(¥y,0) | Fyo ¢ < B
t=(—1)k+1
Let #; := I*/22; be the whitened vector. Define the random indicator variables for i = 1,...,m
and j=1,...,5:
B =130 3 &) >aM¥,D)
t=(j—1)k—+1

By Markov’s inequality:

T
Z(v :ct k:aZ)\ 1{B(l 1}.



Hence for any 1 > 0 and v € S~ 1
E exp (—77 Z(v,s@@f) < Eexp —nkaZAjl{BJ(-l) =1}
t=1 j=1
Now observe:
Elexp(—nha; 1{B]” = 1}) | Fioiu) = ¢ NP = 1| Fiyoy) + BB = 0| Fip)
= (e7™% — )P(BY) = 1| Fy_yp) +1

—
S
N

1
<1+ <—nka>\j + 2n2k2a2/\§> B
® _ 1 o9 012
< exp nkozAj—Fan:ozAj 5.

Above, we used the facts (a) for x > 0, we have e™* — 1 < —z + %, and (b) for € R, we have
1+ z < e*. Hence by the tower property:

T S
~( 1
E exp (—7] E (v, xg ))2> < exp E (—nka)\j + 2772k2a2)\?> B’

J=1

S S
1
<exp | —nkaf' Y A+ oiPkPa’B Y A7
=1 =1

ko S5 )2
= exp _nkaﬁ, ZA] (1 — 77]=1]>

S
7=1 2 Zj:1 Aj

Now, let us set

3
5|
o)

]
n
>
DN .
RA
o)
=i~
o

from which we conclude:




As desired, we have constructed a family of random variables indexed by v € S"!, with MGF
bounded by one.

Using the PAC-Bayes arguments from Lemma B.13 followed by Markov’s inequality, with prob-
ability at least 1 — 2e~*, for all v € S"~! and ~ € [0,1/2]:

mSp 5 4y2%etmT
T ()]

we have that:

) 4mTet n 5mTeln
—1 2= 141 — . B.26
n0g<4'y>+ X n[+og< ni ﬂ (:20)

Note that this choice of v satisfies v € [0,1/2], since:

nA
ChOOSlng ”}/ = W’

A 1
n;g—chl sincet >0and A <1
dnmTet ~ 4 nmT

The RHS above is ensured by:

S 2
T A T
m—}a@:aCs-ﬂﬁm—>Cg since o, < 1.
k S k
n D1 n

If we further enforce that:

mSp >(n+1) [t + log (5777:?”)] , (B.27)

) r /
5 1[5 v ()
it :
B /
2717 T;Lgﬂ (n +1t—n—nlog< >]
L S
1 [mSp Tn
> - _
> e —(n+1)t (n—|—1)1g< Y )]

For (B.27), it suffices that:

mT _ 32Cst  mT _ 16Cs 5 Y51 A mT 16Cg 5 16Cs mT
— 22— — > ——log = log — + log| — | .
kn B kn B A ZS )\2 kn B AajiCs B! kn

For the RHS inequality, by Proposition B.1 it suffices that:

mT S 32Cg max 4 1o 5 0 mT < 64Cg o 128C's
= X — ) 9 = .
kn o4 & AaiCly kn o & o
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Note that zlog(1/x) < 1/e for all > 0, and therefore:

5 5 1 5 5
Cslog <>\aﬁCs> = Cglog (W) + Cglog <CS> < Cglog <a>\,a> +1 < 2Cglog (aAﬂ) .

Hence it suffices that:
m—T > 76405 max < lo —5 lo 128Cs
kn = /3/ g OdA[L ) g B, N

The claim now follows by simplifying all the required inequalities for the quantity mT'/kn. O

To contrast the effects of the wlrajSB assumption from those of the TrajSB assumption, let
us compare Lemma B.20 to its counterpart Lemma B.13. The minimum eigenvalue bound (B.24)
from Lemma B.20 differs from the corresponding TrajSB bound (B.4) in the role of the eigenvalues
of the matrices {¥; }]Li/lkj from the small-ball definition. However, due to the differing requirements
on the amount of data mT', neither result is necessarily sharper than the other, as detailed in the

following remark:

Remark B.21. When the matrices {V; }jLi:/lsz from the trajectory small-ball definition vary across

J, both Lemma B.13 and Lemma B.20 yield different dependencies on the eigenvalues {A(¥;,T') }]LZ/IkJ :
In particular, Lemma B.13 yields a minimum eigenvalue bound scaling as mT ', where p is the ge-
ometric mean of the eigenvalues {\(¥;,I')}, whereas Lemma B.20 yields a bound scaling as mT}i,
where [ is the arithmetic mean of the eigenvalues. By the AM-GM inequality, we have that g > pu,
so the latter bound is stronger than the former. However, Lemma B.20 has a stronger requirement
on the amount of data, requiring that m7" 2 knCg, where Cs € [1,5] is defined in (B.23), whereas
Lemma B.13 has the weaker requirement that mT 2 kn. In the worst case when Cg < S, then
the mT 2 knCyg requirement simplifies to the many trajectories assumption m = n. Thus, the
qualitative behavior of these two bounds are not necessarily comparable.

Meanwhile, although neither bound is strictly sharper than the other, if we assume polynomial
growth of the {¥;} matrices, then the two bounds are roughly on par:

Remark B.22. When the matrices {U;} exhibit low degree polynomial growth, both Lemma B.13
and Lemma B.20 yield similar qualitative behavior. Concretely, let us suppose that k = 1, ¥; = j7.I
forj € [T],and T = % ZJT:1 ;. Then, fi = 1, whereas p > %. Thus, if we consider p as constant,
then i =< pu.

We now state our general OLS upper bound under the weak trajectory small-ball condition.

Lemma B.23 (General OLS upper bound, high probability). There are universal positive constants
¢o and ¢y such that the following holds. Suppose that P, satisfies the (T k, {\Ifj}]z/lkJ , o, 8)-wTrajSB
condition (Definition B.1). Put S := |T/k] and I'y := T'y(P;) for t € Ny. Fiz any I' € SymZ,

satisfying %Zle V; xI' X I'r, and the constants:

S
5 21 AP, L) 1

o (355w, ) =
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Fiz § € (0,1/e). Suppose that:

mT coCs Cs
Z2, — = 1 — ).
" kn ~1-5 % <a<1 —BAL, mué)

Then, for any I'" € SymZ,, with probability at least 1 — ¢:

5 pnlog <a(1—/3)xl(rr )*5)
Wi — Wil < c102 1
Wi = Wallir < 476 5@ ol - AT

Proof. Put 8 :==1— 3 and X’m;r = Xm,TE_l/Q. By the arguments in the proof of Lemma 5.1,

”(X;,TXm,T)_l/ZX;,TEm,T”gp

AL, TY) - Ain(X) 2 Xon1)

[Wonz = Wi|, < min{n, p}

Put M := (af/'mTu/8) - I :=(-I. By Proposition B.10, with probability at least 1 — §/2:
YX g X = MK 2 X)X 2B 12,

’ ) o
< 1602 plogh + B log det (In + C_IX;!;,TXm,T) + 10g(2/5)]

< 3202 _p + log det (In + C_IX;L’TXm,T> + log(2/5)}

<3202 [p+nlog(1 + ¢ (X 7 Xpn7) /1) + log(2 /5)} .

Now, by Lemma B.20, with probability at least 1 — §/2, we also have:

- - ~ ~ dmTn
Amin(X;rm,TXm,T) > (¢, tr(X;,TXm,T) < o

On both events:

e 32
XY X)X 2Em r]|2, < 3207 [p + nlog (1 + - Y 5) + 10g(2/5)}

33

Combining the inequalities:

pn log <7a6§iﬁ6>
AL, TalmT i

p + nlog <ﬁim>
AL, Tas'mTh

[Winr — Wil|% < 51202 min{n, p} < 102407

By a union bound, both events hold with probability at least 1 — §, which concludes the proof.
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B.7.3 Mixing implies weak trajectory small-ball

One advantage of Definition B.1 is that it is implied by the standard notions of ¢-mixing in the
literature (see e.g. [MRO8, DAJJ12, KM17]). In this section, we prove this reduction. First, we
state the definition of ¢-mixing.

Definition B.2 (¢-mixing covariate sequence). Let {z;}¢>1 be a covariate sequence which is adapted
to a filtration {F;}i=1. Define the function ¢(k) as

¢(k) := sup sup [Py, (- | B) = Pa,, [lev- (B.28)
teNy BeFy

The process {xt}i=1 is called ¢-mixing if limg—,o0 ¢(k) = 0. We also let o(k) denote the upper
envelope of ¢(k), i.e., ¢(k) := supp>p ¢(k).

The following result shows that a ¢-mixing covariate sequence where each marginal distribution
is weakly small-ball satisfies the weak trajectory small-ball condition.

Proposition B.24. Fiz a € (0,1) and 5 € (0,1/4). Suppose that the covariate sequence {x¢}i>1
is ¢-mizing, and that for every t € Ny and v € R™\ {0} we have:

P {(v,2)? < av' B} < B, %y := Elzz/]. (B.29)

Let kmix := inf{k € Ny | ¢(k) < B} and assume that T > 2kpix. Put S := |T/(2kmix)| and suppose
that {¥; } _, satisfies:

\I/j < =y Vj S [S], te [kmiX(Qj — 1) + 172jkmix]‘

Then, P, satisfies the (T, 2k mix, {‘I/j};‘z(l%mi"), a, % (% + 5)) -wTrajSB condition (cf. Definition B.1).

Proof. Fix j € [S]. Since ¥; < 1%, for all t € [kyix(2] — 1) + 1, 2jkmix), we have:

ijmix

1
U< DI
! 4kmix ek Z !
= mix(23_1)+1

Hence,
< Y < Y < I
Z ] 45’kmlx Z Z ! 4Skjmix Z ! T
Jj=1 J=1t=kmix(25—1)+1 t=1

Above, the last inequality holds since |T'/(2kmix)| = T/(4kmix). By definition of ¢-mixing (cf. Def-
inition B.2) and the upper envelope ¢, for any j € [S] and ¢t > kpix(25 — 1) + 1:

Po { (0,202 <o 000 | Fyipangy, | < Pa {0202 <da- T} 46

N

Py, {(v,mt>2 <a- UTEt’U} + 5
2.

N
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Therefore:

1 2jkmix

Z Pmt {(U, .I't>2 < 4oy - ’UT\I/J'U ’ f(j_l)kaix}
kaix .
t=(]71)2kmix+1

1
[kmix + 26kmix] = 5 + ﬂ

<

2kmix
The claim now follows from Proposition 4.2. O

We conclude by noting that ¢-mixing is a stronger notion of mixing than S-mixing, where (B.28)
is only required to hold in expectation. We leave to future work an analysis that only relies on the
weaker S-mixing.

C Analysis for lower bounds

C.1 Preliminaries

Here, we collect the necessary auxiliary results we will use to prove the lower bound. The first result
is an instance of the well-known fact that the conditional mean is the estimator which minimizes
the mean squared error.

Proposition C.1. Let T € N, and {Pm};‘rzl be a sequence of distributions over R™ with finite
second moments ¥y 1= Exthzyt[xt:ctT]. Let Py be any arbitrary distribution on RP*™. Put I'p =

z ST 2. We have:
1 X
i{flvaWNPw T > Beop, W () = Warll3| = Bwery [Ewiapy W] = WIE,,
t=1
where the infimum ranges over measurable functions W :R" — RP.

Proof. Let ur := % Zz;l P, denote the uniform mixture distribution, so that
1 X
i 2 o —12
T D B, [IW (20) = Wat |3 = oy [W(2) — W5,
t=1

By repeated applications of Fubini’s theorem,

0 By, B [V (2) = W = inf B s Bvvopy [ (2) ~ W

= Esr | inf) B~y |5 - Wall3

= Eipr Ewery |[Ewimpy, (W2 — WZz||3
= Ew~ry Ezmpr |[Ewrapy, Wz — W3
=Ew~py [Ewepy W] = W,
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The next result is a simple fact which states that if a function is strictly increasing and concave
on an interval, then any root of the function is lower bounded by the root of the linear approximation
at any point in the interval.

Proposition C.2. Let f: I — R be a C*(I) function that is strictly increasing and concave on an
interval I C R. Suppose that f has a (unique) root o € I. For any x € I, we have that:

@
T ST

Proof. Because f is concave on I, we have that:
0= f(zo0) < f(z) + f'(z) (20 — ).

Next, because f is strictly increasing on I, we have that f'(z) > 0. The claim now follows by
re-arranging the previous inequality. O

The next result states that the trace inverse of any positive definite matrix is lower bounded
by the trace inverse of any priciple submatrix. The claim is immediate from Cauchy’s eigenvalue
interlacing theorem, but we give a more direct proof.

Proposition C.3. Let M € R?*™ have full column rank. Let I C {1,...,n} be any index set, and
let Er : R™ — RUI denote any linear map which extracts the coordinates associated to I. We have:

tr(MTM)™") > te((E;MTME])™).
Proof. Fixa z € R™. Since M has full column rank, we have that (M T)" = M (M7 M)~!. Therefore,

min lel5 = (M) 2[5 = 2T (MTM) "2,
c€ERE:MTc=2

Taking expectation with z ~ N (0, I,,),
tr(MTMY ) = E N min cll?] .
(( )7) 2~N(0,15,) [06 by ZH ||2}

On the other hand, we have that:

min e[5> min lell3-
cERU:MTe=z cERU:E; M Tc=E;z

This is clear because for any ¢ € RY satisfying M ¢ = z, the equality E;M "¢ = E;z trivially holds.
This means we have the following set inclusion:

{ceRI|MT¢c=2} C{ceRY| E;M c= Ez}.

Therefore, minimizing any function over the first set will be lower bounded by minimizing the same
function over the second set. From this inclusion, we conclude for any index set I:

tr(MTM)! =K, min cll? >E, min cll?
(7M) ) = Beoiony | _min I8 > Baoony |, min el

=E. N(0.17)) Lemgl[iﬁ%:zﬂcﬂg] = tr((E;MTME])™).
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Next, we state well-known upper and lower tail bounds for chi-squared random variables.

Lemma C.4 ([LM00, Lemma 1]). Let g1, ...,gp be iid N(0,1) random variables, and let ay, ... ,ap
be non-negative scalars. For any t > 0, we have:

Za’ 2\[ Za +2t max_a; ge*t,

=1,...,.D

D
P Zai(gf —1) < =2Vt
i=1

Finally, we conclude with a convex extension of Gordon’s min-max theorem.

Theorem C.5 ([TOH14, Theorem II.1]). Let A € R™*" g € R™, and h € R" have i#id N(0,1)
entires and be independent of each other. Suppose that S1 C R™ and So C R™ are non-empty
compact convex sets, and let 1 : S1 X So — R be a continuous, convex-concave function. For every
t € R, we have:

P{min max [yTAx—&—i/J(x,y)} } QIP’{mm max [Hngg y+ llyll2h "z + (z, y)] } :
TES] YES? reS1 ye

C.2 Proof of Lemma 6.1

We first prove the following intermediate result, which holds under the Gaussian observation noise
model (Definition 7.1).

Lemma C.6. Let T € Ny, {P,:}, be a sequence of distributions over R"™ with finite second
moments X; 1= ]E-Z’tNPa:t[xtl‘t] and o¢ > 0. Let Px be a distribution on R9*™ with ¢ > n such
that for X ~ Px, XTX is invertible almost surely. For W € RP*" let Py be the distribution over
RI*™ x RY*P with (X,Y) ~ Py satisfying X ~ Px and Y | X = XWT + =2, where = € RY*P has
iid N(0,0’?) entries (and is independent of everything else). Put I'p := %Zthl Y. We have that:

T
1 o
inf sup Exy)py |7 D B, [IW(X, Y, ) — W[5
W WeRpxn =1
> 02p - Expy tr(T 2 (XTX) 7T/,
where the infimum ranges over all measurable functions W RI*" x RI%P x R™ — RP.

Proof. The proof extends the Bayesian argument from [Mou22, Theorem 1]|. Let py be any prior
distribution over RP*™. Let up := T Zt 1 P2t denote the uniform mixture. Bounding the minimax
risk from below by the Bayes risk:

inf sup Exy)wpy, Ezpp |W(X,Y,7) — WE|3
W WeRpxn
= lll/%/f IEW,\NPAE(X,Y)NPWA Ezpr [W(X, Y, 2) — W)\f”%

= inf E(x v\ Ew, ((xv) Eznpr [W(X, Y, ) — Wiz |3 using Fubini’s theorem
w
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= E(X,Y) V[i/nf EWA\(X,Y)E:ENMTHWX,Y(SE) — W)jj”% where WX,Y maps R"™ — RP
X,y

= Exv)Ew,jx ) [EWx | X, Y]~ WallE, using Proposition C.1.
Now let Wy ~ py have iid N(0,1/)) entries for A > 0. Noting that

vec(Y) = (I, ® X)vec(Wy ) + vec(E),

T
we see that the vector vee(Wy) is jointly Gaussian conditioned on X:
vec(Y)
vec(Wy) 1 x~n (o +pn T, ®XT)
vec(Y) L L@ XXT)+0il,| )

Therefore, the distribution of vec(WY) | X,V is:

vee(WY) | X,Y ~ N(uy,2»),

1 1 -1
Ly = X(Ip QXT) L\(Ip ®XXT) —|—o‘§qu:| vec(Y),
1 1 T |1 T o 17
2)\ = XIpn—ﬁ(Ip(@X ) X([p@XX )+0'£qu (Ip®X)

A generalization of the identity XT(%XXT + ngq)_l = (%XTX + a?[n)_lXT yields:

1 R -
(I, XT) {A(Ip ®XXT)+ agfqp] = [A(Ip ®XTX)+ U?Inp} (L, XT).
Therefore,

E[vec(WY) | X, Y] — vec(W,)
= pa — vec(WY)

T -1 T T
_ [(zp ® XTX)+ Ug)\fnp} (I, ® X )vec(Y) — vec(WY)
~1
_ H(Ip ©XTX) + 03| (5, ® XTX) Ly | vee(W])
T 2 -t T
n [(Ip @ XTX) + o an} (I, ® X T)vec(=).
Observing that
IE[W) | X, Y] = WAlIE, = |E[vec(WY) | X,Y] = vec(W)IZ er,

and defining Mx(\) == (I, ® XTX) + agx\fnp, we have the following bias-variance decomposition:

Exzw, |[EWx | X, Y] — WA},

1 T |7
[MX NI, ® XTX) —Inp} vee(W)|
p®FT

=Exz=w,
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+0Ex tr ((I & TYH M (W (L, © XTX) MG\, @ rl/Q))

> o2Ex tr ((I @ THMZ (N, © XTX)Mg (W (I, ® r1/2))

Since A — tr ((I ®F1/2)M NI, ® XTX)MH N (I, ®F1T/2)> is non-negative and decreasing

in A for A > 0, by the monotone convergence theorem:
Jim Exzw, [E[Wy | X, Y] = Wi,

> o7 lim Extr ((I R TV MO, © XTX) M\ (I, @ 1“1/2))

— o3Ex tr ((I ® DY) M (0)(I, @ XTX) M (0)(I, ® r1/2))
= 02Ex tr((I, ® T} (X TX)"'Ty/)
= o2p-Ex tr(Ty 2 (XTX)~'T5%).
Since the first expression above lower bounds the minimax risk, this concludes the proof. ]
We now restate and prove Lemma 6.1.

Lemma 6.1 (Expected trace of inverse covariance bounds risk from below). Fiz m,T € N4 and a
set of covariate distributions P,. Suppose that for every P, € Py, the data matriz X,, v € RMTxn
drawn from Q" Py has full column rank almost surely. The minimaz risk R(m,T,T'; Py) satisfies:

R(m,T,T';P.) > olp- S Eep . [tr <F1/2(P$)(X;’TXm,T)*ll“lT/,Q(PI))}.
Ie xT

Proof. Fix a P, € P, and let {Pm,t}$;1 denote its marginal distributions up to time 7”. Let Pg
denote the o¢-MDS corresponding to the Gaussian observation noise model (Definition 7.1). Note
that for any hypothesis f : R” — RP, we have from (3.2):

Tl

T/
R 1 . 1 A
L(f;T',Py) = 7 D IF (@) = W5 | = T D By, |l f (1) = Wif5.
=1 =1

By the definition of R(m,T,T"; P,) from (3.5) and Lemma C.6:
ROn, T, 7'5P2) 2 i sw By g sy [ L (A1 i)} s TP |
> oZp-Eap p, |t (T4 (P) (X0 0 Xomr) T (PL)) |

Since the bound above holds for any P, € P,, we can take the supremum over P, € P,, from the
which the claim follows. O

C.3 A general risk lower bound

We now state a lower bound which applies with an arbitrary number of trajectories.
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Lemma C.7. Suppose that Py is any set containing Pg"x" and PIn. Let mT > n. Then:

2 /
p 0¢  pn I
Rm l l-’) >7.7.mx J— .
(m T, T3 Pz) > 2 mr M {T’l

Proof. Define ((A) := Egm pa {tr (F;/,Q(A)(X;VTXWT)_lF;/?(A))} . By Lemma 6.1:

R(m,T,T'; Py) = 0p - max{{(Onxn), ¢ (In)}- (C.1)

Next, for any M € Sym%,, the function X + tr(M'Y/2X~1M'?) is convex on the domain
SymZ,. To see this, we define f(X;v) := v X !v for X € Sym”,. We can write f(X;v) as
f(X;v) = sup{—2TXz+ 20"z | z € R"}; therefore X — f(X;v) is convex on SymZ, since it is
the pointwise supremum of an affine function in X. Now we see that X ~ tr(M/2X~1M1/2)
is convex, since tr(M'/2X~1MY/?) = S | f(X; M'/?¢;), which is the sum of convex functions.
Therefore by Jensen’s inequality, whenever X;TXm,T is invertible almost surely,

C(A) = Egp pa [t (TEA(A)N X, 7 Xomr) "' T7(4))|
> tr (TP (A) B pa [XT, 7 X)) ' T15(4))
— tr (D}/P(A)(m:r : FT(A))—IP;P(A))

(AT (4)
mT ’

We first consider the case when A = 0,,%x,. Under these dynamics, it is a standard fact that
when mT > n, then X;';L’TXm,T is invertible almost surely. Furthermore, I't(0yxyn) = I, for all ¢,
Hence, ((Onxn) = 775

Next, we consider the case when A = I,,. We first argue that as long as m1T > n, the matrix

X;}TXm’T is invertible almost surely. We write xgi) =3, wl(j), where {wgi)}?;{tzl are all iid

N(0,1I,,) vectors. Let p: R™™™ — R be the polynomial p({wgi)}) = det(Xl}TXm,T). The zero-set
of p is either all of R™T™ or Lebesgue measure zero. We will select {wii)} so that p({w,gi)}) # 0,
which shows that the zeros of this polynomial are not all of R™™ and hence Lebesgue measure

zero. Since the Gaussian measure on R™7" is absolutely continuous w.r.t. the Lebesgue measure
on R™I™ | this implies that det(X;7TXm7T) # 0 almost surely.

To select {wgi) }, we introduce some notation. Let e; € R™ denote the i-th standard basis vector.
For any positive integer k, let U(k) € R¥** be the upper triangular matrix with ones for all its non-
zero entries. Let S(k) = U(k)U(k)". By construction, S(k) is invertible since U(k) is invertible.
We put wy) = e+t - H{(i — )T+t < n}. We now claim that with this choice of {wt(i)}, the
matrix XnT%TXm,T is invertible.

Suppose first that T > n. Then we have that X;!;’TXm,T = S(n), and therefore det(X;%TXm,T) #
0. On the other hand, suppose that T' < n. Because m1 > n, then we have that:

m

X7 Xm1 = BDiag(S(T),...,S(T),S(n—T|n/T))),
e Y ———

[n/T| times
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where BDiag(Mj, ..., Mj) denotes the block diagonal matrices with block diagonals Mj, ..., Mj.
Since S(T') and S(n—T'|n/T|) are both invertible, so is XnT%TXm;[ and therefore det(X;7TXm7T) #
0. Thus, X;’TXm,T is invertible almost surely.

Next, we note that 3,(I,,) = t - I,, and I'y(I,) = (% 2221 k) I, = % - I,,. Hence we have
U (L) (1) = T35 - 1, = L - 1, and therefore ((I,,) > 520 2.

Combining our bounds on ¢(0,x,) and ((I,), we have the desired claim:

2 /
. 9 n n T o pn T
R<m’T’T’7’w>>"£p'ma’({m’mzp}>2'mT'maX e

C.4 Non-isotropic random gramian matrices

The goal of this subsection is to prove Lemma 7.1, which gives a bound on the expected trace
inverse of a non-isotropic random gramian matrix. We first prove an auxiliary lemma, which will
be used as a building block in the proof.

Lemma C.8. Fiz any x € R?. Let g € R? and h € R™ be random vectors with #id N(0,1) entries,
and let W € R?*™ be a random matriz with iid N(0,1) entries. Let ¥ € RI*? be positive definite.
We have that:

h
E min |SY?Wa — 2|2 < E min max _ Bl

=172 12
i i I A o

Proof. The proof invokes the convex Gaussian min-max lemma (Theorem C.5) via a limiting argu-
ment. In what follows, let {ay}xr>1 and {vg }x>1 be any two positive, increasing sequences of scalars
tending to 4-oc0. It is clear that for every W,

lim min ||Y2Wa — z|2 = min |SY?Wa — z|3.
k—00 ||afl2<ag acR”™

Since o = 0 is always a feasible solution to minjq,<a,, |=Y2Wa — x||3, we have for every k > 1:

0< min [|SY2Wa - 2|3 < ||z
lefl2 <o

Therefore, by the dominated convergence theorem,

E min |[SY2Wa — 2|2 =E lim  min |SY2Wa —z|2 = lim E min [|2Y2Wa —z|3. (C.2)

a€R" k—oo |allz<ag k—oo [laf2<ay

We next state two variational forms which we will use:

Loz T vl

5”33”2 = Daax {U TS (C.3)
_ o flllEr 1

“fﬂ'%?ﬁ%{g%f : (C-4)
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Using the first variational form (C.3), we have for every W and k; > 1,

1 2
min 5”2‘11/2Wa —z[|3= min max [UT(Zl/ZWa —x)— ||U‘2]

lloll2 <y a2 <, vERY 2

Ty —1

) _ v

— min max |[v Wa —0'0 V2 - &~
Ha||2<04k1 veR?

Ty—1
. _ v XN
= min max [UTWQ —Ty 2y — ]
lodl2<aky [[ollo<ISW lopak, +]151/2]l2 2
Ty—1
. . _ v X
= lim min max [UTWa — Ty 2, } .
ka—00 [[all2<an, [[v]l2<vr, 2
Observe that for every ko > 1,
Ty—1
. _ v X
<  min max [UTWa — TR 2y ]
llall2a<ar, llvll2<vi, 2
Ty—1
_ v XTI
< max [—UTE 12, ]
llvll2<v, 2
Tyl 1
Ty—1/2 v v 2
<max [—v' X r— —| = =||z||5.
= veRa [ 2 g Il
Therefore, by (C.2) and another application of the dominated convergence theorem:
E min [2Y2Wa -2 = lim E min [|2Y?Wa — 2|3
acR? k1—o0 Ha||2<ak1
Ty—1
. . . _ v YT
= lim E lim min max |v Wa—o'S Vg 22—
ki—oo  ka—00 [Jall2<an, [|v]l2<vk, 2
Ty—1
. . . _ v N
= lim lim E min max |[0"Wa—0v'2 Y2z —2"——|. (C.5)
ki—ooka—00  |lall2<ar, [[vll2<vp, 2

We now apply Theorem C.5 to the expectation on the RHS of (C.5):

Ty—1
_ 'Y
min max [UTWa T2y }
llalla<ar, [[vll2<vk, 2

o Tzfl
= / IP’{ min max [UTWa T2y 1}20] > t} dt
0

lalle<ak, [[v]l2<v,

lallz<ak, [[v]l2<vk, 2

(a) o0 Tzfl
< 2/ IP’{ min  max |:||Oé||2_gT’U+ 0]k T — TR 24 — H} >t}dt
0

3 T T T 1/2 UTZ_l’U
=2E min max ||a|2g9 v+ |v|2ha—v 5T [2p 2 = 7
ledllz<eury [[vll2<vg, 2

. T T Teo1j2, V'EM
<2E min max |||al2gTv + [vllohTa — 0TS T2 - — =1 (C.6)
lallz<ak, vER? 2
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Above, inequality (a) is an application of Theorem C.5. Now for every ki, g, and h, define

Ty—1
v YT
,h) = min max |||al2g v+ |Jv Wla—oTe V2 - — = |,
ulo.h) = min e falago-+ ol .
For every k1, g, and h, we have

Ty—1 2
Ty—1/2 v YT [l
0<¢k1(9,h)<vm€%>§[v2 124 5 }: 5

Furthermore, since {aj} is an increasing sequence, the sequence {¢(g,h)}r>1 is montonically
decreasing. Therefore, by the monotone convergence theorem,

Jim Yi(g, h) = inf{y(g, h) [ k € Ny}
vTE_lv]

= min max [HaHggTv + |vllohTa — v T2 20 — 5

a€R” veRY
Therefore by another application of the dominated convergence theorem, we have that:

T T Tyo1j2, U Z W
lim E min max |[|allagTv+ |v]2hTa — 0TSV 20 - == —
ki—oo [lallz<ay, veR?

Tz—l
=E lim min max [||a||ggTv + ||vlj2h o — 0 TR 22 — H]
k1—oo [|afl2<ay, vERY 2
Tzfl
= E min max |||alj2g"v + ||Jv]l2hTa — 0TSV 20 — E (C.7)
a€R™ vERY 2
Chaining together inequalities (C.5), (C.6), (C.7), we have:
Tzfl
E min |SY2Wa — /|2 < 2E min max |:HOCH29TU + ||v]l2hTa — v TR 22 — H] . (CB)
acR? a€R™ vERY 2

We now proceed to study the RHS of (C.8), which we denote by (AO) (the auxiliary optimization
problem):

T T Teotj2, 02w
(AO) := min max [Ha”zg v+ |[v]joh o — TR 2y — ]
a€R™ veERY 2
Ty-1

i : T Tyo1/2, U X0
= hll2f —v' % -

min min  max [Bg v+ Blvl2)|All20 — v T 5

Ty—1

((l) . T T _1/2 v E v
S _ Bllo — 0TS = v

win o | 370 = Bl — o752 -
®) . 7 Bllhll2 _ vTE 1y
2 pig s 50T - el - 2L T - 5

Blhllz Ty —1/2, UTE_IU]

= min max max [ﬁgTv — ﬁ”hHgHngg -5 5

B=0 720 veR4

o Bl 1y ige o
= minmax [_QT + 5189 = =722y symgorry 1 | -
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Above, (b) holds by the variational form (C.4). The proof is now finished after justifying (a). First,
let hg(#,v) denote the term in the bracket, so that

(AO) = rﬁn}lg ger[rljﬂl} iré%@{ hﬂ(@, U).

Fix a 8 > 0. By weak duality,

min maxhg(#,v) > max min hg(f,v) = maxhg(—1,v).
0e[—1,1] veERY 5( ) veR? 9e[—-1,1] 5( ) veERY B( )

On the other hand,

min maxhg(f,v) < min maxhg(f,v) = max min hg(f,v) = maxhg(—1,v).
0e[—1,1] veRY B( ) 0e[—1,0] vERY 6( ) veR? e[—1,0] ’8( ) veR? 5( )

The first equality above is Sion’s minimax theorem, since the function 6 — hg(6,v) is affine for
every v and the function v — hg(#,v) is concave for 6§ € [—1,0]. Therefore,

i hs(6 = hg(—1,v).
pdpin maxhs(9,v) = maxhs(=1,v)

With Lemma C.8 in hand, we can now restate and prove Lemma 7.1.

Lemma 7.1. Let q,n be positive integers with ¢ > n and n > 2. Let W € R?*™ have iid N(0,1)
entries, and let ¥ € R*? be positive definite. Let g ~ N(0,1;) and h ~ N(0,I,—1), with g and h
independent. Also, let {e;}]_, be the standard basis vectors in RY. We have:

n

Etr(WTESW)™1) >

(7.3)
. h
i—1 Eming=o max;>g [—L”T”Q 1189 = eillts-1 4 gyparry 1

Proof. We rewrite Etr((WTXW)~!) in a way that is amenable to Lemma C.8. Let w; € R? denote
the first column of W, so that W = [wl WQ] with We € R2X(n=1)  We write:

e [ Juon 3 wIEWz] |

WQTZwl WQTZWQ
Using the block matrix inversion formula to compute the (1,1) entry of (WTXW)~L:
(WTEW) D11 = (w] (8 = W5 (Wy SW2) ™ Wy D)wn) ™!
= (’U)Izl/2(l - P21/2W2)21/2’LU1)_1
= (w{ =2 Py oy, 21 Pwr) 71

Since the columns of W are all independent and identically distributed, this calculation shows that
the law of (WTXW)~1); is the same as the law of (WTSW)~1)q; for all i = 1,...,n. Therefore:

Etr(WTSW)™) =Y E(WTSW) )i = n-E(w] B2 Pl 0y, 1 2w1) !
=1
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n

Etr(zlﬂpé1 .

21/2)

The last inequality follows from Jensen’s inequality combined with the independence of w; and Wa.

By decomposing tr(X/2 P »1/2) = »/2¢||3 and observing that

21/2W 1H EI/QW

1P 2y, 2113 = o ISV 2 Waa — x5 Yz € RY,

we have the following identity:

Etr(El/ P& $1/21, 21/2) E min HEl/ZW2a Zl/z@%’”%'
=1 a; €Rn1

Invoking Lemma C.8 with z = Y2, fori=1,...,q yields

q
Etr(X'/2 P4 S »12) <) " E min max [ Bz + |89 €i||%2—1+,8Hhng[q)—1 ;

B=0 720
=1

where g ~ N(0, ;) and h ~ N(0, I;,_1). The claim now follows. O
We conclude this section with the following technical result which we will use in the sequel.

Lemma C.9. Let g,n € Ny with ¢ > n and n > 6, and let © € Sym? . Let g ~ N(0,1,) and
h ~ N(0,I,—1) with g and h independent. Define the random variables Z; for i € {1,...,q} as:

Z; := min max /BH H2

min mas + 8290751 4 gagary-1 T (E7+ BRI - (C.9)

Let {\i}]_, denote the eigenvalues of Y~ listed in decreasing order. Define nq and the random
function p(y) as:

q
ny = 6%, p(y) == ; Aiiygf - % (C.10)
There exists an event € (over the probability of g and h) such that the following statements hold:
(a) P(E°) < e/128 4 ¢=a/16,
(b) On &, there exists a unique root y* € (0,00) such that p(y*) = 0.

(¢) The following bounds hold fori € {1,...,q}:

Zi < Sy, VEYZ <{EYE 4y D)t (C.11)

Proof. First, we observe that we can trivially upper bound the value of Z; by setting 5 = 0 and
obtaining the bound Z; < ¥;;. Furthermore, by the rotational invariance of g and the fact that g
and h are independent, we have that Z; is equal in distribution to:

. 5”]1”2 2 -1 -1
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Define the following events:

En = {lhll2 = Vn/8}, & := {ZQ? > Q/2} ;
=1

and put £ := &, N E,;. Since n > 6, by a standard computation we have that E||hl2 > /n/4.

Therefore, by Gaussian concentration of Lipschitz functions [cf. Wail9, Chapter 2|, P(&f) < e /128,

Furthermore, Lemma C.4 yields that P(£) < e~9/16, By a union bound, P(£°) < e~ /128 4 ¢=4/16,
We now focus on upper bounding the quantity:

1{£}Z; < 1{£} min max 522 x +ﬂf /8 + (271 +ﬂ\/ﬁr/81q);.1] .

=0 720

/

=; (ﬂ)’r)

Let us bracket the value of the game ming>o max,>o 4;(3, 7). We previously noted that ¢;(0,7) =
Y for all 7 € [0,00). Next, for any 8 > 0, lim,;_,o 4;(3,7) = 0. Hence,

min max £;(, ) € [0, 2.

Recalling from (C.10) that n; = n/64 (so that \/n1 = y/n/8) and defining f, ¢; as:

J(@) =~ “"ZZA +x\ﬁ
qi(x) == (X7 +$M)iil’

we have that £;(8,7) = % f(B7) + ¢:(B7).

In order to sharpen our estimate for the value of the game, we will study the positive crit-
ical points (8,7) € R%, of the game mingmax;, ¢;(3,7), i.e., the points (8,7) € RZ satisfying
g—%(ﬁ ,7) =0 and ‘% ~(3,7) = 0. Note that in general for a nonconvex/nonconcave game, this is not
a necessary first order optimality condition for the global min/max value [see e.g. JNJ20, Propo-
sition 21]. However, for every fixed 5 > 0, stationary points of the function 7 +— ¢;(3,7) on Rsg
are strictly concave by Proposition C.10. Hence, by the implicit function theorem (or alternatively
[JNJ20, Theorem 23]), the first order stationarity g% (8,7) = 0 and ‘?;Ti (B8,7) = 0 are
necessary for global min/max optimality. For 7 # 0, this yields:

0=72f(Br)B — 272 f(BT) + d}(BT)B,
0=7"2f(B)T + q}(Br)T.

Together, these conditions imply that f(57) = 0, and that the value of the game at such a critical
point is ¢;(87). Thus, we are interested in the positive roots of f(z) = 0. To proceed, recall the
definition of p(y) from (C.10):

= y _p_ M
Ni+y 2

=1



Note that y* is a positive root of p iff y*/,/n1 is a positive root of f. Since ¢ > n by assumption,
observe that on &:

q
ylggop(y):; s —n1/2>q/2—n1/2>n/2—n/64> 0.

On the other hand, p(0) = —n1/2 < 0. Since p(y) is continuous and strictly increasing, on € there
exists a unique y* € (0,00) such that p(y*) = 0. Thus,

1{EYZ; < {EYE + 9 1)t
O

Proposition C.10. Let M, A be n x n positive definite matrices, and let o, 5 be positive numbers.
Consider the function:

f() = ==+ (A+BrI) 7" M),
Suppose there exists a T € (0,00) satisfying f'(1) = 0. Then, f"(7) < 0.
Proof. A straightforward computation yields the following expressions for f/(7) and f”(7):

() ar 2 — B{(A+ ﬁTI)_Q, M),
(1) = —2a173 + 26%((A+ BrI) ™3, M).

The assumed condition f’(7) = 0 implies that:
ar ™2 = B(A+ BrD) 2, M) = —2a173 = =287 (A + BrI)"%, M).

Next, let A = QAQT be the eigendecomposition of A, with A = diag({\;}"_;). For any integer k:

Ty ..
(A+BrD)7F, M) = tr(MQ(A + B71)FQT) = (QMQT, (A + BrI)7F) = ZW.
=1 T

Now, since M is positive definite, (QMQT);; > 0 for all i € [n]. Furthermore, since A is positive
definite, A\; > 0 for all i € [n]. Hence plugging these expressions into the expression of f”(7):

2 (QMQT) 2 (Q@MQT)y
252 A+6T2BT+ ﬁz (Xi + B7)2(Ni + BT)

2 (QMQT) e~ (QMQT)y
< Z koot Y 2 O + BT

=0.
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C.5 Proof of Theorem 6.2

Theorem 6.2 (Need for growth assumptions in Ind-Seq-LS when m < n). There exists universal
constant cg, c1, and ca such that the following holds. Suppose that P, = ®4>1N(0,2¢ - I,,), n > 6,
mT > n, and m < con. Then:

. 2czn/m

R(m,T,T;{P,}) > clag T
Proof. Let I'r :=T'p(P,). We have that I'r = %(QT -1, = %[n. By Lemma 6.1:

02p
R(m, T, T3 {P:}) > ogp - Etr(Dy (X, - Xonr) "I %) > = - Etr(2772X], r X227 727,

Since each column of X,, r is independent, the matrix Xm7T2_T/ 2 has the same distribution as
BDiag(©'/2,m)W, where © € RT*7 is diagonal, ©; = 2T for i € {1,...,T}, and W € R™Tx"
has iid N (0, 1) entries. Let \; = 27—t for t € {1,...,T}. With this notation:

Etr((2772X ) 7 X2 7/?) ™) = E tr((W " BDiag(0, m)W) ™).

Let {gj}?”‘zl be independent isotropic Gaussian random vectors in R”, and let h ~ N(0,I,_1)
be independent from {g;}. Define the random variables {Z;}L; as:

: ﬁHhH2 2 93 1
Z; = minmax : + . C.12
B=0 720 +5 z—;; /\t—i-,BHh”QT )\Z'—FBHI’LHQT ( )
By Lemma 7.1,
T -1
n
E tr((W "BDiag(©, m)W)~1) > 5 > E[Z]
i=1
Next, define

i o)=Y -

Jj=1t=1

Since n > 6 and mT" > n, we can invoke Lemma C.9 to conclude there exists an event £ (over the
probability of {g;} and h) such that:

(a) on &1, there exists a unique root y* € (0, 00) such that p(y*) = 0,

(b) the following inequalities holds:

1

1
el (C.13)

(c) the following estimate holds:
P(Slc) < efn/128 _i_efmT/lG.
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Now, let ¢ = 1/20, and assume that cni/m > 4. We can check easily that [cni/m] < T. Fix a
§ € (0,e72] to be chosen later. Define the integer T, := [cny/m] € {4,...,T}, and the events (over
the probability of {g;} and h):

m T

2.2
T. o tm
Ere = E E ggt 5mily » 85’ =g pex E g]t 2m—|—4log< 5 >

j=1t=1

By Lemma C.4, IP((SQQ’TC)C) < e ™Te. Next, Gaussian concentration for Lipschitz functions [cf
Wail9, Chapter 2] yields, for any n € (0,1):

m
Z 912',t z
j=1

Vm ++/2log(1/n) p <.

max [P
t=1,...T

Hence by a union bound, and the fact that 65/72 Y7 t2 < 65/723.°,t~2 = §, we have that
P((£97)°) < 4. Putting £ := & UEP™ UEL™, we have:

e—n/128 +€—mT/16 +€—mTC +6

e~n/128 4 o ~mT/16 | —emi | 5 (C.14)

P(E°)

NN

Next, noting that ¢/2 > log, log((t + 1)27%/6) for all t > 4

T-1
27" log((t + 1)1 /(60))
t=T.
T-1 T-1
_ 9—t+logy log((t+1)272/6) + 10g(1/5) Z 9t
t=T¢ t=T,
T-1
<Z2t/2+log1/5 ZZt since T, > 4

t=Te t=T,
=V2/(V2 - 1)(27 %/ — 27T/2) 4 210g(1/8) (27 — 277
< (44 2log(1/6))2~ Te/?

< 4log(1/8)27Te/? since 6 € (0,e72). (C.15)
Now, on &:
n m T y
1 2 . *

5 g R—
j=11t=1
m Te m T-—1
S GFY YD 2 e
j=11t=1 j=1t=T,
m Te
=D D Gty ZT Zgjm
j=11t=1 =T,

86



T-1

<5mT, +y* Z 27" [2m + 4log((t + 1)*7%/(65))] using £
t=T.
< 5mT, + 4my*27 T +16y* log(1/8)27 T/ using (C.15)
< 5T, + 18my* log(1/8)2~ Te/? since § € (0,e72).

This inequality implies the following lower bound on y*:

geni/(2m) - r o)
> - 0000000 |2 _Fe——= —
vz 181log(1/6) [Qm e m 5}
(

gen1/(2m) e,

181og(1/4) [* B }
geni/(2m) .

” Ta4log(1/8) m

=:y".

since ¢ = 1/20

since cny/m > 4= n1/(8m) =5

We now bound,

[E[1{&} 2] + E[1{&} Zi]]

]
N
I
Mﬂ

@
Il
—
-
Il
—

N
(]~
/N
&=
—
~—
™
—
&
_l_
*
+
pac}
)
N
N

using (C.13)

=1
<ZT: ! +IP’(EC)Z ! since y* > y* on &
CS Ny o N e

-1
< ST +2 (e’"/l28 e mT/6 4 pmem 5) using (C.14)

t=0 Z

e}

<t49.9” Tc+2( —n/128 4 ~mT/16 | ,—cm +5>

<
*

< 288¢ 10g(1/5)2*0n1/(2m) +92. 276n1/m
+9 (e—n/128 L e~mT/16 | g—emi | 6) '

Since cny /m > 4, we can choose § = e~1/(2™) ¢ (0, ¢7?] and obtain:

T
ZE[Z] 144¢ 2" 2—cn1/(2m) +2. 2—cn1/m +2 ( —n/128 + e—mT/lG e M 4 e—cnl/(2m)) )
=1

Since 1 < eny/(4m), mT > n, and m > 1, this inequality implies there exists universal positive
constants c1, ¢ such that:



Hence:
—1
@iﬂ can/m _ a§p262n/m

R, .7 (P > 22 7 |5 gz
(m, T, T3 {P}) > —5 | > _E[Z] T 2men o 2aT

T ,
=1

C.6 Block decoupling

We now use a block decoupling argument to study lower bounds on the risk. The first step is the
following result, which bounds the risk from below by a particular random gramian matrix.

Lemma C.11. Let n = dr with both d,r positive integers. Define Z, :== {1,1+r,...,1+(T —1)r},
and let Bz, € RTXTr denote the linear operator which extracts the coordinates in I, so that
(B1,7)i = T14(i—1)p fori=1,...,T. Recall the following definitions from Equation (7.10):

\IIT,T,T/ = BDlag(F;}/z(Jr)’ T) BToep(Jr, T) c RT'I‘XTT’

T T TXT
@r,T,T’ = EIT \IIT,T,T’\I}nT,T’EIT eR .

Then, for A = BDiag(J,,d) we have:
Egm pa [tr (FlT/,Q(A)(X;7TXm7T)_1F;{2(A)>] > E te((W T BDiag(O,.7.7, m)W) 1),

where W € R™T%4 js o matriz with independent N(0,1) entries.

Proof. We apply Proposition C.3 with:

M= Xpolp 2 T={1,14r 1420 .. 14 (d—1)r}, [I|=d.

Note that the block diagonal structure of A yields the same block diagonal structure on I'v and its
inverse square root, specifically I'rv(A) = BDiag(I'r/(Jy),d) and F;}/Q(A) = BDiag(F;,l/z(Jr),d).
Hence, it is not hard to see that the columns of M EIT are not only independent, but also identically
distributed. Furthermore, the distribution of each column obeys a multivariate Gaussian in R™7"

Hence, M E}r is equal in distribution to Q}Y{QTW, where W € R™T*4 is a matrix of iid Gaussians

and Q1 € SymZ‘OT is a positive definite covariance matrix to be determined. Furthermore, be-
cause M EIT contains the vertical concatenation of m independent trajectories, @, 7 itself is block
diagonal:

Qm 1 = BDiag(Qr,m), Qr € Symzo.
Let us now compute an expression for Q7. Consider the dynamics:
zi g = Jwl +wl, =0, w;~N(0,0c2],).
It is not hard to see that, with wj, ; = (wo,...,wr_1) € R™T,
—-1/2
0,2 (J,)a

,
= Voo

T2 (),
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From this, we see that every column of M E}r is equal in distribution to Ez, W, 71w r_;, and
therefore has distribution N (0, EIT»\IIT,T,T’\I/IT T,E}T). Therefore:
T T
Qr =Ez. V.1V, r B = Orr .

The claim now follows. O

C.7 Eigenvalue analysis of a tridiagonal matrix

For any T' € N, recall that Ly denotes the T" x T lower triangle matrix with ones in the lower
triangle, and Tri(a, b;T) denotes the symmetric T' x T tri-diagonal matrix with a on the digonal
and b on the lower and upper off-diagonals. In this section, we study the eigenvalues of (LTL;)_I,
which we denote by St:

Sr = (LpLy)~t =Tri(2, —1;T) — erer. (C.16)

Understanding the eigenvalues of this matrix will be necessary in the proof of Lemma C.15. The
following result sharply characterizes the spectrum of St up to constant factors.

Lemma C.12. SupposeT > 8. For allk =1,...,T, we have that:

2 5 k2
002ﬁ < )\T_k+1(ST) < ™ ﬁ

Proof. We prove the upper bound in Proposition C.13, and the lower bound in Proposition C.14. [
The next result gives the necessary upper bounds on the eigenvalues of St.
Proposition C.13. We have that:

2]{;2

Fﬁ, k:].,,T

Ar—k41(ST) <
Proof. By (C.16), we immediately produce a semidefinite upper bound on Sp:
Sp=Tri(2,—1;T) — erer < Tri(2, —1; 7).

Therefore by the Courant min-max theorem, followed by the closed-form expression for the eigen-
values of Tri(2,—1;T"), we have:

k
A1 (S7) < M1 (TH(2, = 1;T)) = 2 (1 — cos <T:1>> . k=1,....T

Next, we have the following elementary lower bounds for cos(x) on = € [0, 7]:

cos(@) > {1 — 222 ?f z € [0,21/3)],
(x —7)2/4—1 ifxe[2n/3,n]

Therefore, when k € {1, ey [2(T3+1)J }, we immediately have that:

]{72

e —
Ar—g+1(ST) <70 T+1)2
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2(T+1)

For the case when k € {[ =

| +1,...,T}, we use the cosine lower bounds to bound:

2
+
_4 k 20T +1)—k
B +1 T+1
k 3k —k
< i >
\4<T+1><T—|—1> since k > 2(T'+1)/3
k2
=38
(T +1)?
The claim now follows by taking the maximum over the upper bounds. O

We now move to the lower bound on Ap_;4+1(S7). At this point, it would be tempting to use
Weyl’s inequalities, which imply that A;(S7) > \i(Tri(2, —1;T)) — 1. However, this bound becomes
vacuous, since Ar(Tri(2, —1;7T)) < 1/T2. To get finer grained control, we need to use the eigenvalue
interlacing result of [KST99]. This is done in the following result:

Proposition C.14. Suppose that T > 8. We have that

]452
Ar—k+1(ST) = O.OQE, k=1,...,T.
Proof. The proof relies on the interlacing result from [KST99, Theorem 4.1]. However, the interlac-
ing result does not cover the minimum eigenvalue of S, so we first explicitly derive a lower bound

for Amin(S7). To do this, we note that:

_ 1
Amin(ST) - Amin((LTL;) 1) =72
”LTHop
Letting I; € RT denote the i-th column of L7, by the variational form of the operator norm followed
by Cauchy-Schwarz,

T T T
| Lrllop = ‘n‘aaxluLTvng < Hrr‘l‘axlznliﬂﬂvﬂ <A D Ll3 =D i=VT(T+1)/2
- viz=r i=1 i=1

[v]|2

Hence:
2 1

, >~ > -
Amln(ST) = T(T—|— 1) = T2

Now we may proceed with the remaining eigenvalues. We can write St as the following block
matrix, with ep_; € R”~! denoting the (T — 1)-th standard basis vector:

Tri(2,-1;T—1) —ep_q
T

St =
—er_4 1
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This matrix is of the form studied in [KST99, Theorem 4.1]; for what follows we will borrow their
notation. Let Up(z) denote the T-th degree Chebyshev polynomial of the 2nd kind. We know that
the eigenvalues of St are given by A = 2(1 — z), where x are the roots of the polynomial pr(z)
defined as:

pr(z) == (1 +22)Ur_1(z) — Ur_a(z). (C.17)
Therefore, letting ¢; < ... < 9 denote the roots of (C.17) listed in increasing order, we have:

)\l(ST):Q(liwl)v 71:17’T

Let 1 < -+ < mp—g denote the T'— 2 roots of Up_y(x) listed in increasing order. Put g := —oo
and nr_1 := +o00. Because the roots of Ur_s(x) are given by z = cos(%), k=1,...,T -2, we
have that:

(T—-1-dr\ .
;= - =1,...,7 —2.
ni COS< 71 ,i=1,...,

[KST99, Theorem 4.1] states that there is exactly one root of pr(x) in each of the intervals (1, 7j41)
for j € {0,...,T — 2} \ {ix}, with i, satisfying:

. e{{L(QT(T;J)”J%T it2(T—1) mod 30,
* {2 —-1) 2

=, AL 1} otherwise,

3 3

and furthermore (7, ,7;, +1) contains exactly two roots of pr(x). Therefore, fori € {i,+3,...,T—1}:

i < i1 = Ni(ST) =21 —mimq) =2 (1 — cos <H>) )

For i € {i, +3,...,T — 1}, we have:

T—i<T—z‘*—3_T—(@_1)—3 1 11
T—1> T-1 T-1 3 T-1 "3

It is elementary to check that:

Therefore for i € {ix +3,...,T — 1},

Furthermore, for i € {1,...,7 + 2},

(T—1—1i,— D
T-1

)) > 2(1 — cos(n/21)).

Y <41 = Ai(S7) = 2(1 =13 41) = 2 <1 — cos (

The last inequality holds by:

e (1600 o (A=D=CED/4D ) (200
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()7

< cos(m/21) since T' > 8.
Summarizing, we have shown that:
7 ) if k=1,
Mrop1(S7) > { = (%) ifke{2...,T—i, 2},
2(1 —cos(m/21)) ifke{T —i,—1,...,T}.

Since =1 > £ when k > 2, and since 2(1 — cos(r/21)) > 2(1 — cos(7r/21))§i—22 trivially, we have
shown the desired conclusion:

2 k2 k2
,2(1—cos(7r/21))} >002—, k=1,...,T.

T
A S 1
T— k+l( T) min { T T27

C.8 A risk lower bound in the few trajectories regime

Lemma C.15. There exist universal positive constants cg, c1, ca, and c3 such that the following
is true. Suppose A C R™ ™ is any set containing I,. Let T > ¢y, n = ¢1, mT > n, and m < can.
We have that:

n? T

m2T T

Proof. Let {g;}jL; be 1ndependent N (0, IT) random vectors, and let h ~ N(0, I,,_1) be independent
from {g;}. Let {)\t _, denote the eigenvalues of GlTT listed in decreasing order. Define the

R(m,T, T {P2 | Ac A}) > 030€p

random variables {Z;}L; as:

_ 5HhH2 2 gyt -1 -1

We now lower bound the minimax risk as follows:

R(m, T, 7" {P1})
g -]E®Z,;1P£n [tr (FT/(In)l/Q(X;L,TXm,T)*lFT/(In)l/z)} by Lemma 6.1
> g -Etr((W BDiag(01 7,77, m)W) ™) by Lemma C.11
T"+1 , - .
= g T - Etr((W T BDiag(01 7.7, m)W)™ 1) using (7.11)
T/

o E tr((W "BDiag(©1 7.7, m)W)™1)

T n £l
>op—  — - ElZ
%P 9T om [; 2]

-1
by Lemma 7.1. (C.19)
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Next, define:

m
. — y 2 ™
nl' 647 p(y) JZZItZl )\t""yg‘%t 2

Assuming that ¢; > 6 so that n > 6 and mT > n, we can invoke Lemma C.9 to conclude there
exists an event &£ (over the probability of {g;} and h) such that:

(a) on &i, there exists a unique root y* € (0, 00) such that p(y*) = 0,
(b) the following inequalities holds:

1

Z; < Ourr)i, HE}Z: < 1{51}W,

(C.20)

(c) the following estimate holds:

P(glc) < e—n/128 _i_e—mT/lG.

The remainder of the proof is to estimate a lower bound on y*. Towards this goal, we define an
auxiliary function:

Py) = Elpr()] =m - 3~ 5

Let g* be the unique solution to p(y) = 0. A unique root exists because p(0) < 0, limy o p(y) =
mT —ni/2 > n—n/64 >0, and p is continuous and strictly increasing. We derive a lower bound
on y* through a lower bound on §*. For any fixed a > 0, the function z aiﬂ is monotonically
increasing and concave on R~ . Therefore, the function p(y) is monotonically increasing and concave
on Ro. By Proposition C.2, the root of the linear approximation to p(y) at g* is a lower bound

to y*:

. p(y")

1{& by > 1{&1} [y* — == ] . (C.21)
P (y*)

Equation (C.21) is a crucial step for the proof, because it turns analyzing y*, which is the root of a

random function, into analyzing the pointwise evaluation of a random function on a deterministic

quantity. To lower bound the RHS, we need a upper bound on p(y*) and lower bounds on both z*

and p'(7").

Upper and lower bounds on §*. We first derive a crude upper bound by Jensen’s inequality.
Observe that p(g*) = 0 implies that:




The function = — z/ (x + y*) is concave on R-g. Let A := %Zthl A¢. Jensen’s inequality states

that TA-? >y )\ . Therefore:

M < A — g < A L
2mT = X+ * s 2mT 1 —ny/(2mT)

Recalling the definition of S from (C.16), we can immediately bound

T
- 1 1 _ 1 T+1
A= g At = T tr(@)léﬂ’T) =7 tr ( ST> < tr(St) < 27.

Therefore, since mT > n

—x

ni 1 211

- = < )
m1l—ny/2mT) =~ m

Now for the lower bound on §*. Noting that Ar_j+1 = Ar_g41(0] 1.7) = T3 Ar_g11(Sr), Corol-
lary C.12 implies (assuming that ¢y > 8 so T' > 8) that

2 L k2
Ol S\ o <28 k=1,....T 29
0.0 7 Tkl ST R (C.22)

Therefore, p(y*) = 0 implies that:

1 _Qmi 1 <2mi 1
o N+ T T m £~ 0.01¢2/T + j*

< om [T 1 20m\/ - ﬁ 107Tm\/
X 5 A . 4T =
ni Jo 0.0122/T + g* n1v/y* 104/y* n1v/y*

Solving for ¢* yields:

1 n?
> .
10072 m2T

Next, we use this lower bound on * to bootstrap our upper bound §* < 2n;/m into something
stronger. Using the upper bounds on \; from (C.22),

L_2mas 1 omes 1 oL
gy = A+ T m — w22 /T +y5* = ny J; w222 /T + y*
_ 2m\T { _1 <(T1L 1)7r> o < T )}
T VTy* VTy* )|

The function tan—!(z) is increasing. Using the 7* < 2n1/m upper bound and the assumption that
m1 > n,

(T+1)m mT G ((T+Dr _1
> > V32 = tan 27 ) > tan 1 (7V32).
VTy* 27‘&1 VTy*
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2
On the other handing, using the bound g* > 100 —— n21 and the assumption that m < v/2n/320,

™ m
<10m— < 7V32/2 = tan~! (
VT'Yy* ni /

Combining these inequalities:

il an” (7 .
m) < tan~t(7v/32/2)

2m\/T ) 2-0.05 myT 5 13
1 V32) — t \/322}> — — " < 791 .
7 wnl\ﬁ T3 2) — tan~"(m /2) T nJy* y T 2T
Therefore we have the following upper and lower bounds on 7*:
1 n% 2 n%
E—— <P < 791 Pl C.23
10072 o7 S ¥ S min { T T T m (C.23)

For the remainder of the proof, in order to avoid precisely tracking constants, we let cg, c1, co, c3 be
any positive universal constants such that:

k? k2
COT < )\T7k+1 <01?, k= 17...,117 (C24)
2 2
ny s ny
CQmQT Sy < deT- (025)

Equations (C.22) and (C.23) give one valid setting of these constants.

Upper bound on p(y*). To upper bound p(y*), we note that:
m T y* n
y 1
PN =YD =G
i A+ Y 2
m T Zj* m flj* n
1
DD D IR ED D) D vt s
j=1t=1 At TY j=11t=1 At TY 2
m T g*
2 . -
= ! since =0.
;; el (")

Therefore, by Lemma C.4,

— 2 .
x Y Y —t
P > 2/t | m + 2t max <e vt > 0. C.26
p(7) ;:1:<At+@7*> pae 4 (C.26)

We upper bound:

T _* 2 T 2
Y Yy .
_— < _— .
m g_ <)\t n g*> <m E (cot2/T n ﬂ*) using (C.24)



_ m(y*)*T n vIy . -1 col
2¢Ty* + 2(y*)? 2\/>

< my* + m/Ty*
200 4\/070

63 ’I’L% ™ Cc3 N1

< i C.25
2comT 4\ com using ( )

- [1;;00 T % %2 n1 sincemT >nand m > 1
=:CqN1. (C27)
Next, we immediately have:
Tk
(C.28)

ST N T
Thus, combining (C.26), (C.27), and (C.28), we have:

P (p(5*) > 2vtuy/cany + 2t,) < e " Vt, > 0. (C.29)

Lower bound on p'(7*). Differentiating p(y) yields:

Applying Lemma C.4 yields,

T T
_ At N _
Plp@)<my — — —2v/t,[mY —t | <et VE>0. C.30
@) ; (At +5%)? ; (At + %) (C.50)

Our first goal is to lower bound mZtT:1 X A The function z — x/(z + §*)? is increasing

t
(Ae+7%)?"
when = € [0,7*] and decreasing when z € (§*,00). Let t* € {0,...,T} be such that c;t?/T < 3
fort € {1,...,t*} and c1t?/T > y* for t € {t* +1,..., T} (t* =0 if ¢1 /T > 5*). We write:

mZT:)\t > COmZT:CﬁQ/T using (C.24)
—(M+7)? T a & (at?/T+y)? '

[t 2 T 2

Co cit?/T cit?)T

cl tzl (Cltz/T-l- g*)z t; (Cth/T+gj*)2
L= =t*+1
[ pt* 2/ T+1 2/

S @, / e T G / e’ /T
c1 o (c12?/T +y*)? ry1 (a@?/T +g*)?

co [ T+1 01932/T t*+1 clsc2/T
c1 0 (c122)T + y*)? o (22T + y*)?
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The function z +— € +y I is upper bounded by 4 . Therefore,

/t*“ 12T 1 1 m2T
T dr < — < :
e (a2?)T +7*)? 4y* " 4ey n?

Next,
T 2)T 1 T+1 T+1
/ _ar )T g —or mtan_1<( + )\/E>_ 2 + _
o (az?/T+y") 2832 Ty 22(T + 1) + 2¢,T§

T+1 1
> T 3/2Ltann_1 <( + )\/a>
2¢)'7\/ez3ny 2ClT

[ e 1
2 ClT B/QL tanil (64 Cl)
| 2¢)' 7\ /cany a3 20T |-

The last inequality holds because:

T+ 1),/ T
THDVer S oy fam s famD > 64,2
VI'y* €3 Ny c3 N c3’

Above, the first inequality holds using (C.25) and the last inequality holds since mT" > n. Therefore,

assuming that mT > 2,/ —1 __ n,,

€1 tan—1(644/c1/c3)

/TH c1x?/T Az > tan~1(64y/c1/c3) mT
— __dz> —
0 (122 )T + §*)? 4./c1c3 ny

Combining these inequalities, assuming that m < 3 \/ﬁ tan=1(641/c1/c3)n1, we have:

mZT: Mo e [tanTl(64/er/e) ml mPT ] eptan”!(64y/erfes) | mPT
()\t+ﬂ*)2 - C1 4\/6103 niy 46271% - 803/2\/* I ni .
(C.31)

t=1

2
Next, we turn to upper bounding mthzl o Al Again the function z — z2/(z + 7*)*

ety
increasing when z € [0, 7*] and decreasing when x € (7*, c0), and therefore 22/(z + 7*)* < m
for all x > 0. Let t* € {0,...,T} be such that cUtQ/T g* for t € {1,...,t*} and cot?/T > y* for
te{t*+1,...,T}. In the case when cy/T > g*, we set t* = 0. We have.

using (C.24)

IN
s
3
i M%
£}
e
~
~
e

2 -1 2 /2 T 2 /M2 *\2 /)2 * 2 /)2
4 (cot?/T) (cot?/T) (cot*)2/T) (cot* + 1)Y/T)
N D D ey e o A P T Y

97



2 t* 2T T 2T2 t*2T2 t* 12T2
. / SCCU RPN g . PSR 1o s A 1) 8
& 1 (cox?/T +g*)* g1 (coz?/T +§*) (co(t*)?/T +y*)*  (co(t* +1)2/T +y*)
<4, /T (coa®/T)* (- (eolt)/T)” (colt* + 1)*/T)’
S Lo (coz?/T +54) (co(t*)2/T +5*)* * (co(t* +1)2/T + 5*)*
< C%m /T COx2/T dx + L } since ma s < 1
X 9 — X — X —
@ Lo (cox?/T + ) 8(y*)? 2>0 (z+ ")t~ 16(y*)?
2 2 T 1 4T2
< Sm / % da + 2m4} '
5 o (cox?/T + y*)* 8c; nj

We now bound:

|

using (C.25)

/ T (@R [GaT et =3 (V)

o (coa?/T +§*)! U A8TElT 5 16e) T ()
ST _1600y*(C;T e 32¢)/ QT:/ ()32
<@ _16c81y*T2 ' 32¢0°T ;T/ 2(y)Y 2]
ST _16clgcz g; * 32037%;’/ 2 Zj]

< 1 n s m>3T?
T | 1024cocy  32cL232 | nd

Combining these inequalities, assuming that m < nq:

mZ” ST T O
pot M+ 59)% T g || 1024coc2 320(1)/203/2 n3 83 ni
oF BT
= 1024coc2  32c /%632 8c3| i
mAT?
=103

1

Combining (C.30), (C.31), and (C.32) yields

P (P/(y ) < 05

_

—2\F\F 3/2) <e vt > 0.

since m1T > n

since m < nq

(C.32)

(C.33)

Lower bounds on y*. We now combine (C.29) with (C.33) to established a lower bound on y*.

Equations (C.21) and (C.25) imply that:




We first set ty = nl, so that by (C.33),

2 2

cs m°T _
i <e T6eg "1
2 n

P <p'(17*) <
We next set t,, = fny for a § > 0 to be specified. By (C.29),

P (p(5") > 2(\/esB + B)m ) < e,

Let & denote the event:

& = {p'(ﬂ*) > %mQT} N {p() <2/eB + Bm }

27%1

2
By a union bound, P(E5) < e " + ¢~A"1. Furthermore,

con? y* c n?
1{&} [722% _ ]Z;((?Z*))] > 1{&) [CQ N 4(@%@} .

2.2
Setting 5 = ¢7 := min { @, 166226654 }, we have that co — A(VeaB+B) W > c9/2, and therefore from (C.21),

Haty™ 2 1{E N &} {Czn% - p(g*)} Ha&néls (C.34)

T p(y)
Finishing the proof. Define £ := & N & and define y* := % % By a union bound,

2
_ %
P(g) < efn/128 + efmT/IG +e Toeg ™M1 1 emerm

2
_cr n

& . )
L e 128 4 /16 | T oz 4 o764 since mT > n

1 1 c2 cy _
<4 - —5 =: de™ =", C.35
eXp( {128 167 1024’ 64}”) ¢ (C-35)

From (C.20), since y* > y* on & by (C.34),

1
)\+* >\+y

1{€}Z; < 1{&} (C.36)

Next, by Proposition B.1, if n > 2max{1, cg' }log(4 max{1,cg'}), then we have
n > cgl logn <= ne” =" < 1.

We now bound,

!

T
Z => [E[{E}Z] + E[1{£°} Zi])

1=1
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T
1 .
< Z [)\ y +P(E)(O117)u using (C.36) and Z; < (O1.77)ii
t
t=1 <
o
= Z 3 -+ P(E)T since tr(©177) =T
= MY
T 1
< Z Ty + 4T e " using (C.24) and (C.35)
Co g
T 1
< ——————dx + 4T e "
/0 cox? /T + y*
T T ypeen = V2T e
2\ coy* 2./coca nq
2 1 T T
< [2:/[L + 16 me = Cgm— since ne” " <1 and m > 1.
CoC2 ny ni

Plugging this upper bound into (C.19):

" n 1om 1 5, pn? T

T
Rm, T, T"; {P"}) > o2p - — — . ——L = : =
(m, T, T {P;"}) = o¢p 9T " 2m csmT _ 256cs ¢ m2T T

The claim now follows. O

C.9 Proof of Theorem 6.3

Theorem 6.3 (Risk lower bound). There are universal positive constants ¢y, c¢1, and ca such that
the following holds. Recall that Pl (resp. PQ"X") denotes the covariate distribution for a linear
dynamical system with A = I, and B = I, (resp. A = Opxpn and B=1,). If T > ¢p, n > c1, and
m1 > n, then:

o I pn nT" T’
R(m7T7T/7{Pg 7P:{: }) >C2U§.M.maX{M,T,1 .

Proof. Let P, := {Pg””‘, PInl. We let ¢}, ¢}, ¢, and c; denote the universal positive constants in
the statement of Lemma C.15. We first invoke Lemma C.7 to conclude that:

o? T
R(m, T, T';Py) = é P nax {T’ 1} . (C.37)

The proof now proceeds in three cases:

Case nT’/(mT) < 1. In this case, we trivially have max {TT/, 1} = max {"m—j;, TT/, 1}. Therefore,
(C.37) yields:

2

g n nT' T'
R TT/. >7£p7 — —.1%.
(m, T T Pe) 2 7 - o Max | o 7
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Case nT'/(mT) > 1 and m < chn. In this case, we can invoke Lemma C.15 to conclude that:

pn  nT’ pn nT’

Since n/m > 1/c,, we have that nT"/(mT) = T'/(c,T'). Therefore:

T T T T 7
max{;T, 1} = max{%, CIQ—T, 1} > min{1, l/c’Q}max{ZlT, i 1} .

Hence, from (C.38),

Tl T/
R(m, T, T'; Py) > min{ch, ch/ch}o? - Lo max {mT o 1} |

Case nT'/(mT) > 1 and m > cyn. In this case, we have T'/T > c,nT’/(mT). Therefore, we

have:
T T 71’ T 1
max {T’ 1} = maX{CIQZﬁ, T 1} > min{l,cé}max{:ﬁ, i 1} .

Hence, from (C.37),
T T
R(m, T,T';P;) > min{1/2, ¢, /2}0% - % - max {:@T’ 7 1} .

The claim now follows taking ¢y = ¢, ¢1 = ¢}, and ¢o = min{1/2, ¢}, ¢5 /¢, ¢4 /2}. O
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