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Abstract

Given the high economic and environmental costs of using large vision or language
models, analog in-memory accelerators present a promising solution for energy-
efficient AI. While inference on analog accelerators has been studied recently,
the training perspective is underexplored. Recent studies have shown that the
"workhorse" of digital Al training - stochastic gradient descent (SGD) algorithm
converges inexactly when applied to model training on non-ideal devices. This
paper puts forth a theoretical foundation for gradient-based training on analog
devices. We begin by characterizing the non-convergent issue of SGD, which is
caused by the asymmetric updates on the analog devices. We then provide a lower
bound of the asymptotic error to show that there is a fundamental performance limit
of SGD-based analog training rather than an artifact of our analysis. To address this
issue, we study a heuristic analog algorithm called Tiki-Taka that has recently
exhibited superior empirical performance compared to SGD. We rigorously show
its ability to converge to a critical point exactly and hence eliminate the asymptotic
error. The simulations verify the correctness of the analyses.

1 Introduction

Large vision or language models have recently achieved great success in various applications.
However, training large models from scratch requires prolonged durations and substantial energy
consumption, which is very costly. For example, it took $2.4 million to train LLaMA [1] and $4.6
million to train GPT-3 [2]. To overcome this issue, a promising technique is application-specific
hardware accelerators for neural networks, such as TPU [3], NPU [4], and NorthPole chip [5], just
to name a few. Within these accelerators, the memory and processing units are physically split,
which requires constant data movements between the memory and processing units. This slows down
computation and limits efficiency. In this context, we focus on analog in-memory computing (AIMC)
accelerators with resistive crossbar arrays [6, 7, 8, 9] to accelerate the ubiquitous matrix-vector
multiplications (MVMs), which contribute to a significant portion of digital computation in model
training and inference, e.g., about 80% in VGG16 model [10]. Very recently, the first analog Al chip
has been fabricated in IBM’s Albany Complex [11], and has achieved an accuracy of 92.81% on the
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CIFAR10 dataset while enjoying 280 and 100X efficiency and throughput value compared with the
most-recent GPUs, demonstrating the transformative power of analog computing for AI [12].

In AIMC accelerators, the trainable matrix weights are represented by the conductance of the resistive
elements in an analog crossbar array [13, 14]. Unlike standard digital devices such as GPU or TPU,
trainable matrices, input, and output of MVMs in resistive crossbars are all analog signals, which
means that they are effectively continuous physical quantities and are not quantized. In resistive
crossbars, the fundamental physics (mainly Kirchhoff’s and Ohm’s laws) enable the devices to
accelerate MVMs in both forward and backward computations. However, the analog representation
of model weights requires updating weights in their unique way. To this end, an in-memory pulse
update has been developed in [15], which changes the weights by sending consecutive pulses to
implement gradient-based training algorithms like stochastic gradient descent (SGD). Pulse update
reduces energy consumption and execution time significantly.

While the AIMC architecture has potential advantages, the analog signal in resistive crossbar devices
is susceptible to noise and other non-ideal device characteristics [16], leading to training performance
that is often suboptimal when compared to digital counterparts. Despite the increasing number of
empirical studies on AIMC that aim to overcome this accuracy drop [17, 18, 19, 20], there is still a
lack of theoretical studies on the performance and performance limits of SGD on AIMC accelerators.

1.1 Main results

The focus of this paper is fundamentally different from the vast majority of work in analog computing.
We aim to build a rigorous theoretical
foundation of analog training, which
can uniquely characterize the perfor-
mance limit of using a hardware-
agnostic digital SGD algorithm for
analog training and establish the con-
vergence rate of gradient-based ana-
log training. Consider the following
standard model training problem
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where f(-) : RP — Ris the objective Figure 1: Digital/Analog SGD under different learning rates.
function, W is all the trainable weight stored in an analog way and D is the model size.

In digital training, the workhorse algorithm for solving problem (1) is SGD, which iteratively updates
weight W via the following recursion

Dlglta| SGD Wk+1 =Wy — a(Vf(Wk) + Ek) )

where k is the iteration index, « is a positive learning rate and ¢y, is the gradient noise with zero
mean at iteration k. In digital training, the noise usually comes from the mini-batch sampling. In
analog training, the noise also arises from the non-ideality of devices, including weight read noise,
input/output noise, quantization noise, digital/analog conversion noise, and even thermal noise [21].

In Figure 1, we first numerically show that the asymptotic performance of SGD running on the analog
devices that we term Analog SGD does not follow that of (2), and thus ask a natural question:

Q1) How to better characterize the training trajectory of SGD on analog devices?

Building upon the pulse update in [15, 22], in this paper, we propose the following discrete-time
mathematical model to characterize the trajectory of Analog SGD on analog computing devices

Analog SGD  Wi1 = Wi — a(V (W) + 1) — §|Vf(wk) teloWe ()

where | - | and ® represent the coordinate-wise absolute value and multiplication, respectively and 7
is a device-specific parameter. We will explain the underlying rationale of this model (3) in Section
2.2. But before that, compared to (2), the extra term of (3) comes from the asymmetric update of
analog devices. Following this dynamic, we prove that the Analog SGD only converges inexactly to a
critical point, with the asymptotic error depending on the non-ideality of the analog device. Since the
inexact convergence guarantee usually leads to an unfavorable result, it raises another question:



Algorithm Rate Asymptotic Error

Digital SGD [23] 0 ( %) 0
Analog SGD [Theorem 2] o ( ”72 ﬁ) 0(c%Sk)
Tiki-Taka [Theorem 4] O ( 4/ % m) 0

Lower bound [24] O (\/ %) 0

Table 1: Comparison between the convergence of digital and analog training algorithms: K repre-
sents the number of iterations, o is the variance of stochastic gradients, W2, /72 and P2, /7>
measure the saturation degree, and S measures the non-ideality of analog devices (c.f. Theorem 2).
Asymptotic error refers to the error that does not vanish with K.

Q2) How to mitigate the asymptotic error induced by the asymmetric analog update?

To answer this, we revisit a heuristic algorithm Tiki-Taka that has been used among experimentalists
[22], and establish the first exact convergence result of Tiki-Taka on a class of AIMC accelerators.

Our contributions. This paper makes the following contributions (see the comparison in Table 1):

C1) We demonstrate that Analog SGD does not follow the dynamic of SGD in (2). Leveraging
the underlying physics, we propose a discrete-time dynamic of the gradient-based algorithm
on analog devices, and show that it better characterizes the trajectory of Analog SGD.

C2) Based on the proposed dynamic, we establish the convergence of Analog SGD and argue
that the performance limit of Analog SGD is a combined effect of data noise and device
asymmetry. We prove the tightness of our result by showing a matching lower bound.

C3) To improve the performance limit of analog training, we study a heuristic algorithm
Tiki-Taka that serves as an alternative to Analog SGD. We show that Tiki-Taka exactly
converges to the critical point by reducing the effect of asymmetric bias and noise.

C4) To verify the validity of our discrete-time dynamic for analog training and the tightness of
our analysis, we provide simulations on both synthetic and real datasets to show that the
asymptotic error of Analog SGD does exist, and Tiki-Taka outperforms Analog SGD.

1.2 Prior art

Since the seminal work on pulse update-based Analog SGD [15], a series of gradient-based training
algorithms have been proposed to enable training on analog devices. Despite its potential energy
and speed advantage, Analog SGD suffers from asymmetric update and noise issues, leading to large
errors in training. To overcome the asymmetric issue, a new algorithm so-termed Tiki-Taka (TT-v1)
introduces an auxiliary array to estimate the moving average of gradients, whose weight is then
transferred to the main array periodically [22] . However, the weight transfer process between arrays
still suffers from noise. To deal with this issue, TT-v2 [25] introduces an extra digital array to filter
out the high-frequency noise. Enabled by these approaches, researchers successfully trained a model
on the realistic prototype analog devices and reached comparable performance on a real dataset [20].

Another major hurdle comes from noisy analog signals, which can perturb the gradient computed
by analog devices. As an alternative, a hybrid scheme that accelerates the forward and backward
pass in-memory and computes gradient in the digital domain has been proposed in [17, 18], which
provides a more accurate but less efficient update. In addition, the successful training by TT-v1 or
TT-v2 relies on the zero-shifting technique [26], which corrects the symmetric point of devices as
zero. However, the correction is inaccurate because it also involves analog signals. To deal with
this issue, Chopped-TTv2 (c-TTv2) and analog gradient accumulation with dynamic reference have
been proposed in [19]. Because of these efforts, analog training has empirically shown great promise
in achieving a similar level of accuracy as digital training, with reduced energy consumption and
training time. Despite its good performance, it is still mysterious about when and why they work.



2 The Physics of Analog Training

Unlike digital devices, analog devices represent the trainable weights by the conductance of the base
materials, which have undergone offset and scaling due to physical laws. This difference leads to
entirely different training dynamics on analog devices, which will be discussed in this section.

2.1 Revisit SGD theory and its failure in modeling analog training

This section shows that the convergence theory developed for digital SGD fails to characterize the
analog training. Before that, we introduce standard assumptions for analyzing digital training.

Assumption 1 (L-smoothness). The objective f(W) is L-smooth, i.e., for any W, W' € RP it holds
VW) = VW) < LW - W'||. 4
Assumption 2 (Lower bounded). f(W) is lower bounded by f*, i.e. f(W) > f* VW € RP.

Assumption 3 (Noise mean and variance). The noise €y, is independently identically distributed
(i.i.d.) fork =0,1,..., K, and has zero mean and bounded variance, i.e., E[e] = 0, E[||¢|?] < o2

In non-convex optimization, instead of finding a global minimum, it is usually more common to find
a critical point, which refers to W* satisfying V f (WW*) = 0. Under Assumptions 1-3, if W}, follows
the digital SGD dynamic (2), the convergence of SGD is well-understood [23, Theorem 4.8]

K-—1 N
% Z V£ (W) < W + ac?L. 5)
k=0

This result implies that the impact of noise can be controlled by the learning rate «, i.e., after
K > Q(1/a?) iterations, the error is O(«). By forcing o — 0, the error will reduce to zero.

Analog SGD violates the SGD theory. The dynamic of digital SGD exactly follows (2) up to the
machine’s precision. To verify whether analog training adheres to the same dynamic, we conduct
a numerical simulation on a least-squares problem. We compare Analog SGD implemented by an
analog devices simulator, IBM Analog Hardware Acceleration Kit (ATHWKIT) [27], and digital
SGD implemented by PYTORCH. The same level of noise obeying Gaussian noise is injected
into each algorithm. Beginning from a large learning rate o = 0.2, we reduce the learning rate
by half each time and observe the convergences. As Figure 1 illustrates, digital SGD behaves
as what (5) predicts: it converges with a smaller error when a small learning rate is chosen. On
the contrary, Analog SGD converges with a much larger error, which does not decrease as the
learning rate decreases. This result demonstrates the discrepancy between the theory of digital
SGD and the performance of Analog SGD. More details are deferred to Appendix I.

2.2 Training dynamic on analog devices

Compared to digital devices, the key feature of analog devices is analog signal. The input and
output of analog arrays are analog signals, which are prone to be perturbed by noise, including read
noise and input/output noise [21, 28]. Moreover, real training typically involves the utilization of
mini-batch samples, which also introduces noise. Besides the data noise, another notable feature of
analog accelerators is that the model weight is represented by material conductance.

Pulse update. To change the weights in analog devices, one needs to send an electrical pulse to
the resistive element, and the conductance will change by a small value, which is referred to as
pulse update [15]. To apply an update Aw to the weight w, using the pulse update needs to send a
series of pulses to the resistive element, the number of which is proportional to the update magnitude
|Aw|. Since the increments responding to each pulse are small typically, we can regard the change in
conductance as a continuous process. Consequently, common operations involving significant weight
changes, like copying the weight, are expensive in analog accelerators. In contrast, gradient-based
algorithms typically update small amounts at each iteration, rendering the pulse update extremely
efficient. Figure 2 presents the weight change on AIMC devices with pulse number.

Asymmetric update. Even though the pulse update is performed efficiently inside AIMC accelerators,
it suffers from a phenomenon that we refer to as asymmetric update. This means that if we apply
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Figure 2: The weight’s change with the number of pulses. Positive and negative pulses are sent
continuously on the left and right half, respectively. Beginning from w, the weight after applying
update Aw to itis wT or w™ if Aw > 0 or Aw < 0, respectively. The response factors g, (w)
and ¢_ (w) are approximately the slope of the curve at w. (Left) Ideal device. ¢+ (w) = ¢—(w) =
1. Every point is symmetric points. (Right) Asymmetric Linear Device (ALD). ¢4 (w) = 1 —
(w—w®)/7,q—(w) =1+ (w — w®)/7. The symmetric point w, satisfies ¢4 (w®) = g_ (w°®).

the change Aw > 0 and Aw < 0 on the same weight w, the amount of weight change will be
different. Considering the weight W}, at time k and the expected update AW € R, we express the
asymmetric update as Wy, 1 = U (W}, AW) with the update function U : R x R — R defined by'

w+ Aw - ¢4 (w), Aw >0,

w+ Aw - q_(w), Aw <0, ©

0w, Au) = {

where ¢4 (-) and ¢_(-) : R — Ry are up and down response factors, respectively. The response
factors measure the ideality of analog tiles. In the ideal situation, ¢4 (w) = ¢_ (w) = 1 (see Figure
2, left), and analog algorithms have the same numerical behavior of the digital ones. Defining the
symmetric and asymmetric components as F'(w) := 1 (¢—(w) + ¢4+ (w)) and G(w) := $(g—(w) —
g+ (w)), the update in (6) can be expressed in a more compact form U (w, Aw) = w + Aw - F(w) —
|Aw| - G(w). For simplicity, assume that all the coordinates of W use the same update rule, and the
analog update can be written as

Wit = Wi + AW © F(Wy) — |AW] © G(Wy) %)

where | - | and ® represent the coordinate-wise absolute value and multiplication, respectively. Note
that in (7), the ideal weight update AW is algorithm-specific: AW is the gradient in Analog SGD
while it is an auxiliary weight (c.f. in Section 4) in Tiki-Taka.

Remark 1 (Physical constraint). I7 is attempting to scale the Aw by q;(w) or q—(w) to cancel
the effect of asymmetric update in (6) dynamically. However, this is impractical since it is hard to
implement the reading and scaling at the same time on analog tiles [22].

Symmetric point. The asymmetric update makes up and down responses different almost everywhere,
ie. g4 (w) # q—(w) for almost any w. If a point w* satisfies ¢; (w®) = ¢_ (w®) and G(w) = 0,
w® is called a symmetric point. With loss of generality, the response factor is defined so that
F(w®) = 1. Therefore, near the symmetric point, the update Aw can be accurately applied on w,
ie., U(w®, Aw) = w® 4+ Aw. If all the coordinates of matrix W}, hover around the symmetric point,
the analog devices can exhibit performance that resembles the digital ones. In the next section, we
will show that the weight is biased toward its symmetric point.

Asymmetric linear device. Although our unified formulation (7) can capture the response behaviors
of different materials, this paper mainly focuses on the behaviors of the asymmetric linear device
(ALD), similar to the setting in [19]. ALD has a positive parameter 7 which reflects the degree of
asymmetry and its response factors are written as linear functions ¢4 (w) = 1—(w — w®) /7, ¢—(w) =
1+ (w — w®)/7. Consequently, ALD has F'(w) = 1, G(w) = (w — w®)/7, and symmetric point
w?; see Figure 2, right. Even though ALD is a simplified device model, it is representative enough to

'This paper adopts w to represent the element of the weight matrix W), without specifying its index. This
makes the formulations more concise and uses the fact that analog devices update all coordinates in parallel.
The notation U (W3, AW') on matrices W3, and AW denote the coordinate-wise operation on Wj, and AW, i.e.
[U(Wi, AW)]; == U([Wi]s, [Aw];), Vi € T.



reveal the key properties and difficulties of gradient-based training algorithms on analog devices. If
not otherwise specified, w® is always 0 for simplicity. In summary, the update of ALD is expressed as

1 1
Wiyl = Wi + Aw — ;|Aw| cwy o or - Wiy = Wi + AW — ;|AW| © Wy ®)

where the first equation is the update of one coordinate while the second one stacks all the elements
together. Replacing AW with noisy gradient «(V f(W}) + € ) reaches the dynamic (3).

2.3 Saturation, fast reset, and bounded weight

Based on the ALD dynamic (8), we study the properties of analog training, which serve as the
stepping stone of our analyses. Recall that the asymmetric update leads to different magnitudes of
increase and decrease. The following lemma characterizes the difference between two directions.

Lemma 1 (Saturation and fast reset). For ALD with a general w®, the following statements are valid
(Saturation)  If sign(Aw) = sign(wy,), it holds that |wi41 — wi| = |1 — |wg, — w®|/7| - |Aw].
(Fast Reset) If sign(Aw) = —sign(wy,), it holds that |wi+1 — wi| = |1 + |wi — w®|/7| - |Aw].
The proof is deferred to Section E.1. Remarkably, Lemma 1 holds for any algorithm with any update

Aw, and it reveals the impact of the asymmetric update. In principle, Lemma 1 can be written as
|wgt1 — wi| = |1 £ |wi, — w®|/7] - |Aw]|, where the symmetric point w® = 0 is omitted.

When wy, is not at the symmetric point w® = 0, the update is scaled by a factor. When wy, lies around
the symmetric point, |wy11 — wg| & |Aw|, where all updates are applied to the weight and hence
the analog devices closely mimic the performance of digital devices. When wy, moves away from w®,
i.e. sign(Aw) = sign(wy ), the update becomes none. When wy, gets closer to 7, nearly no update
can be applied. This phenomenon is called saturation; see also [22]. On the contrary, wj, changes
faster when it moves toward w®, which is referred to as fast reset.

Because of the saturation property, the weight on the analog devices is intrinsically bounded, which
will be helpful in the later analysis. The following theorem discusses the bounded property.

Theorem 1 (Bounded weight). Denote |W ||o as the Lo norm of W. Given ||Wy||eo < T and for
any sequence { AWy, : k € N}, which satisfies || AWy ||co < 7, it holds that |Wi|leo < 7, Yk € N.
The proof is deferred to Section E.2. Theorem 1 claims that the weight is guaranteed to be bounded,
even without explicit projection, which makes analog training different from its digital counterpart.
Similar to Lemma 1, Theorem 1 does not depend on any specific analog training algorithm.

3 Performance Limits of Analog Stochastic Gradient Descent

After modeling the dynamic of analog training, we next discuss the convergence of Analog SGD. As
shown by Lemma 1, the update is slow near the boundary of the active region. The weight is expected
to stay within a smaller region to avoid saturation, which necessitates the following assumption.

Assumption 4 (Bounded saturation). There exists a positive constant Wy, < T such that the weight
Wy, is bounded in {s norm, i.e., ||Wglloo < Winax. The ratio Winax /T is the saturation degree.

Assumption 4 requires that W, is bounded inside a small region, which is a mild assumption in
real training. For example, one can apply a clipping operation on wy, to ensure the assumption. In
Appendix E.2, we show that Assumption 4 provably holds under the strongly convex assumption.
It is worth pointing out that Assumption 4 implicitly assumes there are critical points in the box
{W : ||W|le < 7}. Otherwise, the gradient will push the weight to the bound of the box and it
becomes possible that Wiax < ||[Willoo < 7.

Intuitively, without the asymmetric bias, the weight is stable near the critical point. In contrast,
with asymmetric bias, the noisy gradient that pushes wy, toward its symmetric point is amplified
by fast reset, while the one that drags wy away from 0 is suppressed by saturation (c.f. Lemma 1).
Consequently, the weight wy, is attracted by 0, which prevents the stability of Analog SGD around
the critical point. We characterize the convergence of Analog SGD in the following theorem.



Theorem 2 (Convergence of Analog SGD). Under Assumption 1-4, if the learning rate is set as
a =1/ % and K is sufficiently large such that o < %, it holds that

K-1 _ f*) 42
LY sV <0 (J ) 2Pt /72> fos O
k=0 max

2 2 2 2
where Sk denotes the amplification factor given by Si = % Zszo Amf{,‘lﬁg/;ﬂ < 13‘%‘/}"/;72 .

max

The proof of Theorem 2 is deferred to Appendix G.1. Theorem 2 suggests that the average squared
gradient norm is upper bounded by the sum of two terms: the first term vanishes at a rate of
O(y/0?/K) which also appears in the SGD’s convergence bound (5); the second term contributes to
the asymptotic error of Analog SGD, which does not vanish with the total number of iterations K

that is, imsupg_, oo = o E[[VF(W)|[?] < 025 exist.

Impact of saturation/asymmetric update. The saturation degree W, /7 affects both con-
vergence rate and asymptotic error. The ratio is small if W} remains close to the symmetric
point or 7 is sufficiently large. The exact expression of Sk depends on the specific noise dis-
tribution, and thus is difficult to reach. However, Sk reflects the saturation degree near the
critical point W* when W, converges to a neighborhood of W*. Intuitively, Wj, ~ W* implies

* (12 2
Sk ~ % Therefore, if the critical point is near the symmetric point, the asymptotic
error Sy could be small. The asymmetric update has a negative impact on both rate and error. It
slows down the convergence of SGD by a factor 1/(1 — W2 /72), and, meanwhile, a smaller 7

increases the asymptotic error.

To demonstrate the asymptotic error in Theorem 2 is not artificial, we provide a lower bound next.

Theorem 3 (Lower bound of the error of Analog SGD). There is an instance which satisfies Assump-
tion 1-4 such that Analog SGD generates a sequence {W), : k =0,1,--- | K} which satisfies

1 K—-1 a—=0 ﬁ) 1
LN EIVAW ] = *Sk +0(a) T 2 0 (025K n m) S ao
k=0

The proof of Theorem 3 is deferred to Appendix G.2. Theorem 3 implies that 2 S in the right-hand
side (RHS) of (9) can not be improved and therefore the lower bound of the asymptotic error. It
demonstrates that the presence of asymptotic error is intrinsic and not an artifact of the convergence
analysis. The nonzero asymptotic error also reveals the fundamental performance limits of using
Analog SGD for analog training, pointing out a new venue for algorithmic development.

4 Eliminating Asymptotic Error of Analog Training: Tiki-Taka

Building upon our understanding on the modeling of gradient-based analog training in Section 2 and
the asymptotic error of Analog SGD in Section 3, this section will be devoted to understanding means
to overcome such asymptotic error in analog training.

We will focus on our study on a heuristic algorithm Tiki-Taka that has shown great promise in
practice [22]. The key idea of Tiki-Taka is to maintain an auxiliary array to estimate the true
gradient. To be specific, Tiki-Taka introduces another analog device, P, besides the main one, Wj,.
At the initialization phase, P is initialized as 0. At iteration k, the stochastic gradient is computed
using the main device W, and is first applied to Py. Since P is also an analog device, the change of
Py, still follows the dynamic (8) by replacing W}, with P, and AW with V f(W},) + &, that is

Pop1 =P+ B(Vf(Wy) +er) — %Vf(Wk.) +ex| © Py (TT-P)
where [ is a learning rate. After that, the value Py, is read and transferred to the main array W, via

«
Wk+1 =Wy — aPk+1 — ;‘Pk+1| © Wy. (TT-W)



Tiki-Taka performs recursion (TT-P) and (TT-W) alternatively until it converges. Empirically,
Tiki-Taka outperforms Analog SGD in terms of the final accuracy. However, Tiki-Taka is a
heuristic algorithm, and there are no convergence guarantees so far. In this section, we demonstrate
that the improvement of Tiki-Taka stems from its ability to eliminate asymptotic errors.

Stability of Tiki-Taka. As explained in Section 3, the gradient noise contributes to the asymp-
totic error of Analog SGD. To eliminate the error, the idea under Tiki-Taka is to reduce the
noise impact. To see how Tiki-Taka reduces the noise, consider the case where Wy, is already a
critical point and P is initialized as 0, i.e. V f(W}) = P, = 0. After one iteration, the weight
W) drifts because of the noise. For Analog SGD, the expected drift is

« «Q
E[Wii1] — Wi = —aE[eg] — ;E[\akl] OW, = —;EH&']@” O W x a. (11)

In contrast, Tiki-Taka updates the auxiliary array by Py = Py + Seg — §\5k| © P, = Bex,
which implies E[P11] = 0 and E[| Py+1|] = BE[|ex|]. After the transfer, its expected drift is

E[Wis1] — Wi = —aE[Pyi1] — %EHP,CHH © Wy, = —O;_—ﬁlEﬂskﬂ OWy xaf. (12)

Comparing (12) with (11), it can be observed that Tiki-Taka improves the expected drift from O(«)
to O(« ). With sufficiently small 3, Tiki-Taka controls the drift and makes the weight stay at the
critical point. For a more generic scenarios, P, # 0. However, it is worth noting that

E[Pi+1] = E[Px + Ber, — §|Ek| O P = (1 — fEH&k]) © Py (13)

which makes Py, back to 0 when E[|e;|] # 0. Therefore, by controlling the drift, the Tiki-Taka
algorithm manages to stay near a critical point.

Note that from (13), the stability of Py relies on the presence of noise, i.e. E[|ex|] # 0. In addition to
the upper bound on the noise in Assumption 3, a lower bound for the noise is also assumed.

Assumption 5 (Coordinate-wise i.i.d. and non-zero noise). Forany k > 0andi,j € I, [ey]; and
[ex]; are i.i.d. from a distribution D which ensures Ei., . ~p, [ex] = 0. Furthermore, there exists
o > 0and ¢ > 0 such that ., p, [[ex]?] < 0% /D and E.,j,~p,[|g + [ex]i]] > co forany g € R.

Intuitively, Assumption 5 requires the non-zero noise, which is mild since the random sampling and
the physical properties of analog devices always introduce noise. The factor D in the denominator
makes it consistent with Assumption 3. We discuss this assumption in more detail in Appendix D.2.

Theorem 4 (Convergence of Tiki-Taka). Suppose Assumption 1-5 hold and the learning rate is set
asa = 0(1/Ve2K), B = 8alL. It holds for Tik%-Taka that the expected infinity norm Py, is upper

bounded by E[|| Py+1]|%] < P2, = %. Furthermore, if 0 and D are sufficiently large so
that 33P2 . /7% < 1itis valid that
K—1
1 (f(Wo) = f*)o?L 1
E[ (W) . 14
kZ:O IV (W)II?) < <\/ I Ty (14)

The proof of Theorem 4 is deferred to Appendix H. Theorem 4 first provides the upper bound for
the maximum magnitude of P, that decreases as the variance o2 increases or 7 decreases. This
observation is consistent with (13), which implies the P tends to zero when gEﬂek, || # 0. Ensuring
stability during the training requires the noise to be sufﬁciently large to render the saturation degree of

Ppax /7 sufficiently small. In addition, the condition 33 P2, /72 < 1 requires the D to be sufficiently
large, which is easy to meet when training large models.

m'}x

Convergence rate. Theorem 4 claims that Tiki-Taka converges at the rate O(4/ KL m).
Therefore, we reach the conclusion that limsupy . + SR k:O E[|IVS(W)|?] = 0 and

Tiki-Taka eliminates the asymptotic error of Analog SGD. Furthermore, Tiki-Taka improves
the factor 1/(1 — W2, /72) in Analog SGD’s convergence (c.f. (9)) to 1/(1 —33P2_ /72), wherein
W2, /7% and P2 /7 are the saturation degrees in fact. Notice that Py tends to 0 as indicated
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Figure 3: The convergence of digital SGD dynamic (2), analog dynamic (3) (proposed) and
Analog SGD implemented by AIHWKIT (real behavior) under different 7.

by (13) while Wy,ax does not because 0 is usually not a critical point. Therefore, it usually has
P2,/ < W2, /72 in practice, implying faster convergence. The convergence matches the lower

bound O(+/02L/K) for general stochastic non-convex smooth optimization [24] up to a constant.
g Y p

5 Numerical Simulations

In this section, we verify the main theoretical results by simulations on both synthetic datasets and real
datasets. We use the PYTORCH to generate the curves for SGD in the simulation and use open source
toolkit AIHWKIT [27] to simulate the behaviors of Analog SGD; see github.com/IBM/aihwkit.
Each simulation is repeated three times, and the mean and standard deviation are reported. More
details can be referred to in Appendix I. The code of our simulation implementation is available at
github.com/Zhaoxian-Wu/analog-training.
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Figure 4: (Left) The convergence of Analog SGD under different 7. Reducing 7 leads to a decrease
in asymptotic error. When 7 is sufficiently large, Analog SGD tends to have a similar performance to
digital SGD. (Middle) The convergence of Analog SGD on noise devices under different o2. (Right)
Analog SGDs that are initialized to different places converge to the same error.

5.1 Verification of the analog training dynamic

To verify that the proposed dynamic (3) characterizes analog training better than SGD dynamic (2),
we conduct a numerical simulation on a least-squares task, and compare Analog SGD implemented
by ATHWKIT, the digital and analog dynamics given by (2) and (3), respectively; see Figure 3. The
results show that the proposed dynamic provides an accurate approximation of Analog SGD.

5.2 Ablation study on the asymptotic training error
We verify some critical claims about the asymptotic error of Analog SGD on a least-squares task.

Impact of 7. To verify Theorem 2 that the error diminishes with a larger 7, we assign a range of
value 7 and plot the convergence of Analog SGD. The result is reported on the Left of Figure 4. When
T is small, the asymmetric bias introduces a notable gap between Analog and Digital SGD. As 7
increases, the gap diminishes. The result demonstrates the asymptotic error decreases as 7 increases.

Impact of o2. To verify the asymptotic error is proportional to o2, we inject noise with different
variances. The result is reported in the middle of Figure 4. The result illustrates that the asymptotic
error increases as the noise increases.
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represent Digital SGD, Analog SGD and Tiki-Taka, respectively; (Left) FCN. (Right) CNN.

Impact of the initialization. To demonstrate the asymptotic error is not artificial, we perform
Analog SGD from different initializations. The result is reported on the right of Figure 4. The result
illustrates that Analog SGD converges to a similar location regardless of the initialization. The smooth
convergence curve ensures the error comes from bias instead of limited machine precision. Therefore,
the asymptotic error is intrinsic and independent of the initialization.

5.3 Analog training performance on real dataset

We also train vision models to perform image classification tasks on real datasets.

MNIST FCN/CNN. We train Fully-

connected network (FCN) and convolution Resnetl8  Resnet34  Resnet50
neural network (CNN) models on MNIST  Digital SGD 93.03 93.44 95.92
dataset and see the performance of AnalogSGD  93.58 93.58 95.51
Analog SGD and Tiki-Taka under vari- _ Tiki-Taka 93.74 95.15 95.54

ous 7. The results are reported in Figure

5. By reducing the variance, Tiki-Taka Table 2: The test accuracy of Resnet training on CI-
outperforms Analog SGD and reaches com- FARI1O0 dataset after 100 epochs.

parable accuracy with digital SGD. On both

of the architectures, the accuracy of Tiki-Taka drops by < 1%. In the FCN training, Analog SGD
achieves acceptable accuracy on 7 = 0.78 and 7 = 0.80 but converges much more slowly. In the
CNN training, the accuracy of Analog SGD always drops by > 6%.

CIFAR10 Resnet. We also train three Resnet models with different sizes on CIFAR10 dataset.
The last layer is replaced by a fully-connected layer mapped onto an analog device with parameter
7 = 0.8. The results are shown in Table 2. In this task, Analog SGD does not suffer from a significant
accuracy drop but is still worth that Tiki-Taka, A surprising observation for analog training is that
both Analog SGD and Tiki-Taka outperform Digital SGD. We conjecture it happens because the
noise introduced by analog devices makes the network more robust to outlier data.

6 Conclusions and Limitations

This paper points out that Analog SGD does not follow the dynamic of digital SGD and hence, we
propose a better dynamic to formulate the analog training. Based on this dynamic, we studies the
convergence of two gradient-based analog training algorithms, Analog SGD and Tiki-Taka. The
theoretical results demonstrate that Analog SGD suffers from asymptotic error, which comes from
the noise and asymmetric update. To overcome this issue, we show that Tiki-Taka is able to stay in
the critical point without suffering from an asymptotic error. Numerical simulations demonstrate the
existence of Analog SGD’s asymptotic error and the efficacy of Tiki-Taka. One limitation of this
work is that the current analysis is device-specific that applies to asymmetric linear device. While it
is an interesting and popular analog device, it is also important to extend our convergence analysis to
more general analog devices and develop other device-specific analog algorithms in future work.
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A Literature Review

This section briefly reviews literature that is related to this paper, as complementary to Section 1.

Inference and other applications of analog devices. Before designing hardware for training, a
series of AIMC prototypes focus on accelerating the inference phase [29, 30, 31, 32, 33, 12, 34]. The
state-of-the-art result shows that the analog inference is capable of reaching comparable accuracy
with digital inference [28]. Besides analog model training and inference, researchers also managed
to exploit the advantages of analog devices to facilitate the machine learning task. For example,
energy-based learning algorithms have been studied in [35], and the neural architecture search on
analog devices has been studied in [36].

Relation with physical neural network. Our work is also in spirit related to the recent works on
physical neural networks (PNNs) [37, 38]. But we are particularly interested in AIMC hardware
with resistive crossbar arrays, while PNN is a generic concept of implementing neural networks via a
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physical system. Various hardware is capable of supporting PNN, such as holographic grating [39],
wave-based systems [40], and photonic networks [41], to name a few.

Convergence analysis of gradient-based algorithms. In the digital domain, a series of literature has
discussed the convergence of gradient-based algorithms. As the basis of neural model training, much
work focuses on the convergence of SGD [42, 43, 44, 23] and its variety stochastic gradient descent
with momentum (SGDM) [45, 46, 47, 48]. Notice that the difference between digital SGD (2) and
Analog SGD (3) lies on the asymmetric bias term, which implies Analog SGD can be regarded as
a digital SGD with bias. From this perspective, the convergence of Analog SGD (c.f. Theorem 2)
is similar to that of the digital bias-SGD counterparts. However, the results in this paper are still
challenging and non-trivial, especially in the convergence of Tiki-Taka, because the updates of
both W}, and Py involve asymmetric bias.

Nowadays, gradient-based algorithms demonstrate their powerful capabilities in model training.
In fact, both SGD and SGDM have reached the theoretical lower bound of the convergence rate,
\/02/K [24]. This lower bound is a generic result for any stochastic gradient-based algorithms,
which means that the convergence of gradient-based analog algorithms, including Analog SGD and
Tiki-Taka, is also subject to it.

B Implementation of Asymmetric Updated by Pulse Update

The proposed dynamic (3) of Analog SGD in Section 2 is inspired by the empirical studies in [22]
and [19]. However, the proposed dynamic (3) is only an approximation because we can not directly
apply an arbitrary increment Aw on the weights. Instead, we need to send a series of pulses to analog
devices, which leads to the change on the weight. In this section, we introduce the implementation of
analog update U (-, -) in (6) by pulse update and analyze the error of pulse update implementation.

Implementation. Similar to U (-, -), we introduce the update function Up(-,-) : R x {+,—} = R
for the pulsed update, defined by

W + AWy - g4 (w), s=+,

15
w_Awmin'qf(w)v §=—, ( )

Up(w, s) == w + Awpin - ¢s(w) = {
where Awy,;, > 0 is the response step size determined by devices. Since Awyy;y, is the minimum
change of weight, it is sometimes called the resolution or granularity of the devices. Given the initial

weight w, the updated weight after receiving one pulse is U, (W}, s) where the update sign s = + if
Aw > 0 and s = — otherwise.

The response step size Awnpniy, is usually known by physical measurement. In order to approximate
U(w, Aw), analog device first computes the pulse series length (bit length) by

Aw
BL := [Awmi'n—‘ , (16)
which ensures
| BL Awpin — |Aw]| < Awpin  or  |$ BL Awpyin — Aw| < Awpip. (17)
After that, a total of BL pulses are sent to the analog device, forcing the weight to become
U(w,Aw)%UpoUpo--~oUp(w,s):UEL(w,s). (18)
x BL

which implement the analog update U (w, Aw).
Error analysis. Directly expending the (18) yields
BL -1
UEL(w, s) = W+ $SAWnin Z qs(w + tAwyiy, - sign(Aw)) (19)

t=0
BL -1

=w + SAwmin Z (Qé (’LU) + tAwIIliIl : C]g (U}) : Slgn(Aw)> + O(Awrnin)
t=0

17



BL(BL —1)
2
=w + Aw - ¢s(w) + O(Awnmin) + O((Aw)?),
which indicates the difference between U(w, Aw) and U™ (w, s) are higher order infinitesimal. As
a concrete example, the Awyy;, is set as 0.002 [49] or 0.0949 [20] for ReRAM devices.
For asymmetric linear device (ALD, defined in Section 2), it holds that |¢/, (w)| = |¢/_(w)| = + and
¢ (w) = ¢" (w) = 0. Consequently, the difference between U (w, Aw) and U™ (w, s) is
— _ 2
,BL(BL —1) < AWpyin n (Aw) .
27 T 2T
Since Awpin and Aw = O(«) are usually small, the error can usually be ignored.

= w + $AwWnpin BL g5 (w) + (Awgin)? ¢ (w) - sign(Aw) + o( Awmin)

A min
UPY(w, ) = Ulw, Aw)| < = 4 (Awpin) (20)

Significance. The significance of the analysis in this section is that it explains how to estimate the
response factors ¢4 (+) and g_(+) in (3). In (15), it shows that they are, in fact, the response factors
of the given devices, which can be measured by physic measures [49]. In Section C, we showcase
various capable base materials for analog devices and their response factors.

C Examples of Analog Devices

In AIMC accelerators, weights of models can be represented by the conductance of based materials,
such as PCM [50, 51], ReRAM [52, 53], CBRAM [54, 55], or ECRAM [56]. In this section, we
showcase a spectrum of alternative devices for analog training.

C.1 Example 1: Linear step device (Soft bounds devices)

A large range of devices, including ReRAM [49, 20], Capacitor [57], ECRAM [57, 56], ECRamMO

[58], have linear response factor
w— w® w— w®
g+(w) =1-— oog-(w)=1- ; (21)
max Tmin
where T, < 0 < Timax and w® are constants, whose meaning will be explained later. With these

response factors, the function F'(-) and G(-) can be written as

1.1 1
F(w)=1-S( + )(w —w°), (22)
2 max Tmin
1,1 1
Glw) = = 5(— = —)(w—w’). (3)
ALD used in the paper is a special linear step device with Tyax = 7 and Ty,i, = —7.

C.2 Example 2: Power step device

For power step device, ¢4 (w) and ¢_(w) are power function with respect to W, which models
implements synapse model [59, 60].

_ v* N\
q+(w) — <Tmaxw) , q,(w) — (mem) (24)

Tmax — Tmin Tmax — Tmin

where T and ~~ are parameters determined by materials.

C.3 Example 3: Exponential step device

In some ReRAM and CMOS-like devices [61, 21], the response factors are captured by an exponential
function, i.e. Exponential update step or CMOS-like update behavior.

g4 (w) =1 —exp (—7* : w) , (25)

Tmax — Tmin

g—(w) =1—exp (—’y_ ) w_T‘nm) ) (26)

Tmax — Tmin

In Figure 6, the curve of response factors and F'(-) and G(-) are illustrated.
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Figure 6: Response factors for different devices (without zero-shifting).

D Verification of Assumptions

D.1 Verification of Assumption 4 under Strongly Convex Objective

This section proves the weight Wy, is strongly bounded when the loss function is strongly convex.
We prove the result for both Analog GD (g, = 0) and Analog SGD with € possessing some special
structure. Before proving this, we introduce strongly convex assumption.

Assumption 6 (u-strongly convex). The objective f(W) is u-strongly convex, i.e.
IVFW) = VW = u|W = W||, YW, W' € RP. 27)

Assumption 6 ensures the critical point W* (and hence optimal point) is unique.

D.1.1 Bounded Saturation of Analog GD

The following theorem provides a sufficient condition under which the Assumption 4 holds.
Theorem 5 (Bounded saturation of Analog GD). Suppose Assumptions 1 and 6 hold and define

L * *
Winax i= EHWO — W+ IW*||o- (28)
The sequence {W},} generated by Analog GD satisfies |Willco < Winax-

Theorem 5 claims that if both %HWO — W*|| and ||W*|| o are sufficiently small, which means the

optimal point W* is located inside the active region and W) is properly initialized, the saturation
degree || Wy ||~ /7 can be sufficiently small as well, even though no projection operation is applied.

Proof of Theorem 5. Given f(-) is L-smooth (Assumption 1), we know from (57) that
«a Wi|?
Fov) < 0w - § (1= B ) v romole < som) 9)

where the second inequality comes from the bounded weight (Theorem 1). Consequently, we reach
the conclusion that f(W}) < f(Wy),Vk € N. The strongly convex assumption (Assumption 6)
claims that

Wi = W7 < %(f(Wk) =) < =(f(Wo) = f7) < %HWO - W (30)

==

Therefore, triangle inequality ensures that
[Willoo < IWh = Wloo + [[W¥loo 3D
< W =W+ W7 loo

L
< ;HWO =W+ W (32)

which completes the proof. O
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Remark 2 (Bounded weight of digital GD). Theorem 5 also holds for digital GD, which can be
achieved by forcing T in inequality (29) to infinite.

In high-dimensional cases (D > 1), Theorem 5 does not exclude the situation ||Wy||oo > ||W* s,
which is unfavorable in the example of Analog SGD’s lower bound (c.f. Section G.2). To facilitate
the proof of the lower bound, we consider the scalar case (D = 1). To distinguish between vectors
and scalars, we use the notation w;, (and w™) instead of W}, (and W*) in the next theorem.
Theorem 6 (Bounded saturation of Analog GD with scaler weight). Suppose Assumptions I and 6
hold and wy, € R is a scalar. If the learning rate o < i the following statements hold true

(Case 1) If wg > w*, wy > wy, > (1 —ap(l — %))(wk —w*) +w* > wpyr > W

(Case 2) If wy < w*, wo < wy, < (1 —ap(l - %))(wk —w*) + w* < wip < wh

Consequently, the sequence {wy, } generated by Analog GD satisfies the following relation |wy| <
Wmax = min{|w0‘7 ‘w*|}

Theorem 6 asserts that {w;,} converges monotonically from wq to w*. If |wg| < |w*
Wmax = |w*|, which improves the bound in Theorem 5.

, we have

Proof of Theorem 6. Expanding the objective f(-) in a Taylor series around w yields that
F*) = f(w) +(VF(w),w — w*) + fi(w)||w — w*|, (33)

where [i(w) depends on w and satisfies p < fi(w) < L because of the smoothness (Assumption 1)
and strong convexity (Assumption 6) assumptions. Consequently, the gradient on w can be written as

f(w) = p(w)(w — w”) (34)
with which the gradient descent has the following property
wi, — aV f(wg) —w* =(1 — afi(wg))(w, —w*). (35)

Using this inequality and manipulating ||wy1 — w*||? as
lwpsr —w*|® (36)

= [[wx = aVf(wy) = 2|V Fwe)| © wy - w'
:W%—aVﬂww—UNF+3?@m—aVﬂwJ—wiWﬂwwkﬂ%W

0[2 2
+ §|||Vf(wk)| © wi||

2

~ 2 2
Wk )™ || Wk
,[L( ’22” ||oo) Hwk _ w*||2

< <1 — 20ji(wy) + o2 fi(wi)? 4 20ji(wr) (1 — afi(wy,

_ llwklloo

4 RN 1725 PO 74 00
= (1207w )+ i) (1 - 20280 o ) ) o, — )

2
= (1 entwn - 1))y — 2

where the (a) uses Cauchy’s inequality. Noticing Theorem 1 claims [rorlleo

is chosen as aji(wy,) < aL < 1, we have [[wgr 1 — w*||? < |Jwp — w*||%

< 1 and the learning rate

In addition, Lemma 1 claims that
w1 — wi| <1+ we/7||[|aV f(wk)]] < 2aL|w, —w™|| < [Jwp —w| (37

where the second inequality holds because Theorem 1 and smoothness assumption (Assumption
1 guarantee |1 + wy /7| < 2 and ||V f(wg)|| < |Jwr — w*||, respectively. This fact implies that

ZNotice that the £2-norm || - || and £eo-norm || - ||o reduce to absolute value, when w is a scalar. Similarly,
inner product (-, -) reduces to multiplication. We adopt the same notations for both vector and scalar weights to
make the notations consistent and easy to read.
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Wg4+1 — w™ has the same sign with wy, — w*. Consequently, inequality (36) and (37) show that in
case 1, if wy > w™, we have

wi > (1 —ap(l — %))(wk —w") +w* (38)
> Wiy > W'

Keeping using this inequality reaches the result. Case 2 can be proved by the similar method. O

D.1.2 Bounded Saturation of Analog SGD

The following theorem provides a sufficient condition under which the Assumption 4 holds. In the
section, we show that if the noise has special structures, the saturation degree ||| oo /7 is bounded.
Assumption 7 (Random sample noise). The noise can be written as ¢ = V f(W;&) — Vf(W),

where & is a random variable sampled from an underline data distribution Dy, f(W;§) is a function
of W and &, and the gradient NV f(W; £) is taken over W.

Assumption 7 holds if the noise comes from the random sampling from a series of functions.

Theorem 7 (Bounded saturation of Analog SGD). Suppose Assumption 7 holds and each f(W;§) is
L-smooth (Assumptions 1) and p-strongly convex (Assumptions 6) with respect to W. Denote the
minimum of f(W; &) as W If the supremum sup,{||W¢ || } exists, define

L X .
Winax = 2 Slglp{IIWo - Welly + Stgp{IIWg lloo }- (39)

The sequence {Wy} generated by Analog SGD satisfies ||[Wi||co < Winax uniformly.

Given the strong convexity with respect to W, f(W; &) has unique minimum, and hence W¢ is well-
defined. Similarly, the supremum sup,{|[Wo — W[} exists since sup {||W{||o } exists. Theorem
7 claims that the saturation degree is bounded given the noise comes from random sampling over
a series of smooth and strongly convex functions. Similar to Theorem 5, Theorem 7 also holds for
digital GD by forcing 7 in inequality (29) to infinite. The proof of Theorem 7 is inspired by that of
[62, Lemma 1].

Proof. According to Theorem 5, it holds that

o o L .
Wi — W¢| < ;HWO—WgH- (40)
Therefore, triangle inequality ensures that
[Willeo < sup{[[Wi — W¢[oo} + sup{[[W{ [l } 41
3 ¢ 3 ¢
<

s%p{l\Wk - Well + Stglp{llWé‘Iloo}
L " *
< —sup{|[Wo — W¢[l} + sup{[|W¢ oo }
Hog 3
which completes the proof. O
Similar to Theorem 6, we can improve the bound when the weight is scalar (D = 1). The notation

wy, (and w*) instead of Wy, (and W*) are adopted here to indicate the scalar situation.

Theorem 8 (Bounded saturation of Analog GD). Suppose Assumption 7 holds and for any &, f(w;§)
is L-smooth (Assumptions 1) and u-strongly convex (Assumptions 6) with respect to w. Denote the
minimum of f(w;§) as w. If the supremum sup,{||w{||} exists, it holds for any k € N that

min {wo,i%f{wg}} < wy < max {wo, sup{wg}} . 42)
€
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Proof of Theorem 8. The theorem is proved by induction. The statement holds trivially at & = 0.
Suppose (42) holds for k. If W, > w*, Theorem 6 guarantees that wy, > wy41 > wg and hence

min {wo,igf{wg}} < wi < wpgr < wy < max {wo,sgp{wZ}} ) (43)
On the contrary, if wy < w*, Theorem 6 guarantees that wy, < w41 < w’g and hence

min {wo, 1r£1f{w’£}} <wp < wggq < w’g < max {wo, sgp{wz}} (44)
which implies wyy; still satisfies (42). Now the conclusion is reached. ]

D.2 Verification of Assumption 5: Non-zero Property of Gaussian Noise

This section verifies Assumption 5. In principle, Assumption 5 requires the expectation that noise is
non-zero. To see that, note that when the probability density function of D is non-zero at only one
point, ¢ equals zero. On the contrary, large c is at the other side of the spectrum, which appears when
the probability density function is relatively “uniformly distributed” throughout the probability space.
In analog acceleration devices, it is mild because noise is introduced during computation.

Generally, the estimation of ¢ can be challenging because it involves the computation of the raw
momentum E.[|g + ¢|] of the noise. Scarifying the rigorousness a bit but providing an intuitive result,
we get the parameter c by considering an approximation of this raw momentum and deducing a bound
for this approximation.

In this section, we demonstrate that for Gaussian noise £ ~ N (0, 02), c can be selected as \/g . For
any g, it holds that

B[~ Zlg + <ll) =Bl ~ Dig + <1y @s)
2 2
=1-ZR.[lg +l] + ZEl(g + )
265 B?

2 2
—1- ZRllg+el) + 2562+ o).

Because g -+ ¢ is Gaussian random variable with mean ¢ and variance o2, the second term in the RHS
has closed form [63] given by

2 11 g
Eg[gﬂ]_a\/;lFl( 3358 202) (46)

In the equation above, 1 Fi (; -; -) is used to denote Kummer’s confluent hypergeometric functions. It
has been shown [64, 13.1.5] that when z < 0, 1 F1 (+; -; ) has the asymptotic property

()
L(b—a)
where T'(-) is Gamma function. When z is a small, 1 F} (a; b; z) has the following approximation for
any a,b € R [65, Sec 11.2]

1F1(a;b;2) = (—2)7*(1 +O(|]z|™Y)), 47)

1Fi(aiby2) ~ 1+ 2. (48)

Letz = —2— On the one hand when o ~ 0, z is large and (47) witha = —3 and b=3 asserts that

E[lg +¢]] ~ U\/Z r&{)z) \/;( \/7 m(1+ \/7 (49)

On the other hand, when o — 00, z is small and (48) pr0V1des that

2 2 2 2
Ee[lg+s|]~a\f(+22) \/;a-(1+2902). (50)

In conclusion, choosing ¢ = \/g yields E.[|g +¢[] Z \/ga. Here 77 is used to indicate the lower

bound holds for an approximation of the left-hand side (LHS).
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E Proof of Analog Training Properties

E.1 Proof of Lemma 1: Saturation and Fast Reset

Lemma 1 (Saturation and fast reset). For ALD with a general w®, the following statements are valid
(Saturation) If sign(Aw) = sign(wy), it holds that |wi+1 — wi| = |1 — |wg, — w°|/7| - |Aw|.
(Fast Reset) If sign(Aw) = —sign(wy), it holds that |wi11 — wg| = |1 + |wg — w®|/7| - |Aw].

Proof of Lemma 1. The proof can be completed by simply extending the LHS of

1
|wi1 — wg| = |Aw — ;|Aw|(wk —w®) (51)
1
— |1aw](sign(Aw) — = (wy — w?))|
T
1
= |sign(Aw) — f(w;g —w®)| - |Aw|
- sign(wy — w®) Jwg — w° | Awl.
sign(Aw) T
Using the fact that w® = 0 completes the proof. O

E.2 Proof of Theorem 1: Bounded Weight

This section proves that the weight W}, is bounded.

Theorem 1 (Bounded weight). Denote |W ||oo as the Lo norm of W. Given ||Wy||oo < T and for
any sequence { AWy, : k € N}, which satisfies | AWg||oo < 7, it holds that |Wi||eo < 7, Vk € N.

Proof of Theorem 1. Without causing confusion, omit the superscript k& and denote the i-th coordinate
of W), and AW}, as w; and g;, respectively. It holds that ||Wp||2, < 7 and |g;;| < 7

1
[Wipr = WIS = [Wie = W+ AWy — —|AWi| © (Wi = W°)|%, (52)
1
= r?eaj?c(wz w® — g; Tlgz\(wz w®))

1 1
= (1= =lgil)*(ws = w®)?® = 2g:(1 — =|gi|) (w; — w® -2)
IgleaIX( —lgil) w?)” = 20:(1 = —lgil)(wi — w°) +g;

1 1 )
< max (1= ~|gu))*r +mm|1—;mmf+%)

1 2
= maX( (1—=lgil) 7+ Igzl)
zGI T

Taking square root on both sides completes the proof. O

F Proof of Analog Gradient Descent Convergence

In Section 3, we show that the asymptotic error is proportional to the noise variance o-2. The following
theorem prove that the Analog GD converges to a critical point.

Theorem 9 (Convergence of Analog GD). Under Assumption 1, 2 and 4, if the learning rate is set as
a< % it holds that

= Wo) = /9L 1
ZHW w2 < MO ZSL . 2 (53)
k=0 max

A surprising conclusion of Theorem 9 is that the asymmetric update actually will not introduce any
asymptotic error in training. It also indicates that the asymptotic error comes from the interaction
between asymmetric update and noise from another perspective.
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Proof of Theorem 9. The L-smooth assumption (Assumption 1) implies that

JWiga) < FWi) + (Vf (W), Wi — Wi) + §||Wk+1 - Wi? (54)
1 L
= J (W) = SV FVOI? = (5 = 5 Wisr = Wil

1
+ %||Wk+1 — Wi +aVf(We)|?
«Q 1
< f(Wi) — 5\|Vf(Wk)H2 + o W1 = Wi + aVv f(Wi)]?
where the equality comes from
«a 1
(Vf(Wk), Wi = W) = — §||Vf(Wk)||2 ~ 5 Wet1 = Wi|? (55)
1
+ £”Wk+1 — Wi + CVVf(Wk)Hz
The third term in the RHS of (54) can be bounded by
1 «a
%HW/CH — Wi + aV (W) = 272|||Vf(Wk)| © Wil? (56)
<3 IV W) 2 [Wil12.

Substituting (56) back into (54) and cooperating with Assumption 4 yield

rvi) < v - 5 (1= P ) v rome 7

< gw) - § (1= ) pesanle,

Rearranging and averaging (57) for k from 0 to K — 1 deduce that

(f Wo) — f(Wy))
= E IIVf KII? < (58)
K(1=Waa/m)
Noticing Assumption 2 claims that f(W}) > f*, we complete the proof. O

G Proof of Analog Stochastic Gradient Descent Convergence

G.1 Proof of Theorem 2: Convergence of Analog SGD

This section provides the convergence guarantee of Analog SGD under non-convex assumption on
asymmetric linear devices.

Theorem 2 (Convergence of Analog SGD). Under Assumption 1-4, if the learning rate is set as
a =1/ % and K is sufficiently large such that o < % it holds that

K-1

= SRV <0 (J e ) folSe O

2 2
k=0 1- Wmax/T

2 2
where Sk denotes the amplification factor given by Sk := 4= Ek 01 |H‘/|VVI‘C/‘I|CI|2/;T2 < 1= V‘{}Z"//T

max

Proof of Theorem 2. The L-smooth assumption (Assumption 1) implies that

L
§Esk[||Wk+1 -Will’l (59

< FWi) = SIVOVI = (5 = DEe, (Wi — Wi+ asy]?)

Ee, [f Wis1)] < f(Wi) + Ec, (Vf (W), Wi1 — Wi)] +
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1
+a®LEe, [llex]|*] + 2 IWit1 = Wi + oV f(Wi) + ew)|?

where the second inequality comes from the assumption that noise has expectation 0 (Assumption 3)
Ee, (Vf (W), Wigr = W) = B, (Vf (W), W1 — Wi + agy)]
1
= - *IIVf(Wk)IIQ 5o BenWhy1 — Wi + aey||?]

+ iEEk (I Wesr — Wi+ a(VF(We) + )]

2a
and the following inequality
L
S EerlIWhp1 = Will"] < LEe, [[Wis1 — Wi + aeyl|*] + o” LEc, [[lex ) (60)

With the learning rate o < ﬁ and bounded variance of noise (Assumption 3), (59) becomes

Eeo[f (Whar)] < fF(Wi) — *||Vf(Wk)||2 +a’Lo® + *IIWk+1 Wi + a(VF(Wi) + ex)|%.

(61)
Cooperated with Assumption 3, the last term in the RHS of (59) can be bounded by
1
g Ben[Witr = Wi + aV f(Wi) + ack|’] (62)
@
= 53 B [lIVF(Wi) + e © Wil
@
< 53 B IV (W) + ex|’] IIWkII2

<3 IV AW W% + IIWkII2

where the last inequality comes from Assumption 3
Ee [IVF(Wi) +erll?] = IV F W) I* + Ee, [llexl’] < IV F(W)]* + 0. (63)
Plugging (62) back into (59) yields

ac® [ Wi |IZ,

272 (4

2 (1= I ) 12 < Bt 0Ws) — FOWic)) + @2+

Assumption 4 ensures that 1 — |[W||%, /72 > 1 — Winax /72 > 0, which enables dividing both side
of (64) by 1 — ||Wg||2, /7. Taking expectation over all ey, ex_1, - - , o and averaging for k from 0
to K — 1 deduce that

K
= S EIVAWI) ©3)
k=0
2f(Wo) ~E[f(Wisn)) | 20Lo® 1 i o[ Wi /7
OéK(l max/TQ) 1- Wan/T2 K 1- ||VVk||2 /T2
2(/(Wo) ~f*) ,  20Lo” Z o[ Wil /7
N aK(]' - Wr?’lax/7—2) 1- I/Vr%lax/T2 K 1- HWkHQ /7_2

+O’2SK

_ | GWo) — f*)o*L 1
- U

where the second inequality uses Assumption 2 and the last equality chooses the learning rate as

a =4/ M . The proof is completed. [
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G.2 Proof of Theorem 3: Lower Bound of Analog SGD

This section provides the lower bound of Analog GD under non-convex assumption on noisy asym-
metric linear devices.

Theorem 3 (Lower bound of the error of Analog SGD). There is an instance which satisfies Assump-
tion 1-4 such that Analog SGD generates a sequence {Wy, : k = 0,1,--- , K'} which satisfies

1= o=6() 1
& X EIVIP = sro@ " = o (scr o). ao)
k=0

The proof is completed based on the following example.

(Example) Consider an example where all the coordinates are identical, i.e. Wy = w1 for some
wi, € R where 1 € RP is the all-one vector. Define W* = w*1 where w* € R is a constant scalar
and a quadratic function f(W) := Z||W — W*||? whose minimum is W*. Initialize the weight

on Wy = W* and choose the learning rate o < min{i, 1T 75 }. Furthermore, consider the

pu+60/(rvD)
noise defined as follows,
er = &l (66)
where random variable ¢, € R is sampled by
& L p" W.p. Dk, 1 )
R fa - withpk:§<1—ﬂ). (67)
gk; = _ﬁ\/ 1—pr’ w.p. 1 — Dk, T
As a reminder, it is always valid that |wi| = ||Wg|lee < 7 (c.f. Theorem 5) and 0 < p;, < 1.

Therefore, the noise distribution is well-defined. Furthermore, without loss of generality3, we assume

T 7LD
|w*| < Zand o < VIR

Since all the coordinates are identical, Analog SGD can be regarded to train a scalar weight at each
coordinate. Furthermore, with the definition

L €k 2 - : &k
f(w; &) = i(w —w* + f) , whose minimum is wf, = w” — T
the noise &, satisfies Assumption 7. Therefore, even though wg, are time varying, we can regard wy,
as the initial point and only consider wy;. By this way, the conditions of Theorem 6 and Theorem 8
are met, and their claim for wy; is valid.

(68)

To prove the lower bound, we next introduce several necessary lemmas to facilitate the proof of
Theorem 3. The first one is used to verify Assumption 4.

Lemma 2. Suppose |w*| < § and 0 < TL‘ﬁ Define Wiax := 5. The sequence {W}, : k € N}
generated by Analog SGD (3) on the example above satisfies
HWk”oo < Wmax~ (69)

Proof of Lemma 2. The statement can be proved by induction. When k = 0,
* T
Wolloo = [w"] < 7 < Winax- (70)
To prove (69) for k + 1, Theorem 8 asserts that
min {WO, %rﬁf{wﬁz]}} < [Whi1)i < max {WO, sup{wfs]i}} (71)
&li e]:

or equivalently

(72)

o 1-—
* Pr o Wis1li <w* + P

VD L\F 1—pi

3These requirements are necessitated by Lemma 2 and can be relaxed to |w*| < c,7 for any constant ¢, < 1.
In that situation, Lemma 2 remains valid, although Wy,.x differs.
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According to the triangle inequality, || W1 || is still bounded by

1=
Wil = max{Wicaly < o]+ - mae { 22, [P

o (14 [Willeo/T
LVD \ 1= [[Willeo/T

o 1+Wrmx/7'

= |+

<|lw
_| ‘ L\/ﬁ max/T
T,_T +@2n)/r T
itas\imens 2
= Whax-
Therefore, (69) is confirmed for k£ + 1 and the proof of Lemma 2 is completed. O

Noise &, defined by (67) is time-varying since Wy, is changing. The following lemma provides an
upper bound for the variation of noise with respect to W.

Lemma 3. Suppose |Wy|co < Wiax < 5. The following statements are always valid

30
— < ——w — Wk, T4a
‘€k+1 fk | = ﬁD| k+1 k| ( )
|£ f | < 3/7| + | (7 )
w W |.
k+1 k D k+1 k 4b

Proof of Lemma 3. Define the functions

1+ _ . 1—=z
s @)=y (75)

with which & and &, can be written as

+_ T (Y - _ 9 (% 76
gk \/5 g ( T ) bl é-k \/E g ( T ) . ( )
The derivatives of g% (x) and g~ (z) is
1 1 1+x
Vgt(z) == + , 77
g ) 2< (1+2)(1-2) (1x)3> 7
1 1 1—x
Vg (z) = — - + , (78)
g (@ 2( Otod-2) (1+x)3>
whose norms are upper bounded by
1
| —=+2 79
Vot < g (5 +2v8) <3 79)
1
Vg (2) < = +2\/§)g3. 80
Vo @i<3 (2 50)
Therefore, both g+ () and g~ (x) are Lipschitz continuous and hence
+ We+1) 4+ ( Wk ‘
6t 61 = o () = o ()| £ s il (81)
_ Wk+1 _ [ Wk 30
_ g ()] < :
e =& = 5o () =9 ()] = e (82)
The proof of Lemma 3 is then completed. O



In the proof of Theorem 3, the most tricky part in the recursion (3) is the gradient wrapped by absolute
value |V f(W},) + x| Fortunately, the expectation E[|V f(WW},) + €[] can be expressed explicitly in
the example above, which is demonstrated by the following lemma.

. . o 1
Lemma 4. Suppose the learning rate is chosen such that o« < min{ 5, m} and (74) are
valid, it holds that
20
E[|Vf (W) +exl] = ﬁ\/pk(l —pk) -1+ (2pr — )V F(Wy). (83)
Proof of Lemma 4. The proof of Lemma 4 closely relies on the following inequality
w* — g < Wil < w* + & (84)
L — - L
or equivalently, the gradient [V f (W})]; = L([Wy]; — w*) satisfies
<[Vl <&, Viel (85)

By (85), we claim the signs of [V f(Wj)]; + & and [V f(W})]; + &, never change during the
training and thus the absolute value can be removed

IVF(We) + &1 = 71+ VI (W), (86)
IVF(Wi) =& 1| =61 = V(W) (87)

Accordingly, E[|V f(W},) + || can be written as
E[[VF(Wk) +exll (88)

=pk (§TL+ V(W) + (1 =) (§ 1= VI (Wi))

- % (L= pe) - 1+ (2 — 1)V (W)

which is the result. Therefore, the rest of proof shows (84) is valid.

Verification of (84). The statement can be proved by induction. When k = 0, (84) holds naturally
since Wy = W*.

To prove (84) for k + 1, we consider ¢, = ,jl and g5, = £, 1 separately, and the conclusion holds
for both cases.

Casel: ¢, =¢

+14 _ o 1—pk . . . . .. .
P l= \/5,/ m 1. From the induction assumption, it is valid that

o 1 — pg "
— — =W ..
oV e

Therefore, Theorem 6 asserts that [Wy11]; < [W%]; and hence we have py1 > py, §k++1 < §k+ and

W] > w” (89)

§ry1 < &, - Consequently, the second inequality of (84) can be reached by Theorem 8

* L * 5_
[Wis1]s < w* — % <w' - 2EE (90)

To obtain the other inequality, notice that

+ +
. ka+1 = [Wip]i + (0" — 5kL+1 — Weiili) +% (& = &) 1)
<0 20
. +
D Wi+ (1 o - Py - S g g g
(b) ) + 4
< Wi+ (1 - ozt - e Sy fj%Gth o S
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(Wil 6ao . &

= [Wipali = (1 —aL(1 - ) J([Wi]i = (w” = =77))

T B 7'\/5
where (a) comes from Theorem 6, (b) comes from Lemma 3 and inequality (37).
3 6ac &
+ et et et < 2 o | < * _ Sktlyp )
fk fk-s-l |§k gk-&-l‘ = T\/EHWkH]z [Wk]z| T\FH ] ( T )| (92)
The choice of learning rate implies that
[Wk}i 6ao 60
1—aL(l - — >l—alLl+——=)2>0 93
R ey R L &3
from which and (91) we reach that
* g;c:»l < W )
w2 < [(Wit1]s- 94)

Combining (94) and (90) reaches (84) in case 1.

Case2:e, =, 1= —% T

in the noise definition (67), we find that the proof for case 2 is similar to that of case 1. Therefore, the
proof of case 2 is omitted here.

- 1. Noticing the permutation invariant between p;, and 1 — py,

In conclusion, (84) still holds for k£ 4 1 and (84) is verified. Now the proof of Lemma 4 is completed.
O

After providing the necessary lemmas, we begin to prove Theorem 3.

Proof of Theorem 3. Consider the example constructed above. Before deriving the lower bound, we
demonstrate Assumption 1-4 hold. It is obvious that V f (W) = L(W — W*) satisfies Assumption 1
and f(W) > f* := 0 satisfies Assumption 2. In addition, Assumption 3 could be verified by noticing
(66) impplies E, [cx] = 0 and E, [||ex||?] < 0. Assumption 4 is verified by Lemma 2.

Now we can derive the lower bound. Utilizing Lemma 4 and manipulating the recursion (3), we have
the following result

E, Wiy — W7 95)
=E., [Wi — oV (W) —ac — ~ V(W) + x| © Wi = W)

=(1—aL) (W), — W*) — %EEkHVf(Wk) +exl] @ Wi
200 VT 0] Wi — 2 (2 = DY (W) © W

Multiplying the both size of (95) by L and plugging in the equation V f(W},) = L(W;, — W*) yield
Ee, [Vf(Wit1)] (96)
2aLo al
= (1 — aL)Vf(Wk) — \/pk<1 — pk) - Wi — 7(2pk — 1)Vf(Wk) O Wy

20l
(1—aL—aL(2pk—1) )Vf(Wk - Jm Wi.

where the last equality uses W, = wy1. Recall the probability p, = % 1 — =£), we have

1 w
L-pe=5(1+25), Vad—po) = —5 dpp—1=—E (97

T

= (1 —aL)(W;, — W*)

Substitute them back into (96)

|we|*

w aLo wg |2
E., [Vf(Wii1)] = (1—aL+aL T’; [

)Vf(Wk)_T\/ﬁ 1= Wi (98)
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||ch\|2 > alLo ||WkHoo
= ol 4+ oL VW) — 1-— - Wi
< T =205
W13 alo ||Wk||
= VW) —aL (1 k=) g rm, 1 ey
vrn) - az (1- D) pm) - 222
where the first equality utilizes |wy|? = [Jwg1||%, = ||[Wk]||%, . Reorganizing (98), we obtain
o Wi/t Vf(Wi) —Ee . [Vf(Wii1)]

V(W) = —

_|_
V1=[Wil%/r? VD 1= [[Wil3 /7
It is worth noticing that the second term in the RHS of (99) is in the order of O(«)

H VIWk) = Be, [Vf (W) Ee, (Wi = W]
1 —[[Wi|[% /72 L—[[WiliZ /7
@ ol B, [V/(W) + &l
T (= Welloo/T)(X = [WillZo/72)
B oL V(W)
(1= Willso/T) (X = [[WiIZ,/72)
® QLW + WD
= 0= W/ 1) (1 = W2, /7)
=0(a)
where (a) is Lemma 1 and (b) comes from ||V f(Wy)|| = L|Wy — W*|| < L(||Wk]|| + [|[W*]]) <
LVD(||Wi|lso + |w*|). Therefore, the gradient can be rewritten as

|-

Wk/T
V= HWkII2 /r* VD

Taking the square norm of the gradient and averaging for k£ from 0 to K — 1 we obtain

VW) =

+O(a). 99)

1 o ) W12, ,
7 2 IV FWR)|* = KZ ”WkH — =05k +0(a) (100)

where the following equality is applied

2 2
Willoo1
- H N e IR (101)

s

The proof of Theorem 3 is thus completed. O

H Proof of Tiki-Taka Convergence

This section provides the convergence guarantee of the Tiki-Taka under the non-convex assumption.
Theorem 4 (Convergence of Tiki-Taka). Suppose Assumption 1-5 hold and the learning rate is set
asa=0(1/Vo?K), 8 = 8aL. It holds for Tik%-Taka that the expected infinity norm Py, is upper
bounded by E[||Pyy1]|%] < P2, = 41522;;[’. Furthermore, if 0% and D are sufficiently large so

max

that 33P2,. /7% < 1itis valid that
LS sivsmwor <o (LRI (1)
K k=0 * B K 1- 33Pr%1ax/7-2 .

H.1 Proof of Tracking Lemma

Before the proving Theorem 4, we first introduce two useful lemmas.
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Lemma 5 (Tracking Lemma). Under Assumption 1 and 3, it holds that

EE}«-H[ \/7 (WkJrl)” ] (102)
D AL2T3D3/? 4
< (1= 22 1pee - s + 22 i w4
4ﬂf

1Pl 31V £ (W) | + 26207

To make Py o sufficiently close to the true gradient, || P 1||* should be small.

Proof of Lemma 5. According to the update rule of P, we have
E VD
o

(Wit ) |I%] (103)

5k+1H

Ee, ([ Pry1 + BV f(Wiyr) + Bery1 — gIVf(WkH) +eps1] © Poyr — T\Zﬁ (Wies)|I?]
D
=E., . [I(1- %)(Pk-&-l - gvf(wk—&-l)) + f/aﬁpkﬂ
D Wicia) + 2kl © P + Beral?
1 D
< B0~ 22y - P Wi)) + e

2
2B 101V — (VS (Wia) + 2 © PP

With Assumption 3, the first term of (103) can be bounded via the same technique as (63), that is

1 Bo VD 2
—E. 1— P 104
B 10 = ) (s = VI W) 4 el (104)
(1 — Tﬁiaf D 62
< D Py — (Wes)* + {0’
2080 ™D B2
= (1 bt “> 1P = va (Wisn)lI* + 70
where the last inequality holds because
Bo o ( 280 )
1- <(1-wu)(l- +ul. 105
C=p =0 p (109

The third term in the RHS of (103) can be manipulated by the variance decomposition and conse-
quently can be bounded by

2
%Eew l(01/VD = |V f(Wis1) + rt1l) © Prga|l’] (106)
) )
= %E Y (0/VD ~ [V f(Wisr) + epsalil) [P ?
LicZ
, -
= By | S(0%/D = 20|V F (W) + 2iall + (VS Wicn) + i) [Peca?
LicZ
) -
D B [Y0%/D — 20|V Wicr) + eial P
Li€Z
52
+ PEE’““ Z([vf(Wk+l) + 5k+1] )[Pk+1]
€T
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52 2
< (021D ~ 260 + D) Pl + g | P 219 S (W) P
< 2520

5 |1 Peall” + 72||P/c+1||§<>||VJ"(VVk+1)||2-

Combining (104) and (106) with (103) provides that
al

Eey i [I1Pov2 — VI (Wis)[I] (107)
2 D 2 2.2
< (1- 2%+ ||Pk+1—¥w<wk+1>n2+f_ ot
2
Ay SR
(a) 3 D 4
< (1 - 2?}) [ Pr1 — T\UF (Wis)|I” +26%0% + T\/é/)al——)HPkﬂH2
2
+ YD b B W) P
_ 380 Bo B D 9
< (1 2ﬂ/ﬁ> <1+2ﬂﬁ> 1Pis — 2w pw)
3 2
+(1- 25 (1+ B{) V5 Wess) - VIO +26%
+ 4:6/)(1||Pk+1||2 26\F\|Pk+1\\ [V f (Wita)|?
(b) D 2L273D3/2 4
< (1 — T%) 1Pecs - P pam P + #\\Wm = Wiel|* + T\ﬁ/%npmﬁ
+ VD b B F W) P + 2502

T\/E po3 T\/E
wfnmlu IV F (W) |2 + 26202,

In the inequality above, (a) sets u = 3/2; (b) holds because

360 Bo B Bo 360 Po 7 Bo
(15v5) (- 3vp) = =

77’\/5727\/527'\/5_ %

and

(1 - 2i%) (1 " 2;?> B 275\? <1 - ;ﬂ;ﬁ) <1 - 2?55) = 276?;

and (c¢) comes from

25 \F
4ﬁf

4
B\FIIPkHII IVFWi)II? + ————— Wiy — Wa||?

45\F 2I2F 3D3/2
[ Prra 12V F (W) |1? + T”Wk+1 — Wi|%.

where the last inequality holds because 5 < ngzD . Now we get the claim.

1P |31V F (W) |2

46@‘%”2 IV £ (Wie) — VF (W)
45L T\F

1Pt 2NV F (W) 1 +

32

(© o VD AL?73D3/? 4Bc
< (1= 25 ) 1P = PRI+ T Wi - Wl 4 PP

(108)

(109)

(110)



H.2 Proof of Weight Decay Lemma

Lemma 6 (Weight Decay Lemma). Suppose Assumption 1, 3 and 5 hold. If 3 satisfies
cT 2
<min{ ——em—, — 111
B—mln{2(4L2T2+a2)’3ca}’ (i
it holds that

ﬂca 4172 BT

457’
Ee o [ Prrall®] < (1 - )HPk+1H2 +— ||Vf(W/c)||2 [Wii1 — Wi|* +35%0°.

Proof of Lemma 6. The proof begins from the manipulation of the expected square norm of P,
Eeyop [ Pryall?] (112)

= e 1Pt + BV (Wen) + €12) = 21V (Wica) + 4] © Prcal?
=B [0~ 2195 W) + 01a]) © P + BT F(Wicer) + <))
=B, [lI(1 - g\vf(WkH) +er1]) © Poga [P + BBy [IVf Wiet) + e |7]

+ 2K, K(l - €|Vf(Wk+1) +ert1]) © Pry1, BV (Wiy1) + 5k+1)>] :

For the sake of simplicity, below we use [gx+1]; := [V.f(Wk+1)]i to denote the i-th coordinate of
the gradient. According to Assumption 5, the first term in the RHS of (112) can be bounded by

Eeo (X - g\vf(WkH) + k1)) © Prsrl?] (113)

=E., ., [Z(l - §|[9k+1h + [er i) *[Pega)?

ieT
z; ( — skmi[\[gkﬂ]i + lektlil] + %E[Ek+1]i[([9k+ﬂi + [€k+1h)2]> [Prsa]?
< Z( 2600 B2(4L TT2 +o )> Pooi]?
ez
<

3Bco
(1-% ) Pl

where the last inequality holds because of the selection of 3. To bound the third term in the RHS of
(112), we use the unbiased property of E., ., [ex+1] = 0 (Assumption 3) and || Py || < 7 (Theorem
1), which lead to

25, [0 2190 0Wi1) + 20) © Pross, SOV Wisr) 4 200) )| (114)
= 2BE€1«+1 [<Pk+17 vf(Wk+1) + Ek+1>]
—2E, ., Kfo(Wkﬂ) +epg1| © Prog1, BV (Wiyr) + 8k+1)>]

2
=28 (Pry1, Vf(Wry1)) — g Eep s [(IVFWis1) + erals (VEWit1) + €k41) © Prya)]

<26 (Pey1, VEWii1)) + 287Ec,., [IVf(Wiia) + enpalP] -
Plugging (113) and (114) into (112) yields
3Bco

Eev i [1Pesel?] < (1 - ) |Pess |2 4 88%Eer IV F(Wist) + eenal) (115)
+25 <Pk:+1a ViWit1)) .
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Notice that the second term in the RHS of (115) can be upper bounded by Assumption 3 and inequality
(63), and the third term can be bounded by Young’s inequality

26 (Pesn, VFWisn)) < 27 P2+ 2019 p W) 2 (116)

Inequality (63), (116) and the condition g <
ﬂco

3 lead to the result
co

By 1 Peva?] < (1= TP |* + =— 257 —IVFWi)|* +35%. (117)
Applying the inequality
IVf (W) [I? < 21V F(W)|? + 2V (W) = Vf (W) (118)
< 2V F(Wi)||? + 2L2 (| Wiesr — Wi
on (117) completes the proof. O
H.3 Proof of Bounded P;

Lemma 7 (Bounded Saturation of Py). Suppose Assumption 1, 3 and 5 hold. If 3 satisfies

cr 2 L273D

< mi — 119

f < min { 2(4L%712 4+ 62)’ 3co’ 3co? } ’ (119)
it holds that

Beo 41BL%13D
Eey[I1Pes2llZ) < (1= S0P + == (120)
T co
and further
411%7*D
E[l| Piy1ll%] < Phax = 2,7 (121)

Proof of Lemma 7. Leti* := arg max, |[Py42]:|- We expand the expected square norm of Py by

Ee, [[|Pet2llZ] (122)

= Eo,[[Pess + B(VI() + 1) = VSOV + 4] © Pl 2]
=B, (101~ 2197000 + 1) © P + BT + )2

—E.,[[1-2

~IVF(Wi) + 2x]) © Poga 2] + B°Ee, [V (W) + exli:]
+ 28, ([0 2101 + 21) © Praa © B(7700) + &)

For the sake of simplicity, below we use [gx]; := [V f(W})]; to denote the i-th coordinate of the
gradient. According to Assumption 5, the first term in the RHS of (122) can be bounded by

B, (10— 21V 5000) + 24l) 0 P 2] (123)

~E., [(1 - ?Hgkh* + e PIPenl?

s+ o) + B (ol + ul) [Pl

< (1 28co 62(4[/272—1—0)

1——E

)

T

1 3600

) 1Pea
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where the last inequality holds because of the selection of 5. To bound the third term in the RHS
of (122), we use the unbiased property of E., .. [[ex]i-] = 0 of Assumption 5 and || Py 1loc < 71in
Theorem 1, which lead to

2E, [[(1 - §|Vf(Wk) +ek]) © Pry1 © B(V (W) + 5k)]i*] (124)
= 2BE;, [Pe41 © VF(W) + ekli-]
282, |11V 0% + 4l © s © 871 00) + 20l
= 2B[Pr1 © VF(Wy)]i- — %Eak [[IVf(Wi) + ekl © Peyr @ (VF(Wi) + ek)]ix]
< 2B[Prgr © VF(Wi)li= + 28°Ee, [[Vf (W) + ex]i-].
Plugging (123) and (124) into (122) yields

Bl Poral) 129
< (1= B 1Pl + 3B [TV + ul2] + 26(7in © VAL
2 2
- (1_3§CU> 1PesallSe + 3871V F(Wi)5 + 28(Pess © VF(Wi)lie + 3ﬁDU

where the last inequality comes from Assumption 5 and variance decomposition (63). Notice that the
second term in the RHS of (125) can be upper bounded by Assumption 3 and inequality (63), and the
third term can be bounded by Young’s inequality

Beo 88T 867’
26[Pes1 © VF(Wi)lir < = [Penali + —— VAW < 7||Pk:+1||2 + = IV
(126)
Inequality (126) and the condition 8 < 300 lead to the result
Beo 1067’ 38202
Ee, [I1Pit2ll2e] < (1= =) P[5 + VAW + =5 (127)
Beco 9 406L2 3D 35%02
1——)|IP
< (1= ED) P + 22 4
Bco 41BL*3D

<A = =—=)Pesrllz +
T co

where the last inequality holds because the parameter is chosen as 5 < L2733D . Telescoping over 0 to
K — 1 and using the fact that ||V f(Wy)||2, < ||[Vf(Wk)||? < 4L?72D, we achieve that

9 Beo . 9 41BL%*m3D  41L%*mD
E[|Po%] < (1 - DM RlE + == < =
where the last inequality holds due to the fact that Py = 0. Now we complete the proof. [

H.4 Proof of Tiki-Taka Descent Lemma

Lemma 8 (Descent Lemma). Under Assumption 1, it holds that

@Tf

FWisn) < FOW0) - Y29 w2 - (QQf - §) W —Wi2 (128)
+ T%||Pk+1 T\FVJ"(Wk)H2 %||Pk+1||2-

Proof of Lemma 8. The L-smooth assumption (Assumption 1) implies that

L
TWigr) < f(Wi) + (VF(We), Wipr — Wi) + §||Wk+1 — Wiel]? (129)

35



— (W) — “f

o L
L e [

M;/ﬁw(wkw

o
+ ——F||W - Wi +
2047'\/5” h b

where the equality comes from

<Vf(Wk:)7 Wk+1 — Wk> = F

= ‘”fnwka)n?

? <‘”Ufo(Wk) Wit — Wk> (130)

- Wil]?

o
%4

SaryD R
o atVvD

+ — V(W2

| 2|

From the update rule of Tiki-Taka and bounded saturation assumption (c.f. Assumption 4), the
third term in the RHS of (129) can be bounded by

arV/D

(Wit — Wi +

ﬁumﬂ = Wi+ SV (W) (131)
= \F”Pkﬂ T\FVf(Wk) |Pk+1| © Wi ?
< P = PV 2P| Wl
< P = PSR + L IR
< 1P = @vmmn? + [Pl
Substituting (131) back into (129) yields
FWien) < 5000 = D17 - (s = B W - a2
5P - DG i) + —51PenlP
which completes the proof. O

H.5 Proof of Theorem 4: Convergence of Tiki-Taka

With the lemmas above, we can begin the proof of Theorem 4.

Proof of Theorem 4. The statement that E[||Py11]|%] < P2, = % has been shown in

max
Lemma 7. Therefore, it suffices to prove the convergence rate.

The proof begins by defining a Lyapunov function

50
Vi o= f(We) = f* + 1Pisr = VIV + £ 1 Pesall® (133)

o
LT\/E
8
—— | Peg 1 |2 IV £ (W) |2
+ P %IV £ (W)
Notice that the last term of V, has the iteration

Eepr 1Pt |2 IV f (Wig) 17 (134)

(@ 1
< quskﬂ[IIPk+2II§o||Vf(Wk)II2]
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1
+ o Beii P22 IV f (Wie1) = V(W) |[?)

® 1 Beo 41BL%13D L%
< 5 (0= 2R BT ) 1A P + i - W
u T o u
( ) Bco 82BL%*m3D L*r3
< (1= SRl IV AW 1” + 7||Vf( wII* + — Wi|®
Beo
where (a) uses ||z + y|> < 2 [|lz[|? + L||y||? for any vector z,y € RP and scalar 0 < u < 1; (b)

follows Lemma 7, bounded weight (c.f. Theorem 1), and Assumption 1; (c) specifies u = B;T" and
the inequalities = *3 m/ T<1— 5 2 +wand - <2.

By inequality (134), Lemma 5, 6 and 8, we have

E5k+1[Vk+1} (135)
%o
=f(Wig1) = [7 +L \F Eeyiy [[[Prt2 — Vf(Wk+1)||2]+ﬁEak+1[HPk+2H2]
8
+mEsHl[Hpk+2|\oo||vf(Wk+1)H ]
arVvD o L
<W—*—7VW2— — = ) [[Wigr — Wi ?
< fW) - f VIR = (5= = 5 ) Wi = Wi
(6702 \/7 oo
+ —=||P W)l + Piial?
7_\/5” k+1 — ( k)H T\/EH k-‘rlH
o? Bo \F 2 4L273D3/2 9
t 52D <<1 - 27\/5> | Prt1 — (W)l THWkJA — Wil
2 o 2 \F
O | Pl + 222 P2, Vf(Wk)2+25202>
\F
202 Beo 46T 412 BT
T Ler2 D3l ((1 S Peall* + ——VFW)II* + W1 — Wi + 35%0
2 ﬂca 828 L3273 L*r
+ e (0= BRI s + TR+ S Wi - wil?).
Rearranging inequality (135) above, we have
Eepor [Vig1] = Vi (136)
arVD 800 1648L7TvD
< —( e | IV WP
o Lc*tD cco
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where the second inequality holds because the selection of « and 3 as follows implies the coefficients
of the third to fifth term of RHS are greater than 0

o 8aLT?D ot
< << —. 137
SoivD 0@ =P Giarp (137)
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By taking 3 = M , we bound

Ee\yy [Vm] - Vi (138)
< - oD (1 I8 BTN o P+ satiep (14 )
< - 0”2\;5 (1 - % — 321}“) IV f(Wi)||> + 8a2L7?D (1 - 0\1/65> .
Taking expectation, averaging (138) over k from 0 to K — 1, and choosing the parameter « as
o= ! Vo (139)

\/D (1+16/(cVD)) o*L2K

deduce that
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where the last inequality holds when D is sufficiently large. The proof is completed. O

I Simulation Details and Additional Results

This section provides details about the experiments in Section 2.1 and 5. The analog training
algorithms, including Analog SGD and Tiki-Taka, are provided by the open-source simulation
toolkit AIHWKIT [27], which has Apache-2.0 license; see github.com/IBM/aihwkit. We use
Softbound device provided by AIHWKIT to simulate the asymmetric linear device (ALD), by setting
its upper and lower bound as 7. The digital algorithm, including SGD, and dataset used in this
paper, including MNIST and CIFAR10, are provided by PYTORCH, which has BSD license; see
https://github.com/pytorch/pytorch.

Hardware. We conduct our experiments on an NVIDIA RTX 3090 GPU, which has 24GB memory
and maximum power 350W. The simulations take from 30 minutes to one hour, depending on the
size of the model and the dataset.

Statistical Significance. The simulation reported in Figure 5 is repeated three times. The randomness
originates from the data shuffling, random initialization, and random noise in the analog device
simulator. The mean and standard deviation are calculated using statistics library.

I.1 Least squares problem

In Section 2.1 and 5.1, we considers the least squares problem on a synthetic dataset and a ground
truth W* € RP, whose elements are sampled from a Gaussian distribution with mean 0 and variance
02 .- Consider a matrix A € RPouxD of size D = 40 and Dy, = 100 whose elements are sampled
from a Gaussian distribution with variance o%. The label b € RD o ig generated by b = AW™* where
W* are sampled from a standard Gaussian distribution with o3;. .

The problem can be formulated by

— } _ 2 _ 1 _ *\ (12
min f(W) = S[|AW = b[” = S AW — W), (141)
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Figure 7: (Left) Distribution on the model weight, i.e. {[Wk]; : ¢« € Z}. (Right) Saturation
distribution after training, i.e. {|[Wk]:|/7 :i € T}.

During the training, the noise with variance level 03 is injected into the gradient. For digital SGD
and the proposed Analog SGD dynamic, we add a Gaussian noise with mean 0 and variance 03 to the

gradient. For Analog SGD in ATHWKIT, we add a Gaussian noise with mean 0 and variance O’_g /5%
into W when computing the gradient. The constant s 4 is defined as the mean of the singular value of
A, which is introduced since the noise on W is amplified by A" A, whose impact is approximately
proportional to A’s singular value.

In Figure 1, the response step size Awmyin=1e-4 while 7 = 3. The maximum bit length is 800. The
variance are set as o, = 0.30%, 0% = 1.00%, oy = 0.45%, o = (0.01/D)>.

In Figure 3, the learning rate is set as & =3e-2. The response step size Awp;y 1S set so that the
number of states is always 300, i.e. 27/Awmnin = 300, when the 7 is changing. The maximum bit
length is 300. The variance are set as og,,, = 0.30%, 0% = 0.50%, oy, = 0.30, o2 = 0.10.

I.2 Classification problem

We conduct training simulations of image classification tasks on a series of real datasets. The
gradient-based analog training algorithms, including Analog SGD and Tiki-Taka, are implemented
by AIHWKIT. In the real implementation of Tiki-Taka, only a few columns or rows of P are
transferred per time to W}, to balance the communication and computation. In our simulations, we
transfer 1 column every time. The response step size is Awy,in, =1e-3.

The other setting follows the standard settings of ATHWKIT, including output noise (0.5 % of the
quantization bin width), quantization and clipping (output range set 20, output noise 0.1, and input
and output quantization to 8 bits). Noise and bound management techniques are used in [66]. A
learnable scaling factor is set after each analog layer, which is updated using digital SGD.

3-FC / MNIST. Following the setting in [15], we train a model with 3 fully connected layers. The
hidden sizes are 256 and 128. The activation functions are Sigmoid. The learning rates are o = 0.1
for SGD, ae = 0.05, 5 = 0.01 for Analog SGD or Tiki-Taka. The batch size is 10 for all algorithms.

CNN / MNIST. We train a convolution neural network, which contains 2-convolutional layers,
2-max-pooling layers, and 2-fully connected layers. The activation functions are Tanh. The learning
rates are set as & = 0.1 for digital SGD, o = 0.05, 8 = 0.01 for Analog SGD or Tiki-Taka. The
batch size is 8 for all algorithms.

Resnet / CIFAR10. We train different models from Resnet family, including Resnet18, 34, and 50,
The base model is pre-trained on ImageNet dataset. The learning rates are set as o = 0.15 for digital
SGD, av = 0.075, 5 = 0.01 for Analog SGD or Tiki-Taka. The batch size is 128 for all algorithms.

1.3 Verification of bounded saturation

To further justify the Assumption 4, we visualize the weight distribution of the trained 3-FC model;
see Figure 7. The results show that despite the absence of projection or saturation, the weights trained
by digital SGD are bounded, which means that it is always possible to find an 7 to represent all the
weights in analog devices without being clipped. In the right of Figure 7, W, for Analog SGD
could be chosen as 0.27. Without constraint on the W,,,x, Tiki-Taka has a large Wiy ax.
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Answer: [Yes]

Justification: The abstract and introduction clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations.

. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We discussed in the Conclusion section.
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: All have been clearly listed.

. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We describe all the implementation details, including datasets, models, and
hyperparameters of our simulations in Appendix I.

. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The code of our simulation implementation is available at github.com/
Zhaoxian-Wu/analog-training.

. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We describe all the implementation details, including datasets, models, and
hyperparameters of our simulations in Appendix L.

. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The factors of variability, the method for calculating the error bar, the assump-
tion on the distributions, and the type of error bar are stated in Appendix I.

. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
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Answer: [NA]
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Safeguards
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image generators, or scraped datasets)?

Answer:|[NA]
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Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We explicitly state the license of the code and data used in Appendix I.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
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Answer: [NA]
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