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In this work we demonstrate that accurate ground state wave functions may be constructed for
polarons in a fully ab initio setting across the wide range of couplings associated with both the
large and small polaron limits. We present a single general unitary transformation approach which
encompasses an ab initio version of the Lee-Low-Pines theory at weak coupling and the coherent
state Landau-Pekar framework at strong coupling while interpolating between these limits in general
cases. We show that perturbation theory around these limits may be performed in a facile manner
to assess the accuracy of the approach, as well as provide an independent route to the ab initio
properties of polarons. We test these ideas on the case of LiF, where the electron-polaron is expected
to be large and relatively weakly coupled, while the hole-polaron is expected to be a strongly coupled

small polaron.

The interaction between charge carriers and phonons
in solids controls a host important phenomena ranging
from transport to superconductivity [1]. One of the most
ubiquitous consequences of these interactions is the for-
mation of polarons, quasiparticles composed of a charge
carrier and a surrounding cloud of phonons [2, 3]. Po-
larons can have dramatically different properties from
those of bare electrons and holes. For example, the quasi-
particle band gap, carrier mass, and optical conductivity
can all be strongly renormalized by polaron formation
[4].

The theoretical description of polarons has evolved
over the better part of the past 70 years, and has his-
torically centered on a small number of canonical model
Hamiltonians [4]. Such models represent idealized lim-
its of the distinct physical situations in which polarons
arise, stripped from the complications associated with the
detailed microscopic electronic structure of the underly-
ing solid. Some prominent examples include the Fréhlich
model, the Holstein model and the Su-Schrieffer-Heeger
(SSH) model. The Frohlich model describes the inter-
action of a free electron with a continuous polarizable
medium [5], and has provided important insights into
large polaron formation in polar and ionic solids such as
strontium titanate (SrTiOg), silver chloride (AgCl), and
lithium fluoride (LiF)[6]. The Holstein model describes
electrons on a lattice interacting with non-dispersed local
phonons with a uniform on-site electron-phonon interac-
tion (EPI) [7, 8]. This model is appropriate for the study
of small polarons in molecular crystals. The (electron-
phonon) SSH model describes situations where nearest
neighbor lattice displacements modulate the hopping of
charge between lattice sites, and has been instrumen-
tal in describing excitations such as solitons in polyenes
[9]. Each of these complementary models is rich in phe-
nomenology, and the numerous studies of their solutions
in different parameter regimes has provided a foundation
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for the understanding of polarons in a multitude of set-
tings. Real solids are expected to contain features of all
of these models, as well as details excluded by them.

Recently, significant effort has been put forward to de-
scribe the properties of polarons starting from the ab ini-
tio Hamiltonian of a system that incorporates the full
electron and phonon band structures, as well as the wave
vector-dependent coupling of charge and phonons within
these bands. Among these approaches, we highlight sev-
eral which have a connection to the framework we de-
scribe in this paper. In Ref. [10] a Landau-Pekar-like
variational ansatz was developed and employed to study
electron and hole polarons in a variety of solids. The ap-
proach avoids the use of real space supercells by working
directly within the first Brillouin zone, and provides a
precise way to quantify which phonon modes contribute
to specific polaronic properties. Ref. [11] approaches the
same problem via the use of a simple canonical trans-
formation on the ab initio Hamiltonian to efficiently re-
cover polaron binding energies in specified limits. Con-
nections between these two methods have been elucidated
which demonstrate that these seemingly distinct theories
effectively employ the same strong coupling ansatz, and
thus are appropriate for strongly coupled, highly local-
ized polarons such as those formed in the valence band
of LiF [12]. More recently, a Green’s function approach
has been developed which provides a robust many-body
framework for calculating polaron properties for all cou-
plings [13, 14]. Although significantly more computation-
ally involved than the simple approaches of Refs. [11, 12],
this framework has the advantage of not only generality
with respect to coupling strength, but also, in princi-
ple, the access to frequency-dependent quantities such as
spectral functions as well as finite charge concentration
effects.

Our goal in this work is to demonstrate that ground
state wave functions may be constructed to accurately
calculate ab initio polaronic properties for arbitrary cou-
pling strengths in a simple and computationally efficient
manner. Specifically, we develop a canonical transfor-
mation approach which is capable of capturing ab initio



binding energies of polarons in both the large polaron,
weak coupling limit, as well as small polaron, strong
coupling limit. We then demonstrate that Rayleigh-
Schrodinger (RS) perturbation theory may be success-
fully employed to capture these limits as well, with re-
sults that show remarkable consistency for polaron bind-
ing energies with the canonical transformation approach.
These results demonstrate simple, accurate, and compu-
tationally efficient routes to the ab initio calculation of
the properties of polarons in solids for arbitrary electron-
phonon coupling strengths.

In the context of the Frohlich model, the well-known
theory of Lee, Low and Pines (LLP) is applicable for
weakly coupled electron-phonon systems [17], while the
adiabatic Landau-Pekar (LP) solution of the polaron
problem is applicable for strongly coupled electron-
phonon systems [4, 18, 19]. As discussed by Huy-
brechts [20, 21], both theories can be unified from the
perspective of a single unitary transformation with vari-
ational parameters that account for the displacement of
the origin of the phonon modes as well as the momen-
tum transfer associated with charge-phonon scattering.
Nagy and Markos (NM) modified Huybrechts’ ansatz by
allowing the degree of momentum conservation to vary
across the electronic band [22]. This modification recti-
fies several shortcomings of the original Huybrechts ap-
proach, and when applied to the Frohlich model produces
results for the binding energy over a very wide range of
coupling parameters that are essentially as accurate with
respect to absolute error as the approach of Ref. [13, 14]
as shown in the Supplemental Material (SM). This ap-
proach forms the basis of our all-coupling ab initio wave
function method, as outlined next.

Consider the general ab initio electron-phonon Hamil-
tonian, written to leading linear order in the EPI as
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Here, the electronic bands, phonon frequencies and,
electron-phonon matrix elements are given by €;4, wyq
and g% (k, q), respectively. The phonon creation (annihi-
lation) operator for momentum ¢ is given by blq (buq)-
Since in this work we only consider the case of a sin-
gle electron (hole) in the conduction (valence) bands, we
work in the projector basis for electrons (holes), thus
simplifying the application of the transformation defined
below.
We define a trial wave function

|\Ptikhyqaq> = U|O>ph ® |¢>el~ (2)

The electronic portion of the wave function is given by
the familiar configuration interaction (CI) singles form
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FIG. 1. LiF electron- and hole-polaron binding energies
calculated via the WC ansatz (orange squares), the SC ansatz
(red circles), the AI-NM ansatz (open black circles), CSPT2
(green Xs and dotted line), and the exact VMC approach
of Ref. [15] (blue triangles). Each of these approaches are
described in the main text and SM. (a) Plot of the convergence
of the electron-polaron binding energy with respect to the
inverse supercell size (as defined in Ref. [16]). The small
numbers above the data indicate the size of the supercell, e.g.
the size N of the N3 k-grid. (b) Plot of the convergence of the
hole-polaron binding energy with respect to inverse supercell
size. The inset higlights the small differences between the
methods.

where the label ¢ denotes the band index and k the wave
vector within the 1st Brillouin zone. |0)pn denotes the
phonon vacuum, and the unitary transformation U = e’



System WC (eV) SC (eV) AI-NM (eV) CSPT2 (eV) VMC (eV)
electron-polaron 0.35 0.24 0.33 0.35 —
hole-polaron 0.30 1.97 1.94 1.96 1.97

TABLE I. Polaron binding energies extrapolated to the thermodynamic limit for the electron and hole polarons in LiF via the
WC, SC, AI-NM, CSPT2 methods (see text and SM), and a numerically exact VMC approach [15]. The binding energies were
determined by linearly extrapolating the energies to the thermodynamic limit in the reciprocal supercell volume using only the
233 and 25° k-grids for the electron-polaron and only the 11% and 13% k-grids for the electron polaron.

is defined as
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In the following, we call this transformation the AI-NM
(ab initio Nagy-Markos) approach.

There are three sets of variational parameters to be
determined for this ansatz, namely the CI coefficients
{tir}, the coefficients that modify electron-phonon scat-
tering momentum {ay }, and the variational phonon mode
displacements {h,x}. Thus, when the wave vector grid
is sizable, thousands of variational parameters are used
to parameterize the ground state. Note that when the
set of parameters {ay} = 1, the transformation coin-
cides with an ab initio version of the LLP transforma-
tion, while when {a;} = 0, an ab initio version of the
Landau-Pekar theory results. Importantly, we remark
that in general the unitary rotation of the Hamiltonian
cannot be carried out in explicit closed form except in
particular limits. Specifically, as discussed in the SM, the
limits of weak coupling, strong coupling, and arbitrarily
strong (electron) momentum-independent charge-phonon
coupling with a parabolic band structure all yield simple
closed expressions for the unitary transformation of the
Hamiltonian. Given the wide scope of these limits, the
landscape of the energy functional will have many local
minima, and we proceed by determining the transfor-
mation variationally, even without a rigorous minimum
principle. A similar procedure has been employed in
electronic structure theory with respect to the unitary
Coupled Cluster method. In particular, our approach is
equivalent to the UCC(2) method [23].

We determine the ground state energy variationally via
minimization
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where E, is the true ground state of the system. Through
the second order in h,, the transformed energy E is given

as
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We define all of our “off-grid” quantities via Fourier
interpolation. This is similar in spirit to Wannier inter-
polation, a well-known approach to bridge low density
k-mesh calculations and higher density ones [24]. This
procedure not only provides a well-defined procedure to
evaluate our energy for any set of variational parameters,
but as is detailed in the SM, we can also evaluate the gra-
dients of Eq. 7 analytically, allowing efficient and direct
minimization for Eq. 6. A discussion of the procedure
for determining the variational parameters may be found
in the SM.

To illustrate the range and accuracy of our all-coupling
AI-NM approach, we consider the case of LiF where the
electron-polaron is expected to behave as a relatively
large polaron while the hole-polaron is expected to form
a small polaron. We work entirely within the first Bril-
louin zone and converge energies via a simple Makov-
Payne extrapolation. For the hole-polaron we consider
only the three highest energy valence bands while for the
electron-polaron we consider only the lowest energy con-
duction band. Details of the ab initio calculation and
parameters are contained in the SM.

In addition to the AI-NM ansatz, one can restrict the
form of Eq. 2 to the extreme limits of weak-coupling
(WC), for which we set ar = 1 for all & and strong-
coupling (SC) for which we set aj, = 0 for all k. Note that
for the SC case, the resulting transformation is one where
coherent-state nuclear wave functions are employed as a
basis. We also consider second-order RS perturbation
theory in conjunction with coherent states (CSPT2) (see
SM for details). This approach is the ab initio version
of the coherent-state Mgller-Plesset perturbation theory
formulated for the Hubbard-Holstein model previously
[25]. In the limits of very strong or very weak coupling,
this method provided a second order energy correction



about the Landau-Pekar or non-interacting limits, re-
spectively. As discussed in the SM, it is not possible to
a priori determine whether the variational SC solution
or the zero-displacement solution is the more appropri-
ate reference for perturbation theory. For the case of
the electron- and hole-polarons we uniformly apply the
zero-displacement or variational displacement solutions
as the reference states respectively. Lastly, in the case of
the hole-polaron we employ the essentially exact VMC
approach of Ref. [15] as a benchmark. As we will see,
we find a remarkable consistency between all of these ap-
proaches for both the electron and hole polaron systems.

In Fig. 1 we show the grid size dependence of the elec-
tron and hole polaron binding energies for the different
approaches mentioned above. Extrapolation with respect
to increasingly larger wave vector grids yields a rather
consistent picture of the binding energy for both the elec-
tron and hole polarons in LiF. These extrapolated values
can be found in Table I. The following conclusions may be
reached. With respect to the hole-polaron, a consistent
binding energy close to 2 eV is found. We expect that
this result is essentially exact within the linear electron-
phonon coupling model and the level of ab initio theory
used to construct the Hamiltonian. The largest uncer-
tainty in the value of our binding energies likely arises
due to the use of a crude extrapolation to the infinitely
fine grid (thermodynamic) limit. The simple SC theory
(ar = 0 for all k) already appears sufficient to capture
this result, with almost no change in the binding energy
when second order perturbation theory is performed with
these states, again suggesting that convergence has been
achieved. The final value is very similar to the results
for the hole-polaron found in Refs. [10-14]. This is not
surprising, as the SC result is equivalent to an ab initio
version of Landau-Pekar theory.

The case of the electron-polaron is more subtle. Here
we do not have VMC results to compare with. The pure
SC result gives values essentially identical to [10]. Again
this is expected as the Landau-Pekar result. However the
WC and AI-NM approach give results consistent with
each other which are close to fifty percent larger than
the result found for the electron-polaron in Ref. [10]. Re-
markably, the same value is found from the CSPT2 ap-
proach, again suggesting some level of convergence and
confidence in the value of the electron-polaron binding
energy. It should be pointed out that this value is smaller
than that found more recently in Refs. [13, 14]. How-
ever it is difficult to compare these values as [13, 14]
include effects that arise from the second-order Debye-
Waller term absent in our Hamiltonian (Eq.1) and our
calculations.

It may appear that sole the utility of the full varia-
tional AI-NM approach resides in interpolating between
the WC and SC limits in an ab initio fashion. However
we note that the ansatz of Eq.2-5 is flexible enough to
describe physics beyond these strict limits. To illustrate
this we note that in the pure WC theory, the momentum
density distribution of the polaron is a delta function in
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FIG. 2. Detailed view of the electron-polaron results for
the 25 k-grid. (a) Comparison of a slice of the momen-
tum density, n(k) = (aga)), for WC and ALNM. The dot-
ted line indicates the delta function of an infinitely local-
ized n(k) in the thermodynamic limit. (b) The value of
the momentum-conservation-modulating variational param-
eter ay for the Al — NM and WC methods demonstrating
that non-trivial ax structure can be present in large ab initio
systems.

k-space, and thus the large polaron is unrealistically delo-
calized. Within the full approach of Eq.2-5, however, so-
lutions are found that partially localize the polaron even
though the binding energy is nearly identical to the WC
value. This is illustrated in Fig.2. Localization occurs be-
cause low-lying states in the landscape of variational pa-
rameters can have non-uniform a; values between 0 and
1. We note that a full reconstruction of the observable
momentum density distribution (n(k) = >, n;(k) with
the sum taken over bands labels) requires undoing the



unitary transformation which in fully ab initio problems
necessitates an expansion in the h,, parameters which
is rather involved. Thus in Fig.2 only the leading-order
term n(k) ~ Y, [tix|? is plotted, where the localization
effect (in real-space) is already evident.

In conclusion, we have presented several routes to the
ab initio calculation of the properties polarons based
on ground state wave functions that encompass the full
range of realistic coupling strengths in solids. The first
approach is based an all-coupling unitary transformation
which naturally interpolates between known extreme lim-
its of the problem. Using the example of LiF, we demon-
strate that this method can faithfully capture properties
of both the large electron polaron and the small hole
polaron, without predetermined knowledge of the physi-
cal properties of each system. We then demonstrate that
perturbation theory around the strong coupling limit pro-
vides a distinct but harmonious way to compute these
properties. Both approaches have the advantage of sim-

plicity and appear to be highly accurate in a realistic
ab initio setting. Although not discussed here, these ap-
proaches may also form the basis of a facile means to
compute real frequency spectral information as well as
the properties of exciton-polarons [26-30]. These topics,
as well as further calculations on a wide range of systems
will be taken up in future work.
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SUPPLEMENTAL MATERIAL

1. Frohlich Model

To better understand the strengths and weaknesses of the original NM ansatz, we apply it to the Frohlich model
as was done in the original paper, and we refer the reader to Ref. [22] for a derivation and description. While the
main method of this work is intended for application in ab initio systems, this section presents information about the
general properties of the NM ansatz.

In Ref. [22] the authors considered a generalized Frohlich model which allows for several types of polarons to be
considered. The Hamiltonian we consider is

H= Zek|k k\+wOZbTb +Zg )k + q) (k|(bg +bL,). (SM.1)

We restrict our discussion here to a dispersionless longitudinal optical (LO) phonon mode of frequency wy and an EPI

3/2
with the form |g(q)|? = 4\7};7‘“/}(;2 where « is the dimensionless coupling constant. The free-particle dispersion is given

by e, = k?/2m.

Nagy and Markos employ a unitary transformation defined in Eq. 6 of Ref. [22] with the projection of the density
written in the form >, |k + aqq)(k|, where a4 is a variational parameter defined for all ¢ to be between zero and
one. Nagy and Marko§ additionally consider an ansatz for the electronic wave function of the Gaussian form (an

)
assumption which we relax in our ab initio version), with the k-space wave function given by \/% (g)g/ teax. Using
their transformation and this polaronic wave function one may write the energy as an integral equation dependent on
A

The results of the NM ansatz for the Frohlich model are summarized in Fig. SM.1. As mentioned previously, the
Frohlich model is challenging for variational approaches, and most incorrectly [32] predict a phase transition when
transitioning from WC to SC in the form of a discontinuity in the energy. The NM ansatz predicts only a discontinuity
in the derivative of the energy at @ = 6 which is an improvement over a discontinuity in the energy’s value. The
solution matches the perturbative WC result (E = —a) up to o = 6 where it then transitions not to the SC solution
(E = —a?/37), but to a solution that asymptotically approaches the SC solution [4]. Compared to the numerically
exact results of Ref. [31], the NM ansatz never errs by more than ~ 14% over the full range of couplings. The Green’s
function approach of Ref. [13] has a slightly lower maximum error of ~ 10%; however, it consistently overshoots the

30
-e- NM /)

25 %
A— QMC }A{'

e X

20 A

\’*X

Sa X

_EO

15 1

X

DA%

10 +

® X

0 ) 10 15

FIG. SM.1. Exact ground state energy of the Frohlich model from Ref. [31] (blue triangles), the Green’s function approach of
Ref. [13] (green X with dotted line), and the NM ansatz (open black circles with dashed lines).



exact energy (the approach is not variational) and does not do as well as the NM ansatz or the pure WC result for
very weak couplings. The added flexibility of the NM ansatz over both the SC and WC ansatzes allows it to closely
match the exact result across all couplings.

2. Ab Initio Calculations

We follow the procedure for generating €;x, wy,q and g¥ (k, q) for LiF discussed in Ref. [14]. We begin by optimizing
the geometry of the system using Quantum Espresso [33, 34] employing a 12x12x12 k-grid using the the PBE exchange-
correlation functional [35] with Optimized Norm-Conserving Vanderbilt Pseudopotentials [36, 37], and a 150 Ha energy
cutoff. We find an optimized lattice constant of ag = 4.035 A. We then apply density functional perturbation theory
(DFPT) as implemented in the PHonon code within Quantum Espresso to find the phonon frequencies and electron-
phonon couplings on an 11x11x11 grid. We next construct the maximally localized Wannier functions with Wannier90
[38] and use EPW [39] to interpolate the parameters onto all of the k-grids applied in this work.

3. Closure of All-Coupling Ansatz

While the unitary transformation defined by Eq. 4 has appealing properties, when combined with the ab initio
Hamiltonian in Eq. 1 it does not close in general. We will instead work with a truncated version of the transformation
which discards all terms greater than quadratic in h,4. Given this truncation we examine the magnitudes of h,q after
optimization and discard solutions with large h,, [40].

The transformed Hamiltonian can be expressed using the Baker—Campbell-Hausdorff (BCH) formula

1
e 50e® =0+10, 8]+ 5[[0, ST, 8]+ ... (SM.2)
The phonon creation/annihilation operators are readily transformed and become
e byge® =byg — hiy > i, k) i,k — agql, (SM.3)
ik
e bl ,e% = bl —hug > lik — agq) (i, k|. (SM.4)
ik

For the band term, we can write out the full transformation analytically.

He =Y eili, k)i, k| (SM.5)
ik

B | N/ m
HS =YY LY k><k = g >‘ (SM.6)
ik n=0 """ S 4 m=1
L))

H Bmm)q(m)] Cf;)nmq(m(k)

m=1

Here, the coefficients are given by the recursion relation

k) = e, (SM.7)
n n—1 n—1 n
Clty g () = CUTY () = CUY sy (B = agong™). (SM.8)

Evaluating Eq. SM.6 in it’s entirety is impractical and we will use only up to second order. However, the structure
of Eq. SM.8 demonstrates that if €;;, is an m*™-order polynomial, then all C(»>™) = (.

Considering the case of the Frohlich model, which has parabolic bands, we now understand why the band term
for the original ansatz closed exactly on that model [22]. As an example, the three non-vanishing coefficients for the
Frohlich model are

k2

0

cl” = o (SM.9)
1 aqq(aqq — 2k)

2 Qg 410q,92

g = (SM.11)



It is clear that all higher order terms will vanish because C'?) has no k dependence, so further application of Eq.
SM.8 will produce zero.
We now consider the electron-phonon interaction term

Heepn =) 97 (k @)li, k + )G, k|(bog +b]_,). (SM.12)

ijv
kq

The phonon operators are easily transformed so we need only consider transforming a single momentum sum over the
"density” pi = Z g7 (k,q)|ik + q)(jk|. As before we can write a recursive expression for the full transformation

n
NZ] ’ Z nl Z H Bv(m)q(m)] z(ju)qqu) g (F)|ik +q + Z aq(m>q(m)><ik . (SM.13)
RO q<n> m=1
LD )
Similarly to Eq. SM.8, the coefficients are given by the recursion relation
DY) (k) = g (k,q), (SM.14)
n n—1 n—1
DEjV)qq(l).,,q(n) (k) = ijyqqzmmq(n—l) (k’ + aq(n)q(")) _ ngyqq%),,,q(n—n(k)- (SM.15)

Because we only consider terms which do not vanish upon application of the phonon vacuum and are overall second
order or lower in the phonon displacement, our energy expression only requires the zeroth- and first-order terms in
Eq. SM.13. We also rearrange the first-order term so that the electron-phonon coupling elements are easily evaluated

e 5peS m g+ S Bugrgd (kya) (i k + ) (o k — agd'| = [isk +q+ agd) (G, k). (SM.16)
ku'q’

As in Eq. SM.8, if g%/ (k, q) is a polynomial in k with degree m then all terms of order n > m in Eq. SM.13 will
vanish and the transformation closes. In Ref. [22] the interaction term closed without approximation for the Frohlich
model, which can now be understood because in that model the coupling is not k-dependent and only depends on the
momentum of the emitted/absorbed phonon. It is important to note that this term also closes in the strong coupling
limit where, as for the band term, the first- and all higher-order terms vanishes.

Overall, there are three cases where the transformation closes and thus the method is rigorously variational. These
are the trivial weak-coupling limit (g(k,q) — 0), the strong coupling (ar = 0) limit, and, less trivially, cases which
include the Frohlich model where the electron-phonon coupling is independent of the electronic-momentum and the
electronic bands are polynomials up to second-degree.

4. Numerical Evaluation and Optimization of AI-NM Ansatz

In order to evaluate Eq. 7 we must be more precise about what it means to have a continuous-valued variational
parameter in the index of another parameter. It would seem at first that this type of parameter would only make
sense in the thermodynamic limit when the parameters become functions with continuous domains.

Nonetheless, we can define the method for finite-sized systems in an unambiguous manner via the Fourier transform.
For some parameter n which is defined in the discrete reciprocal lattice and two vectors k and g which are on the
lattice, we define

Mhtagy = Y mre 10T HT = F [pe™ "7 k] (SM.17)
.

= F ). (SM.18)

The trade-off for using the aj parameters is that now the ansatz is in a mixed momentum-position representation
and requires Fourier transformations at each step. The Fourier interpolation allows us to have a well-defined energy
expression and prescribes a straightforward procedure to compute the gradients. We note that for our optimization it
is numerically more convenient for all of our parameters to have domains of (—oo, 00), so we define ar = S(zr) where
S(z) = (1 + exp(—x))~! is the Sigmoid function.
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We optimize the variational parameters via L-BFGS-B minimization of Eq. 6 [41]. In the equations below, we
display the gradients of the energy with respect to the variational parameters. We only show the gradients of the
numerator of Eq. 6 which we denote as Ey. The full gradient is then constructed via standard calculus.

Starting with the displacements

8E0 1 17 *
oh: _§h”ngiqp\tiq|2 t wuphup D ltikl* =Y 8 (kD)1 —a ik (SM.19)
vp iq ik ijk

In the Fourier representation of the problem we can show that our modified band energy can be evaluated as

k ,
Eigk = 42% sin ( - r) e (SM.20)

For the CI amplitudes
0Fy 1
ot (6”’ T2 > |hvk|25ipk> ti
wp vk
_ Z < —4q,q )hu qt]p q 1 aq Zg U qtik_‘rqei(k—]?"rﬂq‘n"r‘) . (SM21)

The gradient with respect to ay is given by

an iq-T
Da. Z |tiq|® |hup‘2 + |y —p|? Z €ir(p - ) sin(app - r)e"
P

qiv

+2§R Zg k p veq 1k+pztj7‘ p- T) —zappr —ik-r

7,_]1/

— 2R Zg k, —p)hygtiy_ pZt]T (p-r)efwrrethr | (SM.22)
v

k

The application of analytic gradients allows us to efficiently run the L-BFGS-B routine; however, the optimization
itself is non-trivial and presents several challenges. We found that there were multiple competing solutions, so the
solver could, for example, optimize to the SC state even when there was a lower minimum available. Because of this
difficulty, we ran the minimization procedures from a number of starting points including some randomly generated.
Additionally, we interpolated the lowest energy solutions from smaller k-mesh sizes to larger k-meshes in order to speed
up convergence. We also note a numerical error that arises in small systems because the computed values of g/ (k, q)
are not precisely Hermitian. This non-physicality results in a slight disagreement between the evaluated energies and
the gradient minimization because Hermiticity of the electron-phonon coupling is analytically assumed in our ansatz.
Finally, the optimization via the approach outlined above with the minimizer we have utilized often terminates where
notable gradient structure is still present. This may be a consequence of our interpolation procedures, but further
investigation is needed to improve the optimization, ensuring the lowest lying solutions are obtained.

5. CSPT2

CSPT?2 is a version of MP2 which applies coherent state displacements to the electron-phonon Hamiltonian in order
to generate the reference Hamiltonian for perturbation theory [25]. Beginning with Eq. 1 we apply the coherent
state transformation to displace each phonon operator by a complex-scalar displacement ¢, . Unlike in previous
sections, we consider both the variationally minimized non-zero ¢,, and the zero-displacement, ¢,, = 0, solutions.
This additional consideration is important because it is not possible to know which solution is the best representation
of the true wavefunction a priori, so we use the perturbative energy to determine the most appropriate reference a
posteriori.
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Beginning with Eq. 1 and applying the coherent state transformation, we define the zeroth-order Hamiltonian as

Hy=> emealy am + > gu™ (K @)al, . am (bvg+ 05 )+ wigldug* + Y wigbl b, (SM.23)
qr qv

km kgmnv

The ground state of Eq. SM.23 is the same as the optimized SC state,

U =5 by Jmu)0). (SM.24)
km

The excited states of Eq. SM.23 can be labeled by electronic state index o and the phonon occupation string {n,, }.
The corresponding electronic states can be obtained by diagonalizing the Fock operator,

F=> emalyam + > g™k a)al,  am (b, + ) ) (SM.25)

km kgmnv

We label eigenvalues of this Fock operator by €, with the corresponding eigenvectors t,,.
In general, the exact ground state can be written using the basis of these states,

|\I'O>: Z Oa,{nuq}|¢oc>|{nvq}>' (SM-26)

a’{nuq}

In CSPT2, we obtain Ca’{nuq} by perturbative expansion. Our perturbing Hamiltonian follows

V=Y g™k )l am(bog b5 )+ wig (0] bug + &5 buy)- (SM.27)
qv

It is immediately clear that the first-order energy contribution, E(), is zero. The first-order wave function is deter-
mined by (observing only one phonon states survive)

A 0
(a1, IVIRE) S g™ (K, @) (fams ) o, + So08vq bre

n  _
Cﬂt,luq - Eéo) _ E((,O) - €0 — €q — qu (SM28)
Using this, the second-order energy contribution is
0y (0) nm *
e (Wa,g V%0 ) 3 S ke T2 (K, @) (oo ) 0,0 + Oer,0600rg Brr |2 (SM.29)
ot E(()O) _ E&O) e €0 — €a — Wiy ’ '

To generate the energies presented in the main text the following protocol is used. First we evaluate the energy expec-
tation value of Eq. SM.25 with both ¢,, = 0 and a ¢, variationally minimized from a small random displacement.

We can also compute other properties than energy order-by-order. In particular, we focus on evaluating the
expectation value for

pn(k) = al,_an,. (SM..30)
The first order correction is
(W0 ()| T) + hoc. = 0. (SM.31)
The second order correction is
(26 1o 26”) + hc) + (25" |on(@)] T6"). (SM.32)

We only compute the last term for computational efficiency reasons. This term is given as

(1) (y _ (1) (1)
(0 lon (k)W) = (Cap,, ) o, lra(@¥si, ,)Cs0, ,

QBVq/ )‘q”

= (G0 (o) tam CF1, - (SM.33)

aBrgs



Calculation of this quantity can be efficiently performed by forming the following intermediate
1
anv”q - Z Cé,iyq toé,nk'
(o7
With this,

(U o (D) = (Dnyev) Dinsev-

Vq
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(SM.34)

(SM.35)
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