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In this work, we use neural quantum states (NQS) to describe the high-dimensional wave functions
of electron-phonon coupled systems. We demonstrate that NQS can accurately and systematically
learn the underlying physics of such problems through a variational Monte Carlo optimization of
the energy with minimal incorporation of physical information even in highly challenging cases. We
assess the ability of our approach across various lattice model examples featuring different types
of couplings. The flexibility of our NQS formulation is demonstrated via application to ab initio

models parametrized by density functional perturbation theory consisting of electron or hole bands
coupled linearly to dispersive phonons. We compute accurate real-frequency spectral properties
of electron-phonon systems via a novel formalism based on NQS. Our work establishes a general
framework for exploring diverse ground state and dynamical phenomena arising in electron-phonon
systems, including the non-perturbative interplay of correlated electronic and electron-phonon effects
in systems ranging from simple lattice models to realistic models of materials parametrized by ab

initio calculations.

1. INTRODUCTION

The interaction between bosonic fields with charged
and neutral carriers can lead to the formation of emer-
gent quasiparticles with greatly altered properties. For
example, transport measurements carried out on lightly
doped or photoexcited carriers in inorganic and organic
semiconductors have been linked to the formation of
polarons,1–4 quasiparticles composed of the carrier en-
veloped by a cloud of phonons. Features such as kinks
and satellites in photoemission spectra at well-defined
phonon frequencies offer additional direct evidence of po-
laronic physics.5–9 Moreover, electron-phonon (eph) in-
teractions can dramatically influence the interactions of
electrons with other electrons. Perhaps the most impor-
tant example of this is superconductivity in simple met-
als, embodied in the Bardeen-Cooper-Schrieffer (BCS)
theory, where Cooper pairs formed by phonon-mediated
attraction between electrons lead to an instability of the
Fermi sea and the formation of an emergent supercon-
ducting state.10 The role of strong eph interactions in
unconventional superconductivity remains a subject of
debate.11–19

Since Landau proposed the concept of the self-
trapping of an electron via lattice distortions, there
has been extensive theoretical investigation into eph
interactions.20–22 This exploration has entailed the
development of simple lattice and continuum mod-
els, such as those pioneered by Holstein23,24 and
Fröhlich,25 alongside methods to solve the result-
ing eph problem. Various strategies for tackling
these models include path integral26–32 and diagram-
matic methods,33,34 variational15,35–41 and perturbative
techniques,42,43 density matrix renormalization group
(DMRG) approaches44, as well as various flavors of exact
diagonalization45,46. Although some of these approaches
are numerically exact in some domains, their applicabil-

ity across different types of Hamiltonians and parame-
ter ranges is constrained in practice due to potentially
high computational costs. Recently, significant progress
has been made in constructing and studying ab initio

models based on density functional perturbation theory
(DFPT).22,47–51 Methods initially developed for the in-
vestigation of lattice models are now being adapted to
this ab initio setting.52,53 Systematically improvable cal-
culations towards the exact limit have not yet been re-
ported. In addition to allowing quantitative comparison
with experiments and predictive power, such calculations
also help assess the accuracy of approximate but more af-
fordable computational methods.

Neural quantum states (NQS) present a promising av-
enue for addressing these challenges. Due to their univer-
sal approximation properties, neural networks (NN) have
emerged as versatile wave function ansatzes for many-
body systems.54 Both empirical and theoretical55,56 ev-
idence suggests that NN can efficiently represent phys-
ically relevant quantum states in non-trivial interacting
systems. Leveraging technological developments in ma-
chine learning and via the use of Monte Carlo sampling,
NQS can often be evaluated and optimized efficiently, al-
lowing one to systematically converge answers close to
the exact limit by increasing the number of parameters.
Examples of recent successes of the NQS approach in-
clude the investigation of low-lying states and dynam-
ics of spin and fermion models on both lattices54,57–63

and in continuum settings.64,65 While a few studies have
considered the use of NQS for eph coupled systems,66,67

their applicability and potential for detailed investiga-
tions of such systems remains largely unexplored. Ex-
tracting dynamical quantities from NQS is also an area
of active research. The spectral properties of electronic
and spin systems have been obtained using the correction
vector method,68 Chebyshev expansion,69, and real-time
evolution.70 The development of accurate real-frequency
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FIG. 1. Schematic illustration of the neural quantum state (NQS) approach for electron-phonon coupled systems showing steps
in the VMC sampling, optimization, and calculations of dynamical properties.

spectral properties is especially important in eph coupled
systems, where sharp spectral features that are difficult
to capture by analytic continuation at particular phonon
frequencies often arise.

The flexibility and accuracy of NQS come at the ex-
pense of having to perform stochastic nonlinear optimiza-
tion, presenting challenges more severe than those en-
countered in deterministic methods.62,71,72 Good results
require careful development of heuristics for the choice
of representations and learning strategies, which have to
be tailored to the problem domain. In this work, we
present our efforts to address these challenges for eph
systems. We find that the NQS approaches we put for-
ward here are competitive with the best exact approaches
for standard polaron problems, while providing facile ac-
cess to highly accurate spectral properties and the abil-
ity to flexibly treat complex problems such as those with
correlated electrons and ab initio parametrized Hamilto-
nians. In the following sections, we present the details of
Hamiltonians, wave functions, and the methods used to
calculate their properties (Sec. 2). We then present the
results of our calculations on a variety of eph systems to
demonstrate the utility of our approach (Sec. 3). Finally,
we conclude with a discussion of our results and future
directions (Sec. 4).

2. THEORY

2.1. Hamiltonians

We consider the general linear coupling eph Hamil-
tonian which, when written in the momentum basis, is
given by

H =
∑

n,k

ϵnkc
 
n,kcn,k +

∑

ν,q

Éνqb
 
ν,qbν,q

+
∑

k1,k2,k3
ijmn

V ijmnk1k2k3
c i,k1c

 
j,k2

cm,k3cn,k1+k2−k3

+
∑

mnνkq

gmnνkqc
 
n,k+qcn,k(b

 
ν,−q + bν,q).

(1)

Here cn,k are electronic annihilation operators for an
electron with crystal momentum k in band n, and bνq
are phonon annihilation operators with crystal momen-
tum q in band ¿. ϵk are electronic energies, V ijmnk1k2k3
are electron-electron interactions, Éν,q are phonon ener-
gies, and gmnνkq are eph couplings. We have omitted
spin indices for brevity. In an ab initio setting, we ob-
tain the band energies and interaction terms from DFPT
calculations.22,49,50

Phenomenologically, various special cases of this
Hamiltonian have been studied in the literature. For
polarons, models like the Holstein23,24 and eph coupled
SSH73 models include only local interactions often with
dispersionless phonons. They have the following general
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TABLE 1. Summary of the models on n-dimensional integer lattices studied in this work. In the Bond and SSH models, i and
j represent neighboring sites, with ïijð denoting the bond between them, and {ij} the direction of the bond. µ denotes the
phonon band index. N is the number of lattice sites. Sum over repeated indices is implied.

Model Phonon Electron phonon coupling term Heph Dimensionless
degrees of
freedom Site basis Momentum basis

coupling
constant

Holstein
1-d phonons

on sites gc
 
i ci(b

 
i + bi)

g√
N

c
 
k+qck(b

 
−q + bq) λ =

g2

2ωt

SSH
n-d phonons

on sites
g
(

c
 
i cj + c

 
jci

)

(b 
i,{ij} + bi,{ij} − b

 
j,{ij} − bj,{ij})

2ig√
N

(sin(kµ + qµ)− sin(kµ))

c
 
k+qck(b

 
−q,µ + bq,µ)

λ =
g2

ωt

Bond
1-d phonons
on bonds g

(

c
 
i cj + c

 
jci

)

(b ïijð + bïijð)

g√
N

(

e
i(kµ+qµ) + e

−ikµ

)

c
 
k+qck(b

 
−q,µ + bq,µ)

λ =
g2

2ωt

form in the site and momentum bases,

H = He +Hν +Heph,

He = −
∑

ïijð

t(c i cj + h.c.),

=
∑

k

−2t

(

∑

µ

cos(kµ)

)

c kck,

Hν = É0

∑

ν,i

b ν,ibν,i = É0

∑

ν,q

b ν,qbν,q,

(2)

where t is the electronic hopping amplitude between
neighboring sites i and j, and É0 is a fixed frequency for
all phonon branches. We set t = 1, so that all energies
are measured in units of t. The use of periodic boundary
conditions allows the Hamiltonian to be expressed in a
simple form in the momentum basis. In this work, we
consider integer lattices viz. one-dimensional chain, two-
dimensional square lattice, and three-dimensional cubic
lattice.
Electron-phonon interactions are given in Table 2.1

for the Holstein, Bond, and SSH models. The Holstein
Hamiltonian couples phonons on lattice sites to the local
density of electrons, referred to as diagonal coupling. The
Holstein model is appropriate for describing the coupling
of doped or excited charge carriers to high-frequency op-
tical phonons. The SSH model, also known as the Peierls
model, on the other hand, couples carrier hopping to
vibrations through an off-diagonal coupling. It results
from the modulation of hopping parameters by changes
in nuclear positions. A variation of this model, termed
the Bond model,74 consists of phonon modes situated on
bonds rather than lattice sites, which couple directly to
the carrier hopping. These polaron models can be ex-
tended to study systems with multiple interacting elec-
trons. On-site Hubbard interactions are commonly used
for this purpose, where the interaction is given by

HHubbard = U
∑

i

ni↑ni³. (3)

While VMC does not have a sign-problem per se, states
with non-trivial amplitude sign or phase structures can
be harder to optimize.62,71,72 The Holstein and Bond
models are stoquastic75 in the site basis, whereas the SSH
model is not. To see this note that in a basis specified by
the position of the electron xe and number of phonons
at each lattice site {¿i}, these Hamiltonians have neg-
ative off-diagonal elements when t and g are positive.
Thus, according to the Perron-Frobenius theorem, these
Hamiltonians have a unique ground state with positive
amplitudes in this basis. The SSH Hamiltonian does
not have this property and, therefore, does not have a
sign-definite ground state in the same basis. Further-
more, while the Holstein model maintains stoquasticity
in the momentum basis, the Bond and SSH models do not
share this attribute. We note that similar observations
have been noted in studies using diagrammatic quantum
Monte Carlo (DQMC).76

2.2. Wave functions

We will use the notation n = ({ei} , {¿i}), where {ei}
and {¿i} are electron and phonon occupation numbers,
respectively, to denote the basis vectors. Our NN wave
function ansatz is given by

|Èð =
∑

n

exp [f(n)]
√
∏

i ¿i!
|nð, (4)

where the function f is a sum of two neural nets:

f(n) = r(n) + iϕ(n). (5)

These NNs operate with real parameters and generate
real outputs. The function ϕ serves to impart a phase to
the wave function. The use of an exponential form, as
identified in prior research, aids in the effective represen-
tation of wave function amplitudes that may vary signif-
icantly across many orders of magnitude. The factor in
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the denominator involving phonon numbers is included
to improve the stability of wave function optimization. It
echoes the functional form of coherent states of the har-
monic oscillator. In the case of a single site coupled to
a phonon mode, the neural net simply has to represent
a linear function of the phonon number. Other ways of
encoding phonon degrees of freedom in wave functions
include continuum representations39 and binary string
representations of phonon occupation numbers.44,66 The
latter has the advantage that all inputs are binary but a
restriction is placed on the total number of phonons on
a site.
In this work, we employ multilayer perceptrons

(MLPs), which are fully connected feedforward
networks.77,78 An MLP with n layers is defined re-
cursively as

xi+1 = Ã(Wi.xi + bi), (6)

where xi are outputs of hidden neuron layers with x0

the input, Wi a weight matrix, bi a bias, and Ã is the
activation function which acts element-wise on the vec-
tor input. In this work, we use rectifier (ReLU) activa-
tion functions.78 Other network architectures, like con-
volutional neural networks (CNN),58,79 restricted Boltz-
mann machines,54,66,80and autoregressive neural nets81

have been used in several studies. CNNs, in particular,
have the advantage of being inherently translationally
invariant. Translational invariance can be imposed on
MLP states too, as we discuss next.
The use of symmetry is essential for increasing the effi-

ciency of the representation. Encoding symmetries biases
the NN in a way that obviates the work required to learn
them from scratch, allowing one to achieve similar accu-
racy with a smaller NN with fewer parameters. It also
enables the targeting of excited states belonging to dif-
ferent irreducible representations (irrep) of the symmetry
group. One way to impose symmetries is to generate im-
ages of the input under the action of all elements of the
symmetry group and average the NN outputs over them

ÈS(n) =
1

N

∑

g

cgÈ(gn), (7)

where g denotes a group operation and cg is its character
in the irrep being targeted. This approach has been used
in VMC with traditional wave functions82,83 as well as in
studies of NQS states.79,84 Another possibility is to arbi-
trarily choose one of the equivalent sets of permutations,
e.g. the lexicographically smallest one. For polarons, a
natural choice is shifting phonon occupations along with
the electron in real space.

ÈS(n) = È(T0n), (8)

where T0 denotes the translation operator that shifts the
electron to an arbitrarily chosen origin of the lattice. Al-
though this approach is computationally cheaper, we find

it is susceptible to converging to local minima during op-
timization in our numerical experiments. Therefore we
use the averaging method in this work. We note that
when working in the momentum basis, imposing transla-
tional symmetry becomes trivial, because one can simply
restrict the Monte Carlo random walk to configurations
with a fixed momentum. For polaron and bipolaron prob-
lems, the cost of evaluating the dense Hamiltonian in mo-
mentum space is comparable to the cost of translational
symmetry projection in the site basis. This is not the
case for the treatment of many-electron systems, where
the inter-electronic interaction incurs a steeper cost in
momentum space. Other Abelian symmetries like some
point groups (not used here) can be similarly restored.
In bipolaron problems, we make use of spin symmetry
in addition to translational symmetry to target singlet
states.
In addition to NN states, we also consider physically

motivated approximate polaron wave functions for com-
parison. The ansatz due to Davydov is given by

|ÈDavydovð =
(

∑

i

ϕic
 
i

)

exp

(

−
∑

ν

Àνb
 
ν − À∗νbν

)

|0ð,

(9)
where i and ¿ denote electron and phonon indices, respec-
tively, and ϕi and Àν are complex variational parameters.
This wave function is a product of a coherent state for
the phonons and a linear combination of electron cre-
ation operators, designed to represent a small polaron
localized in real space. We note that an MLP wave func-
tion can mimic this form efficiently with a single hidden
neuron. This is accomplished by setting the weights con-
necting the electronic occupations to the hidden neuron
to lnϕi and those for the phonon occupations to Àν , and
using a linear activation function. Imposing translational
symmetry on the Davydov wave function entangles the
electron with the phonons giving rise to the Toyozawa
ansatz,

|ÈkToyozawað = Pk|ÈDavydovð, (10)

where Pk denotes a projector onto the subspace of fixed
momentum k, which acts as in Eq. 7. Translationally
symmetrized NN states can thus be thought of as a gen-
eralization of the Toyozawa ansatz. Note that this wave
function can be evaluated and optimized deterministi-
cally at a polynomial cost, but we use it within VMC
here. The low computational cost of its evaluation allows
us to assess finite-size effects in cases where calculations
with NN states are expensive on large systems. Other
generalizations of the Davydov ansatz like the global-
local37 and delocalized D1 ansatzes85 yield more accu-
rate results compared to Toyozawa, especially for non-
local couplings.86 It would be interesting to explore the
possibility of basing NN states on these wave functions
in future work.
The ability of our ansatz to capture electron cor-

relation can be demonstrated by constructing Jastrow
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states as MLPs. Jastrow factors are known to describe
Hubbard-like physics very accurately82,83 and are given
by

J(n) = exp





∑

ij

vijninj



 , (11)

where ni is the occupation number of electrons at site
i, and vij are variational parameters. One can obtain
the product of a pair of occupation numbers using unit
weights and a bias of -1 with a ReLU activation function,

n1n2 = ReLU(n1 + n2 − 1). (12)

It might appear that to obtain all pairwise products in
the Jastrow factors requires O(N2) hidden neurons with
O(N3) parameters, but it is possible to construct an MLP
with O(N2) hidden neurons as one would expect given
the quadratic scaling number of parameters in vij . This
is easiest to see with a two-hidden layer network. One
half of the the first hidden layer consists of N neurons,
one for each input. For a given input site one constructs
the following quantity as the output of the corresponding
hidden neuron:

¹i =
∑

j

vijnj . (13)

For convenience, we also copy over the inputs to another
set of N hidden neurons in the first hidden layer. In the
second layer, we construct N products of the form ni¹i
using the construction above. Finally, these outputs are
summed and exponentiated to obtain the Jastrow factor
in the output neuron. Note that one can encode electron-
phonon Jastrow factors15,39 in a similar manner. An ef-
ficient encoding of Jastrow factors as Restricted Boltz-
mann Machines has been reported previously.87

2.3. Variational Monte Carlo (VMC)

We optimize and calculate the properties of the
above wave functions using Monte Carlo sampling. Al-
though VMC has not been used extensively for calcula-
tions of eph systems, some studies have employed this
technique15,39,41. VMC is suitable for computing prop-
erties of NN wave functions since it only requires the
overlap of the state with a walker configuration. Here,
we perform random walks in the space of electron and
phonon number configurations. An observable O can be
sampled using

ïÈ|O|Èð
ïÈ|Èð =

∑

w

|ïÈ|wð|2
ïÈ|Èð

ïw|O|Èð
ïw|Èð , (14)

where we have combined carrier and phonon coordinates
into w. This requires the evaluation of the following local

quantity for each walker configuration.

OL(w) =
ïw|O|Èð
ïw|Èð =

∑

w′

ïw|O|w′ð ïw
′|Èð

ïw|Èð , (15)

where w′ are configurations generated from w by applica-
tion of the observable operator. The cost of local energy
evaluation in the site basis for a space-local Hamiltonian,
like the Holstein model, is the same as the cost of over-
lap calculation since the number of excitations generated
is a small system-size independent constant. For gen-
eral long-range Hamiltonians, this is no longer the case
and local energy evaluation becomes the bottleneck of
the VMC calculation.
We sample walkers w from the distribution |ïw|ψð|2

ïψ|ψð us-

ing continuous time sampling, which is a rejection-free
sampling technique88. Starting from the current walker
w, we choose the next walker configuration out of the w′

configurations generated during the local energy evalu-

ation with probability proportional to | ïw
′|ψð

ïw|ψð |. One of

the advantages of the VMC approach is that one is not
required to truncate the phonon space, as there are no
restrictions on the number of phonons sampled. This is
in contrast to deterministic methods like DMRG44. The
gradient of the energy with respect to the variational
parameters is similarly sampled. The use of backpropa-
gation allows efficient calculation of energy gradients at
the same cost as energy.78 Having sampled energies and
gradients, the variational parameters can be optimized
using gradient-based optimization methods. We use the
AMSGrad method, which is a variation of gradient de-
scent with momentum.89

2.4. Real-frequency Green’s functions and excited
states

To calculate the dynamical properties of the system,
we work in the tangent space spanned by the deriva-
tives of the wave function with respect to the variational
parameters.90 The state corresponding to the µth param-
eter is given by

|Èµð =
∂|È0ð
∂pν

, (16)

with |È0ð being the optimized ground state. The result-
ing basis is nonorthogonal and has linear dependencies.
Thus to obtain the excited states and spectral functions,
we solve the generalized eigenvalue problem

HC = ESC, (17)

where the Hamiltonian and overlap matrices are given by

Hµν = ïÈµ|H|Èνð,
Sµν = ïÈµ|Èνð.

(18)
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The eigenspectrum of this effective Hamiltonian {Ei, |ið}
can be used to calculate spectral functions as

A(É) = − 1

Ã
ImïÈ| 1

É −H + i¸
|Èð

= − 1

Ã

∑

i

|ïÈ|ið|2 ¸

(É − Ei)2 + ¸2
,

(19)

where ¸ is a Lorentzian broadening parameter. The state
|Èð is usually a physically intuitive excitation on top of
the ground state and depends on the particular spectral
function of interest. We refer to this method as linear
response VMC (LR-VMC). Despite being couched in a
linear response framework, we note that LR-VMC can
be formally converged to the exact spectral function by
increasing the number of parameters in the ground state
wave function, thus expanding the tangent space system-
atically. We show numerical examples of this convergence
in Sec. 3.2. The rate of this convergence is usually faster
for lower-lying states compared to higher energy excita-
tions. A faster convergence could be achieved by using
higher derivative states instead of more parameters, but
we do not pursue this possibility here.
While it is possible to sample the amplitude square of

the ground state to obtain H and S, this can lead to
noisy estimates, as |µð states may have support on con-
figurations with vanishing contributions to |È0ð. More-
over, noise in the unbiased estimates of these matrix el-
ements leads to a bias in the estimates of the energy
spectrum. We instead employ an alternative approach,
termed reweighting in Ref. 91, which uses

∑

ν |ïn|Èµð|2
as the sampling function instead. The two approaches
lead to identical results in the limit of infinite sampling,
but we found the reweighting method to perform sig-
nificantly better for a fixed sampling effort. Details and
comparisons of these sampling approaches are provided in
Appendix B. Due to stochastic sampling, the estimated
metric S is not necessarily positive definite and needs to
be regularized. We diagonalize the sampled metric and
throw away states with eigenvalues below a small thresh-
old.
Symmetry is again imposed with the use of appropriate

walkers used in the VMC sampling. The basis states can
therefore be thought of as P̂ |Èµð, where P̂ is a projector
of the symmetry imposed during the sampling. Excited
state spectra of different symmetries can be calculated
from the optimized ground states in the corresponding
sectors.
This approach of using derivative states has been used

with many classic wave function theories, often termed as
linear response or equation of motion (EOM) methods.90

The Tamm-Dancoff approximation, which is formulated
in the tangent space of the Hartree-Fock state, is a well-
known example. A linear response DMRG theory has
been developed in close analogy to Hartree-Fock.92–94

Similarly to NQS, linear response DMRG can also be
systematically improved by increasing the bond dimen-
sion of the matrix product state. In VMC, an EOM

theory based on geminal wave functions was presented
in Ref. 95. A few studies have obtained dynamical in-
formation through the use of a basis constructed from
physically relevant excitations on top of the variational
ground state.41,96 Derivative basis states have the advan-
tage of being computationally cheaper for the calculation
of the required matrix elements. For example, consider
the following element used in the sampling of the Hamil-
tonian matrix

ïn|H|Èµð = ∂µïn|H|È0ð. (20)

One can obtain this matrix element for all µ at the
same cost scaling as the local energy calculation through
reverse mode automatic differentiation. This is in con-
trast to the bases consisting of excitations on top of the
ground state, where in general the cost of computing ma-
trix elements for all excitations scales linearly with the
number of excitations. A computational bottleneck of
this approach lies in the explicit construction of the H
and S matrices, which becomes infeasible for a large num-
ber of parameters, restricting us to states with fewer than
roughly 104 parameters. This cost can be avoided by us-
ing a direct method (not used in this work) outlined in
Appendix B, which only samples the action of these ma-
trices onto vectors.

3. RESULTS

We present a numerical analysis of the performance of
NQS in polaron, bipolaron, and many-electron systems.
First, we consider the ability of these states to represent
ground state structure for different kinds of eph coupling.
We also calculate the binding energy of the hole polaron
in lithium fluoride (LiF) from first principles. In the sec-
ond part, we assess the accuracy of our LR-VMC ap-
proach based on NQS to capture spectral properties of
eph systems. We use three-layer MLPs (input, hidden,
output) for the radial and phase part of the NQS in all
cases, unless stated otherwise. The code used to perform
the VMC calculations is available in a public repository.97

DMRG results used for reference were obtained using the
ITensor library.98

3.1. Ground state properties

3.1.1. Convergence with number of parameters

We start with the question of how many hidden neu-
rons are required to accurately represent the ground state
of Holstein and Bond model polarons at different cou-
pling strengths. For the Holstein model, the phase func-
tion was set to one, whereas for the Bond model, we use
MLPs with identical structures for both the radial and
phase parts of the wave function in momentum space.
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Fig. 2 shows the relative percent errors in the ground
state energies for a 30 site chain with É = 0.5. We use
DMRG energies converged with respect to the number of
phonons as a reference. For the Holstein model, the error
is largest for a given number of neurons at intermediate
coupling around the self-trapping crossover. This is in-
tuitively sensible since simple weak and strong coupling
ansatzes describe the regions away from the crossover
point very well. The ansatz with a single hidden neu-
ron, which is equivalent to the Toyozawa wave function,
performs very well for the Holstein model. Convergence
with respect to the number of hidden neurons is achieved
very quickly, with the energies close to exact with just
10 hidden neurons. For the Bond model, on the other
hand, the error increases with coupling for a fixed num-
ber of hidden neurons. The errors for the same number
of hidden neurons are much larger compared to the Hol-
stein model. This model does not exhibit a self-trapping
crossover, and the number of hidden neurons required to
obtain the same error in ground state energy increases
with the size of the coupling. This also coincides with
there not being a simple strong coupling ansatz that de-
scribes the strong coupling limit of the Bond model. We
note that these observations also hold for calculations in
the site basis and in higher dimensions. The number of
hidden neurons for a given energy accuracy does not scale
with the lattice size.

3.1.2. Dispersive phonons

To demonstrate the robustness of our optimization
protocol, we present a calculation on the ground state
band of a modified Holstein model polaron with disper-
sive phonons. This system was studied using variational
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FIG. 3. Ground and first excited state bands for a modi-
fied Holstein model with dispersive phonons (ω0 = 1, tph =
0.4, λ = 0.5). VMC calculations shown in the main plot were
performed on a 42 site chain. Inset shows the convergence of
finite size effects in the first excited state energy at k = π

3
.

We also show the bands obtained using the Toyozawa ansatz,
which shows substantial deviations from the NQS results, es-
pecially close to avoided crossings.

exact diagonalization (VED) in Ref. 100. We use the
phonon dispersion given by

É(q) = É0 + 2tph cos(q), (21)

where tph is the phonon hopping amplitude. The remain-
ing parts of the Hamiltonian are identical to the usual
Holstein model. We consider the parameters tph = 0.4
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and ¼ = g2

2tel
√
ω2

0−4t2
ph

= 0.5. The phonon dispersion

in this case bends downward due to the negative hop-
ping amplitude, and results in a peculiar polaron band
structure due to multiple avoided crossings with multiple
phonon excitations. Fig. 3 shows the ground and first ex-
cited state bands obtained using a momentum space NQS
on a 42 site chain. We find the ground state NQS energy
to be in excellent agreement with VED results. The VMC
optimization remarkably found the correct ground state
at all k points starting with a completely random initial
guess and did not encounter problems with trapping in
local minima. The Toyozawa wave function is very accu-
rate close to k = 0, but its error is substantial at larger
k values. The NQS first excited state energy, obtained
using LR-VMC (discussed in detail in Sec. 3.2), is also
in good agreement with VED results. We found some
discrepancies at intermediate k values between the first
two avoided crossings, which we attribute to finite-size
effects. The inset shows the convergence of the first ex-
cited state energy at k = π

3 with respect to the size of
the lattice, showing a slow convergence with the lattice

size.

3.1.3. Two-dimensional polarons

Fig. 4 illustrates the behavior of the polaron ground
state energy on two-dimensional lattices. We used a
10×10 lattice for all calculations, which was confirmed to
be sufficiently large to reach convergence within stochas-
tic error bars for all cases presented here. For the Hol-
stein model, similar to the one-dimensional chain consid-
ered previously, we find that the ground state energy is
readily converged with a small number of hidden neu-
rons. In fact, the Toyozawa wave function (equivalent
to one hidden neuron) is very accurate in this case even
on the two-dimensional lattice. We see the self-trapping
crossover in the Holstein model clearly in this plot. The
Bond and SSH models are considerably more difficult to
solve for the NQS approach indicating the complexity of
the off-diagonal coupling. We compare our energies to
DQMC results reported in Ref. 99. For the Bond model,
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we are able to converge NQS energies to the DQMC re-
sults with a larger number of hidden neurons, around 100
for the largest couplings. The Toyozawa ansatz exhibits
substantial errors that increase with the size of the cou-
pling. The SSH model at large couplings has its ground
state at nonzero k due to the negative next-nearest neigh-
bor hopping amplitude induced by eph coupling. This
behavior has been attributed to the unphysical linear na-
ture of the interaction at strong couplings and was shown
to disappear with more realistic nonlinear couplings.76

Nevertheless, we find that the NQS is able to capture
this shift of the ground state off the band center accu-
rately. In this regime of stronger coupling, optimization
becomes very slow and the ansatz requires a large number
of hidden neurons to reach convergence. In these cases,
we extrapolate our energies with respect to the number of
hidden neurons (see Appendix A). We do not show the
Toyozawa ansatz energies in this case because we were
unable to converge them reliably.
We are also able to calculate ground state properties

other than energy using NQS. Fig. 5 shows the electron-
phonon correlation functions for the two-dimensional
Holstein and Bond models. The correlation function is
defined as

À(|i− j|) = ïnixjð
ïnið

, (22)

where ni and xj denote electron occupation and phonon
displacement, respectively. The correlation function is a
measure of the spatial extent of the polaron. The dif-
ference between the diagonal and off-diagonal couplings
is immediately apparent from the correlation functions.
In the Holstein model, the phonon cloud builds around
the electron at a site, whereas in the Bond model, the
electron hops between two sites exciting the phonons in
surrounding bonds. We note that only the correlation
function is localized in polaron models, but the exact

ground state remains delocalized reflecting the lack of a
true self-trapping transition in these models.

0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14

Inverse supercell size

0.8

1.0

1.2

1.4

1.6

1.8

2.0

2.2

B
in
di
ng

en
er
gy

(e
V
)

2.14 3-point fit

LO only

All modes

FIG. 6. Binding energy of the LiF hole polaron obtained us-
ing NQS. “LO only” indicates calculations performed with
only the longitudinal optical phonon mode, whereas the “All
modes” energies are obtained with all three acoustic and opti-
cal modes. The star indicates the binding energy extrapolated
to the thermodynamic limit using a quadratic fit.

3.1.4. Ab initio calculations of polaron binding energies in
LiF

For the final polaron example, we calculate the hole
and electron polaron binding energies in lithium fluoride
(LiF) from first principles.52,102 This is a polar ionic crys-
tal with a large band gap (14.2 eV experimental opti-
cal gap, 8.9 eV calculated PBE KS gap).102 We obtain
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ment between the fits using the largest 4 and 5 grids simulated
demonstrate the fidelity of this fitting procedure.

the Hamiltonian parameters from DFT calculations us-
ing Quantum Espresso103 with the EPW package.49 We
include three valence bands arising mainly from the p or-
bitals of fluorine in our hole polaron calculation, while
one conduction band was included in the electron po-
laron calculation. Higher energy bands may in principle
be included, but are omitted here. Previous work has
indicated that these bands provide the dominant con-
tribution to the binding energy,52,102 however inclusion
of more remote bands may provide quantitative contri-
butions the polaron energetics. The relevant bands are
coupled to three optical and three acoustic mode vibra-
tional phonon branches. Due to the polar nature of this
system, the hole coupling to the longitudinal optical (LO)
mode is the strongest and largely of the Fröhlich type.
Due to the very strong coupling of the hole with

phonons, we expect the hole polaron ground state to be
readily describable with a strong coupling ansatz. This
is borne out in our calculations shown in Fig. 6. We
calculate ground state energies on progressively larger k
point grids ranging from 3× 3× 3 to 13× 13× 13. Due
to the large number of input sites in the NQS state, we
are restricted in the number of hidden neurons we can
employ in this calculation. Therefore as a validation of
our ansatz, we also calculate energies on a smaller model
including just the LO phonon mode in the Hamiltonian,
which contributes the bulk of the binding energy. We
find that increasing the number of hidden neurons pro-
vides modest improvements (of the order of only 10 meV)
over the Toyozawa ansatz as expected in a strong den-
sity coupling case. Using a quadratic fit of the energies
obtained for the three largest grids we obtain a binding
energy of 2.14 eV in the thermodynamic limit. Given
the uncertainties in the extrapolation procedures due to
computational limitations of the grid sizes employed, it

is satisfying that our value of the binding energy is in
reasonable agreement with strong coupling perturbation
theory calculations (1.96 eV) and results obtained from a
novel all-coupling wave function ansatz (1.94 eV),104 as
well as a calculation using many-body Green’s function
theory (2.20 eV).53

The electron polaron is weakly coupled and more delo-
calized, requiring larger k-grids to converge the binding
energy. We performed NN-VMC calculations on grids of
sizes up to 21 × 21 × 21. Fig. 7 shows the binding en-
ergy of the electron polaron as a function of the inverse
grid size. We used a quadratic fit to extrapolate to the
thermodynamic limit in this case as we found it to model
the data better. The quadratic fits to the largest 4 and
5 grids produce similar extrapolated energies within 10
meV of each other. The five-point estimate of 0.39 eV is
lower than the 0.6 eV obtained using a Green’s function
method in Ref. 53, possibly due to the inclusion of con-
tributions from higher conduction bands and quadratic
coupling in Ref. 53, or simply due to the fact that the
approach of Ref. 53 is approximate.
The largest uncertainty in these binding energies,

which are not reported, arises simply due to the nature of
the extrapolation from small grid sizes. For example, in
the case of the hole polaron, a linear extrapolation using
the two largest grids leads to an extrapolated binding en-
ergy of 1.97 eV compared to the 2.14 eV obtained using
a quadratic fit. A future study will be devoted to a more
careful extrapolation of these values. With improvements
in our numerical methodology, including the use of local-
ity of interactions and low-rank compression,105 we ex-
pect to be able to perform calculations on even larger
grids in the future.

3.1.5. Bond and SSH model bipolarons

We now turn to the calculation of two interacting elec-
trons coupled to phonons. In cases of strong eph interac-
tions, one can obtain a bound state of electrons, termed a
bipolaron, due to the phonon-mediated attraction over-
coming the Coulomb repulsion. Recent work on bipo-
larons in the Bond and SSH models shows that light yet
mobile bipolarons exist in these models even with strong
Coulomb interactions. In Fig. 8, we compare ground
state energies obtained using NQS states with DQMC
values reported in Ref. 101 for the Bond model. These
calculations were performed on a 12 × 12 lattice. Note
that there is some cancellation of finite size errors due to
attractive eph and repulsive e-e interactions. The largest
NQS state here used 150 hidden neurons. For the SSH
model, we performed extrapolations with respect to the
number of hidden neurons to obtain the reported ener-
gies. No calculations of the binding energy have been
reported for this model in the literature. However, they
display a trend similar to the Bond model with the bipo-
larons staying bound even at large Coulomb interactions.
We have performed calculations for the one-dimensional
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case to compare against the exact diagonalization results
presented in Ref. 106 and found very close agreement,
providing further validation for the accuracy of the re-
sults for the square lattice in lieu of benchmark results.
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FIG. 9. Ground state energy of the Holstein-Hubbard model
at half-filling on a 20 site chain with U = 4 and ω0 = 1
(corresponding to the axis on the left). Square symbols show
double occupancy in the NQS state (corresponding to the axis
on the right). AFQMC results taken from Ref. 29

3.1.6. Holstein model with finite filling

We consider a Holstein model with spinless fermions
that do not interact directly but only do so indirectly
through the eph interaction. Previous QMC studies, in-
cluding one using RBM NQS, used this model at half-
filling on a one-dimensional chain as a benchmark, with
Ref. 107 providing numerically exact Green’s function
Monte Carlo (GFMC) ground state energies. The form

TABLE 2. Ground state energy per site of the Holstein model
at half-filling ω0 = 1 and g = 1.5. Jastrow and RBM values
are taken from previous VMC studies.

Nsites Jastrow39 RBM66 MLP (this work) GFMC107

4 -0.8904(5) - -0.89394(7) -0.895(1)
6 -0.8583(3) -0.868 -0.8674(2) -0.868(1)
8 -0.8424(3) -0.861 -0.8606(1) -0.861(2)
16 -0.8388(5) -0.855 -0.8535(2) -0.854(1)

of the Hamiltonian used is slightly different from the Hol-
stein model shown in Table 2.1, with the eph coupling
term given by

Heph = g
∑

i

(

c i ci −
1

2

)

(b i + bi). (23)

We use periodic boundary conditions for systems with
an odd number of fermions and antiperiodic boundary
conditions otherwise, in keeping with previous studies.
Table 2 shows the ground state energy per site for dif-

ferent lattice sizes for É0 = 1 and g = 1.5. Ref. 39 used
electron-phonon and conventional electron-electron Jas-
trow factors on top of a BCS reference wave function
within VMC, whereas Ref. 66 used an RBM Jastrow on
top of the same reference. The correlating factors in both
these studies are non-negative and thus inherit their sign
structure from the reference state. In contrast, we have
used a complex NN correlator (Eq. 4) on top of a simple
Hartree-Fock reference state. We impose translational in-
variance on this wave function by explicitly symmetrizing
overlaps. This represents a more flexible ansatz with a
general sign structure, but also poses a challenging prob-
lem, requiring the NN to capture the relevant physics.
The difficulties in learning sign structures of many-body
wave functions using NQS have been reported in the
literature.72 Despite these challenges, we find that our
method is able to obtain ground state energies in good
agreement with the numerically exact GFMC results. We
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found that MLPs with up to 10Nsites hidden neurons were
sufficient to converge the results to within the stochas-
tic error bars of the GFMC energies. They represent
a significant improvement over the conventional Jastrow
results of Ref. 39 and are comparable to the converged
RBM results of Ref. 66 (which were estimated from Fig.
4 of this paper).

3.1.7. Hubbard-Holstein model

In this section, we present results for the Hubbard-
Holstein model on a one-dimensional chain of 20 sites
at half-filling with U = 4. These calculations were per-
formed in the site basis. We used a generalized Hartree
Fock (GHF) state as the reference antisymmetric elec-
tronic state multiplied with an NQS eph Jastrow factor,

ïn|Èð = ïn|ÈNQSðïne|ÈGHFð, (24)

where ne denotes just the electronic part of the input
configuration. Note that the GHF state breaks the spin
projection Sz symmetry, which is restored by the VMC
sampling procedure. We use a real MLP with 40 hid-
den neurons as the Jastrow factor. The sign structure is
therefore inherited from the reference GHF state, which
is a bias in this calculation. Despite these considera-
tions, calculations on the half-filled pure Hubbard model
indicate that this state is an excellent approximation for
describing electronic correlation. In this model, as the
eph coupling is increased, the system undergoes a transi-
tion from a quasiordered Mott insulator phase to a charge
density wave (CDW) phase. This is reflected in the ener-
gies shown in Fig. 9. Agreement with AFQMC results,
obtained using the constrained path approximation,29 is
seen to be very good. We note that to converge the wave
function to the correct CDW minimum at larger cou-
plings, we perform the initial GHF calculation with an
effective attractive coupling given by Ueff = U − 4¼. We
see that the electronic double occupancy of the lattice
sites given by

d =
2

N

∑

i

ïni↑ni³ð, (25)

changes rapidly near the transition point. Double occu-
pancy close to one is an indicator of electron pairing in
the CDW phase.

3.2. Dynamical properties

One particle spectral functions of polaron models have
been extensively studied in the past and serve as a good
benchmark for the current method. Here we will work in
the momentum space basis to calculate the one-particle

spectral function at zero temperature given by

A(k, É) = − 1

Ã
Imï0|ck

1

É −H + i¸
c k|0ð, (26)

where |0ð denotes the vacuum state. This quantity is
directly related to angle-resolved photoemission spec-
troscopy (ARPES) measurements.108 Accurate numer-
ical calculations have been performed using variations
of exact diagonalization methods,109–111 DMRG,112 hier-
archical equation of motion,113 and generalized Green’s
function cluster expansion114 methods on modestly sized
systems and mostly for the Holstein model. While it may
be difficult or impractical to do so in certain Hamiltonian
parameter regimes, these methods nonetheless have the
virtue of allowing the user to assess the convergence of
the results obtained to the exact limit.
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(bottom). LR-VMC spectral functions (η = 0.05) with differ-
ent numbers of hidden neurons (nH) in the ansatz are com-
pared to the exact spectral function in a truncated space con-
taining a maximum of 5 phonons. The LR-VMC spectral
functions have been shifted up for clarity. Insets show the
norm of the projection of the lowest 103 exact energy eigen-
states on the LR-VMC tangent space, ∥PLR|Eið∥.
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3.2.1. Convergence of the LR-VMC method

As an illustrative example, we compare our results with
exact diagonalization of the Bond model (É0 = 1, ¼ = 1)
polaron in an 8 site chain in a truncated space with a
maximum of 5 phonons. We restricted the number of
phonons in VMC sampling to the same number for con-
sistency. To focus solely on the quality of the LR ap-
proximation and its convergence with the quality of the
ansatz, we obtained the LR-VMC results deterministi-
cally in this small example by simply summing over all
the eph configurations instead of VMC sampling. Dis-
cussion of the biases due to sampling can be found in
Appendix B. Fig. 10 shows the comparison of the ex-
act spectral function with an LR-VMC calculation for
different numbers of hidden neurons in a single hidden
layer MLP state. nH in the figure denotes the number of
hidden neurons in the magnitude and phase NNs each.

At k = 0, the dominant quasiparticle peak corresponds
to the polaron ground state. Subsequent peaks result
from the addition of phonons to the polaron, the first one
being at roughly É0 energy above the ground state, mark-
ing the onset of the phonon excitation continuum corre-
sponding to states of the polaron with additional phonon
excitations. LR-VMC on top of the nH = 20 state cap-
tures the first 4 peaks very well but starts to deviate
from the reference spectral function at higher energies.
Increasing the number of hidden neurons in the ansatz
to 40, we see that the agreement with the reference im-
proves at higher energies. The norm of the projection of
exact energy eigenstates on the LR-VMC tangent space,
∥PLR|Eið∥, shown in the inset, is a measure of the qual-
ity of the LR approximation. We see that the overlap
decays for higher energy states, but lower energy states
are represented remarkably well even with nH = 20. This
evidence suggests that the tangent space states likely rep-
resent simple excitations on top of the ground state, like
those present in the low-lying eigenstates.

At the band edge, k = Ã, the spectrum is concen-
trated in the higher energy regions corresponding to the
incoherent phonon continuum. The low energy states in
this case have the electron close to the band minimum
with high momentum phonons leading to a low spectral
weight. The nH = 40 wave function captures this low
part of the spectrum well as seen from the projection
norm shown in the inset. Because of the nature of the
LR ansatz, it takes many more hidden neurons, nH = 80,
to nearly converge to the exact spectral function at higher
energies. The tangent space for this state essentially rep-
resents the whole truncated space as evidenced by the
norms of the energy eigenstate projections. We note that
the more compact wave function still produces a qualita-
tively correct structure in the incoherent region.

3.2.2. Spectral functions of polaron models

In Fig. 11, we show the spectral functions of the Hol-
stein, Bond, and SSH model polaron on a 30 site chain.
The spectral functions were converged with respect to
the number of hidden neurons in the ansatz up to the
stochastic error. For É0 = 1 and ¼ = 2 used here, we ver-
ified that finite size effects are negligible. In the Holstein
model spectral function, the first excited state at k = 0 is
exactly É0 in energy above the ground state, indicating
an unbound state of a phonon well separated from the
ground state polaron. We also note the appearance of
a discrete state immediately above the one phonon con-
tinuum band more prominent near the band edge. In
Ref. 115, this was characterized as an antibound state
between the polaron and a phonon which has vanishing
spectral weight at k = 0. We do not see the nondispersive
repulsive state seen in that work, which they attributed
to the finite size of the lattice used in that work.
The Bond model has a higher binding energy com-

pared to the Holstein model while having a lighter po-
laron mass at the same time. This behavior which can
be attributed to the coupling of phonons to carrier hop-
ping terms has been noted in previous work.116 We also
note the presence of a bound first excited state just be-
low the one phonon continuum band. While it is almost
nondispersive at this coupling, it has a concave disper-
sion at stronger couplings (not shown here). This is in
contrast to the Holstein model, where the first excited
bound state at intermediate couplings has the same dis-
persion shape as the ground state. The SSH model has a
very different spectrum compared to the other two mod-
els with the ground state at a non-zero momentum. We
again see the appearance of a bound excited state be-
low the first phonon continuum carrying a large spectral
weight.

3.2.3. Low-lying states of the Holstein bipolaron

We also calculated the ground and first excited states
of the two-dimensional Holstein bipolaron as a function
of the electronic interaction U . Results on a 10× 10 lat-
tice are shown in Fig. 12. For moderate eph coupling,
the ground state in this model evolves from a strongly
bound S0 bipolaron, with both electrons mostly on the
same site, to a weakly bound S1 bipolaron with the two
electrons on neighboring sites. Our ground state energies
are in good agreement with those reported in Ref. 117.
In the on-site regime, the energy increases nearly linearly
with U . Strong coupling arguments117 suggest the pres-
ence of two singlet excited S1 states below the phonon
and free-polaron continuua for weak to intermediate U .
These states are bound due to the interplay of effective
kinetic exchange interactions with eph coupling. One of
these states has a d-wave symmetry, while the other has
s-wave symmetry. Since spatial symmetry is projected
in our calculations, LR-VMC on top of the s-wave sym-
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metric ground state only captures excited states in this
symmetry sector. We find this excited state just below
the phonon continuum for small U . With increasing U
it starts mixing with the S0 ground state and after the
crossover, it becomes the ground state.

3.2.4. Dynamical spin structure factor of the Heisenberg
and Heisenberg-Bond models

The Heisenberg model serves as a useful benchmark
system for the calculation of dynamical properties since
reference values can be obtained relatively easily for large

systems using DMRG. This model has been used for as-
sessing the performance of previous NQS based dynam-
ical calculations, therefore also provides a good point
of comparison. The spin-1/2 Heisenberg Hamiltonian is
given by

H = J
∑

ïijð

Si · Sj , (27)

where Si are spin-1/2 operators on lattice sites and the
exchange interactions are limited to nearest neighbors.
We set J = 1 corresponding to an antiferromagnetic cou-
pling. We use an NQS of the same form as Eq. 4 with the
spin configuration used as the input. A quantity of inter-
est in this model is the dynamical spin structure factor
defined as

Sσ(k, É) =
1

N

∑

ij

eik(i−j)
∫ ∞

0

dteiωtïÈ0|Szi (t)Szj (0)|È0ð

= − 1

Ã
ImïÈ0|Sz−k

1

É −H + E0 + i¸
Szk |È0ð,

(28)

where |È0ð is the ground state wave function. Unlike the
polaron spectral function calculations, here, we perform
a single VMC optimization for the ground state at k = 0.
The LR basis functions at all k points are obtained by
momentum projection of the k = 0 LR space.
We calculated Sσ(k, É) for the spin-1/2 Heisenberg

model with periodic boundary conditions on a 32 site
chain at different k-points using LR-VMC. The results
are shown in the left panel of Fig. 13. We used time-
evolving block decimation to obtain the reference spec-
tra. For LR-VMC, we used complex MLP states with an
increasing number of hidden neurons with translational
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FIG. 13. (a) Convergence of the LR-VMC dynamical spin structure factor for the spin-1/2 Heisenberg model on a 32 site
chain at different k-points with a broadening of η = 0.1. α is the density of hidden neurons. (b) The same quantity for the
Heisenberg-Bond model on a 10 × 10 square lattice with ω0 = 2 and g = 1. The white dashed line shows linear spin wave
magnon energies with a fitted Jeff = 1.47J

symmetry. Note that since this is a stoquastic Hamil-
tonian, it is possible to use a real MLP with the signs
fixed by the Marshall sign rule. But we found the use of
complex MLPs to provide faster convergence of the spec-
tra with respect to the number of parameters. We show
calculations with hidden neuron densities ³ = 3 and 5,
demonstrating the convergence of the spectra with in-
creasing number of parameters. We see good agreement
between the LR-VMC and DMRG with some noticeable
deviations especially at k = Ã/2 and k = 3Ã/4. The
large memory requirements of our current implementa-
tion limit the number of hidden neurons we can use in
these calculations. With use of direct methods, we be-
lieve it will be possible to obtain converged results. We
note that these results show an improvement over previ-
ously reported NQS calculations for this system in Ref.
69.
The power of the methods developed in this work stems

from the ability to treat the coupling of localized de-
grees of freedom to phonons. Thus we also studied the
Heisenberg-bond model118 which includes a phonon mod-
ulated exchange interaction given as

H = J
∑

ïijð

(

1− g(b ij + bij)
)

Si · Sj + É0

∑

ij

b ijbij , (29)

where bij are phonon destruction operators residing on
the lattice bonds. We again set J = 1. The dynamical

spin structure factor for this model on a 10×10 lattice is
shown in the right panel of Fig. 13. We used antiperiodic
boundary conditions for this lattice. The results were ob-
tained using LR-VMC with a complex MLP state with a
density of hidden neurons ³ = 2. We see a magnon band
similar to the bare Heisenberg model. Fitting the lin-
ear spin wave theory result to the peaks in the LR-VMC
magnon dispersion, we find Jeff = 1.47J , indicating a
renormalized exchange interaction. We note that this
scaling of J also partially reflects the underestimation of
magnon energies by the linear spin wave theory. There
is an additional structure around the optical phonon fre-
quency É0 on top of the magnon spectrum due to the
spin-phonon interaction. Thus for this set of parameters,
the ground state is an antiferromagnet with renormalized
exchange interactions due to the phonon coupling. We
emphasize that the approach outlined here gives access
to spectral properties of systems in two and higher di-
mensions coupled to phonons which are challenging for
other numerical approaches like DMRG. We leave a de-
tailed study of different phases of this system over the
full parameter space to future work.

3.2.5. Dynamical properties of the Hubbard-Holstein model

The Hubbard-Holstein model allows us to study the
effect of eph coupling on charge dynamics in addition to
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FIG. 14. (a) Convergence of the LR-VMC dynamical charge structure factor for the half-filled Hubbard model (U = 8) on a 14
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bounds for the Hubbard model with Ueff = U − 4λ = 3. For the spin structure factor, they mark the bounds of the two-spinon
continuum. In the charge sector, they indicate the onset of the two-holon two-spinon (2c2s) and two-holon (2c) continuua.

the spin dynamics. Besides the dynamical spin structure
factor, defined in the same way as for the Heisenberg
model (Eq. 28), we consider the charge structure factor
defined as

Sρ(k, É) = − 1

Ã
ImïÈ0|N−k

1

É −H + E0 + i¸
Nk|È0ð,

(30)
where |È0ð and E0 are the ground state wave function and
energy, respectively. We first perform benchmark calcu-
lation on the purely electronic Hubbard model without
eph coupling, where it is easier to obtain near-exact refer-
ence results for systems of nontrivial sizes. The left panel
of Fig. 14 shows the convergence of the charge struc-
ture factor for the half-filled 14 site Hubbard model with
U = 8 using LR-VMC. We compare our results to the
reference ED values presented in Ref. 96. We confirmed
that we obtain identical results for ED at k = Ã using
our code. We used a Sz and momentum projected NQS-
Jastrow GHF wave function. This represents a challeng-
ing regime for the LR-VMC method as it requires a good
description of higher energy charge excitations. Despite
this we see good agreement with the ED results for ³ = 7
which uniformly improves upon the ³ = 4 calculation.

In the right panel of Fig. 14 we present dynamical spin
and charge structure factors for the half-filled Hubbard-

Holstein model on a 30 site chain. For the electronic
part, we used the same wave function as the Hubbard
model calculation, with phonons correlated in the NQS
Jastrow factor. For the Hamiltonian parameters used
here, the system is in the Mott insulating phase with
quasi-antiferromagnetic ordering. In this phase, the spin
spectrum is gapless and can be described by a two-spinon
continuum, with a bulk of the spectral weight around k =
Ã. The charge spectrum, on the other hand, is gapped
and consists of two-doublon excitations. There is also
a weak contribution to the structure factor due to two-
doublon two-spinon excitations.119 The spectra for the
Hubbard-Holstein model shown in the figure follow this
expected behavior and are in good agreement with those
reported in Ref. 120 obtained using the continuous time
Monte Carlo method at a small but finite temperature.
In the charge spectrum, we also see a feature at higher
energies due to phonon excitations.

4. CONCLUSION

In this paper, we have developed and examined the
performance of neural quantum states for describing the
effects of eph coupling in a wide class of models. Within
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these models, we considered different types of lattice
models including diagonal and off-diagonal couplings.
We considered different types of eph couplings, dimen-
sionality, and the interplay of electron-electron interac-
tions with eph coupling. In nearly all cases we found
NQS to be able to describe ground state correlations ac-
curately and efficiently. In extreme cases like the strong
coupling regime of the SSH model, the NQS approach
has some difficulty in describing the ground state corre-
lations, but for polaron problems, it is possible to sys-
tematically obtain more accurate answers at the expense
of a larger computational cost. We have also applied our
methodology to calculate the hole polaron binding en-
ergy in LiF, demonstrating the possibility of using NQS
to perform ab initio calculations. Lastly, we studied a
linear response strategy to calculate spectral properties
based on NQS. This approach is attractive since it only
requires a nonlinear stochastic optimization of the ground
state, with the tangent space of the parameter manifold
naturally serving as the response space. We showed that
low-lying excitations can be well described in this frame-
work without the need for manually constructing excited
states. The ability to describe spectral properties ac-
curately offers a sizeable advantage over imaginary time
approaches which require analytic continuation for this
task.
Our work opens up many avenues of future research.

Applications to more complex ab initio systems can be
enabled by exploiting the locality of interactions and low-
rank properties in the Hamiltonian.105 Integrating semi-
classical methods to account for acoustic phonons would
allow the incorporation of these slow degrees of freedom
more efficiently. Employing more sophisticated neural
network architectures should facilitate the use of more ef-
ficient representations of the eph correlations. Enhance-
ments in the implementation of dynamical calculations
will enable the study of finite temperature transport and
spectral properties in ab initio systems. Lastly, leverag-
ing strategies developed for describing electronic correla-
tion in NQS, we also anticipate exploring the interplay
between eph and electronic correlations in more realis-
tic and complex models of strongly correlated electronic
systems. Some of these directions will be explored in the
immediate future.
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Appendix A: Variance extrapolation of NQS

energies

In some cases, achieving convergence of energies with
respect to the number of parameters in the NQS is chal-
lenging due to difficulties in the optimization of states
with a large number of parameters. The most challeng-
ing cases of this class are models where the eph coupling
strongly modulates the electron hopping. In these cases,
we employ the technique of variance extrapolation to es-
timate the exact energy using a series of approximate
calculations. This extrapolation is based on the rationale
that since the exact ground state has zero energy variance
(ïH2ð−ïHð2), more accurate wave functions usually have
lower energy variance in addition to lower variational en-
ergies. We use a linear fit to energies against variance to
estimate the zero variance value.
Fig. 15 shows the variance extrapolation of two-

dimensional Bond and SSH model polaron ground state
energies. DQMC energies taken from the work of Zhang
et al. 99 are shown for comparison. We chose values of
coupling leading to similar energies in the two models to
highlight the differences in convergence with respect to
the number of hidden neurons. We see a slower conver-
gence for the SSH model in the intermediate and strong
coupling regime compared to the Bond model. The vari-
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ance extrapolated NQS energy is within 1% of the bind-
ing energy obtained by DQMC. We note that DQMC
has a sign problem for the SSH model that also renders
convergence challenging for larger couplings.

Appendix B: Sampling the Hamiltonian and overlap

matrices

Here we provide a more detailed description of the
sampling of Hamiltonian and overlap matrices used in
LR-VMC (see Eq. 18). One way to sample these ma-
trix elements is by sampling the amplitude square of the
ground state as

Hµν =
ïÈµ|H|Èνð

ïÈ0|È0ð
=
∑

w

|ïÈ0|wð|
2

ïÈ0|È0ð

ïÈµ|wð

ïÈ0|wð

ïw|H|Èνð

ïw|È0ð
,

Sµν =
ïÈµ|Èνð

ïÈ0|È0ð
=
∑

w

|ïÈ0|wð|
2

ïÈ0|È0ð

ïÈµ|wð

ïÈ0|wð

ïw|Èνð

ïw|È0ð
.

(B1)

This sampling method naturally follows from the ground
state energy sampling approach, but it has the following
issue. Because the configurations |wð are drawn from
the ground state distribution, they do not necessarily
have substantial support on the tangent space states
|Èµð. While this does not lead to the infinite variance
problem seen in continuum simulations, for the discrete
case one obtains high-variance estimates due to the ratios
ïψµ|wð
ïψ0|wð becoming large for certain configurations, making

the method statistically inefficient.
One way to mitigate this problem is to use a different

sampling function. This has been recognized in various
QMC excited state studies91,121,122. Termed reweight-
ing in Ref. 91, this method uses the following sampling
approach:

Hµν =
ïÈµ|H|Èνð

Z
=
∑

w

Zw
Z

|ïÈ0|wð|
2

Zw

ïÈµ|wð

ïÈ0|wð

ïw|H|Èνð

ïw|È0ð
,

Sµν =
ïÈµ|Èνð

Z
=
∑

w

Zw
Z

|ïÈ0|wð|
2

Zw

ïÈµ|wð

ïÈ0|wð

ïw|Èνð

ïw|È0ð
,

Z =
∑

w

Zw =
∑

w

∑

µ

|ïÈµ|wð|
2.

(B2)

Thus the configurations |wð are sampled according to the
distribution p(w) ∝

∑

µ |ïÈµ|wð|
2, which ensures sam-

pling of configurations important for describing the ex-
cited states. The cost scaling of reweighted sampling is
the same as the ground state sampling.
The cost of constructing the H and S matrices scales

as O(N2
pNs), where Np is the number of parameters and

Ns is the number of samples. This cost can be reduced by
using a direct method, which only samples the action of
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FIG. 16. Energies of low-lying states of the Holstein polaron
(ω0 = 1, λ = 1, 6 sites, 5 maximum phonons) obtained us-
ing two LR-VMC sampling methods with different number of
samples. The LR-VMC energies were obtained by averaging
100 independent calculations.

these matrices onto vectors. This has been noted in sev-
eral previous works mainly in the context of optimization
methods123,124. Consider the following expression for the
action of the overlap matrix onto a vector x:

∑

ν

Sµνxν =
∑

w

Zw
Z

|ïÈ0|wð|
2

Zw

ïÈµ|wð

ïÈ0|wð

(

∑

ν

ïw|Èνð

ïw|È0ð
xν

)

.

(B3)
The cost of this calculation scales as O(NpNs). The ac-
tion of the Hamiltonian matrix can be similarly sampled.
Iterative solvers can then be used to obtain spectral in-
formation of the system using only matrix vector prod-
ucts. In particular, the Chebyshev expansion-based ker-
nel polynomial method111 allows the calculation of var-
ious dynamical correlation functions including at finite
temperatures.
The statistical performance of the two approaches is

shown in Fig. 16. We performed these calculations on
a small Holstein chain with a truncated phonon space
to allow deterministic evaluation of the spectrum in LR-
VMC, which serve as reference values. We restricted the
LR-VMC sampling to the same truncated Hilbert space
for the sake of this comparison. While Eqs. B1 and B2
yield unbiased estimates of the H and S matrix elements,
their eigenvalues are biased, as they are nonlinear func-
tions of the matrices.125 Using each sampling approach,
we calculated averages of 100 independent calculations
using various numbers of samples to compute energies of
the low-lying states. As expected, there is a bias in the
obtained energies for a small number of samples, which
decreases systematically as we increase the number of
samples in the case of reweighted sampling. On the other
hand, for ground state sampling we see a persistent large
bias that is nearly unchanged from around 2000 to 6000
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samples and suddenly decreases for 8000 samples. This
is indicative of ergodicity issues in the ground state sam-
pling approach to LR-VMC. Here, configurations with
large contributions to the excited states do not get sam-
pled often enough if the number of samples is small, lead-
ing to a large bias, especially in the excited state energies.
We also find that numerical instabilities due to linear de-
pendencies in the basis set125,126 are greatly reduced due
to reweighted sampling.
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