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Abstract

We introduce Boundless, a photo-realistic synthetic data
generation system for enabling highly accurate object de-
tection in dense urban streetscapes. Boundless can replace
massive real-world data collection and manual ground-
truth object annotation (labeling) with an automated and
configurable process. Boundless is based on the Unreal En-
gine 5 (UES) City Sample project with improvements en-
abling accurate collection of 3D bounding boxes across dif-
ferent lighting and scene variability conditions.

We evaluate the performance of object detection mod-
els trained on the dataset generated by Boundless when
used for inference on a real-world dataset acquired from
medium-altitude cameras. We compare the performance
of the Boundless-trained model against the CARLA-trained
model and observe an improvement of 7.8 mAP. The results
we achieved support the premise that synthetic data gen-
eration is a credible methodology for training/fine-tuning
scalable object detection models for urban scenes.

1. Introduction

Pedestrian safety and traffic management in bustling cities
can be enhanced by using video-based Al systems for real-
time monitoring and interaction with street objects [42].
Autonomous vehicles will face challenges due to irregu-
lar street layouts, numerous cohabitants, and unpredictable
pedestrian behavior [3, 41]. This calls for the use of
infrastructure-mounted cameras and sensors to gather real-
time video data at locations like traffic intersections, where
object detection, tracking, trajectory prediction, and high-
level reasoning can be performed on edge servers in real
time [12].

To scale up video monitoring systems in large cities,
deep learning (DL) models need to be trained and fine-tuned
for hundreds of intersections, each with multiple cameras at
varying micro-locations. Successful training of supervised
DL models depends highly on the availability of ground-
truth annotated (labeled) data. For traffic intersections, the
annotation applies to vehicles, bicycles, pedestrians, and
other moving objects, as well as immovable traffic furni-
ture.

Real-world image collection is complicated by uncon-
trollable environmental conditions such as variations in
lighting, weather, and the unpredictable behavior of tran-
sient objects like pedestrians and vehicles. “Manual”
ground-truth annotation of street objects from arbitrary
camera angles requires a large time commitment and mon-
etary resources. Data collection in real-world scenarios ad-
ditionally faces legal issues due to privacy violations. Con-
sequently, existing urban datasets often comprise isolated
scenes rather than exhaustive city maps, lacking in the abil-
ity to capture the multifaceted nature of cityscapes. These
datasets offer limited perspectives, predominantly at eye-
level street or high-altitude aerial views, which only par-
tially represent the possible views that one might acquire in
the urban deployment of cameras.

In this work, we investigate the use of synthetic
data/image generators that can automatically create ground-
truth annotations for training of object detection models,
and therefore avoid the complexity and cost of manual
ground-truth annotations.

We focus on the generation of synthetic image datasets
using Unreal Engine 5' to address the shortcomings of
existing object detection datasets in urban environments.
We incorporate realistic variable lighting, apply post-

Ihttps://www.unrealengine.com/
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Figure 1. Boundless enables dynamic weather and environment changes for different situations, with changing time-of-day, weather
conditions and background elements for every camera. (a-d) Different weather conditions.

processing effects to simulate weather conditions and im-
prove render quality, and make adjustments for the level
of detail of graphical assets and accurate capture of bound-
ing boxes. The resulting simulator, which we call “Bound-
less”, can simulate diverse conditions, control environmen-
tal factors, and automatically generate high-quality ground-
truth annotations. We investigate the suitability of medium-
altitude data generated using Boundless for improving ob-
ject detection performance in a setting for which available
real-world training data is scarce.

2. Related Works

Object Detection in Urban Environments. A large num-
ber of datasets focus on low-altitude vehicle and pedestrian
detection [13-15, 24, 30, 34, 35, 40]. Meanwhile, many
other datasets focus on high-altitude aerial environments,
where small object detection becomes an important chal-
lenge [5, 16, 22, 33, 37-39, 43]. However, there remains a
gap for public mixed-perspective datasets that can adapt to
a multitude of different deployment conditions.

Real-Time Object Detection. Many models have been
proposed for object detection. For real-time applications,
in recent years single-stage detectors like SSD and YOLO

models or transformer-based DETR architecture variants
have achieved significant results for real-time detection [2,
4, 11, 19, 20, 2628, 36]. In this work, we use the state-
of-the-art YOLOvV8x model for experiments. Rather than
model development, our focus is the quality of data used
for training.

Synthetic Data Generation. Realistic 3D simulators
have been used extensively for various urban computer vi-
sion problems. The SYNTHIA dataset provides a collection
of images from a simulated city along with pixel-level se-
mantic annotations, to support semantic segmentation and
scene understanding tasks [31]. CARLA, developed in Un-
real Engine 4, is an open-source autonomous driving sim-
ulator offering extensive resources, including environments
and open digital assets explicitly designed for development,
testing, and validating self-driving systems [7]. CARLA-
generated imagery has been used for object detection and
segmentation [10, 21, 23]. Extensive work has been con-
ducted on GTA V, using frames collected from this video
game for training autonomous driving agents [29]. In ad-
dition to urban traffic simulators like CARLA, Unreal En-
gine itself has been considered as a rendering engine for
computer vision approaches [1, 6, 25]. Recently, Matrix-
City adapted the photo-realistic City Sample project as a



benchmark for training neural rendering models by design-
ing a plugin for saving frames [17], focusing on pedestrian-
and vehicle-free environments and neural rendering appli-
cations. The authors in [9] used the City Sample project
to detect pedestrians and hand-annotated them for this pur-
pose.

In contrast to previous work, here we focus on enhancing
the available City Sample project to enable accurate and
automated data collection for training performant models
for urban deep learning applications. We find that exten-
sive customization is required to enable accurate bounding
box annotation collection in Unreal Engine due to a vari-
ety of challenges. We further improve the project with live
lighting changes and weather and release multiple datasets
for medium-altitude object detection, a problem of interest
in urban metropolises [8].

3. Boundless Simulator Design

The freely available City Sample project provides an en-
vironment for North American cityscapes, including vehi-
cles, pedestrians, and traffic lights 2. To facilitate realistic
data collection, we created Boundless by making technical
changes to the City Sample project to enable realistic data
collection for use in Al applications. We show examples
of scenes created with Boundless under different weather
conditions, including bounding boxes, in Figure | to show
the capabilities of the simulator. We detail the technical im-
provements below.

Lighting. We allow lighting conditions to be changed
dynamically before each new frame collection, thus allow-
ing the scene to change substantially in a single capture
session. We implement four new weather conditions corre-
sponding to rain, snow, dust and heat waves. Implemented
using decals projected onto the map, the rain and snow ef-
fects allow for a more realistic alternative to image-level
augmentations [32]. We add particle effects for all these
weather conditions. We note that the City Sample comes
with a default night-time implementation; however, the styl-
ized and overly dark night weather does not correspond to
real-world night-time conditions.

Anti-Aliasing. The default temporal anti-aliasing ap-
proach in UES produces blurred frames. We replace the
approach with MSAA and change the camera settings to
output 3840x2160 resolution frames.

Level of Detail. The City Sample project includes three
levels of detail for pedestrian and vehicle actors. For the
medium and low levels of detail, the substituted meshes
have insufficient resolution and detail quality for facilitat-
ing real-world applications. We change the available lev-
els of detail for each vehicle and pedestrian agent, enabling

2https://www.unrealengine . com/marketplace/en-
US/product/city-sample

the simulator to capture distant object bounding boxes ac-
curately from medium-altitude and street-level scenes.

Updated Bounding Boxes. Due to the design of pedes-
trian and vehicle actors in the City Sample project which
results in large or missing collision boundaries for different
3D meshes, significant changes are needed to correctly cap-
ture bounding boxes of objects. We re-compute the level
of detail, visibility, and occlusion properties of individual
objects in a scene before capturing a frame to make sure
annotations of all visible objects are obtained.

Export Options. Boundless exports 3D bounding boxes
in the KITTI and 2D bounding boxes in the YOLO format.

4. Datasets

We give an overview of the different datasets we introduce
for our experiments in Figure 2. We generated two synthetic
datasets using Boundless:

e Medium-Altitude City Sample Training Set. The
City Sample comes with default city maps. We use Bound-
less to collect an 8,000-frame dataset from a synthetic inter-
section from the City Sample project with a static camera
angle. All bounding boxes are generated automatically by
the simulator. Lighting conditions are changed throughout
the training set in between every frame. A frame is saved
from the simulation every 3 seconds in simulation time. For
comparison purposes, we follow the same approach to cre-
ate a corresponding dataset consisting of 22,000 frames us-
ing the CARLA simulator.

e Medium-Altitude Digital Twin Training Set. We
create a realistic 3D digital twin of a real-world intersec-
tion within Boundless. We collect 8,700 frames from this
highly accurate scene, replicating the camera angles of the
medium-altitude real-world validation dataset.

In addition to our synthetically generated datasets, we
use the following two real-world image datasets:

o Medium-Altitude Real World Validation Set. We
create a real-world image dataset collected from a major
North American metropolis for one intersection. This val-
idation set consists of 3,084 frames collected on different
days with a variety of weather and time-of-day conditions.
The dataset contains 12,380 vehicles and 15,225 pedestrian
bounding boxes.

e VisDrone Dataset. The VisDrone dataset [43] con-
tains 7,019 images captured from various perspectives, in-
cluding top-down and ground-level views, with varying
camera angles. Although the dataset originally contains
multiple object classes, we adapt it to a two-class object
detection problem. We use the 561-image validation split
for reporting our results.
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(a) (left) Sample frame of a medium-altitude frame from Boundless; (right)  (b) (left) An example frame from the real-world validation dataset; (right)
sample frame from CARLA as a comparison against the visual quality of sample frame from a digital twin designed to approximate the real-world
frames rendered using Boundless. validation data in Boundless for comparison.

Figure 2. Examples of frames used for the medium-altitude object detection benchmark.

Table 1. Per-class average precision and mean average precision of YOLOv8x models trained on VisDrone, CARLA and Boundless

datasets, evaluated on the real-world validation set.

Training Dataset Pedestrian AP@0.5 | Vehicle AP@0.5 | mAP@0.5
VisDrone 24.8 86.9 55.8
CARLA 14.9 75.4 45.1
Boundless 24.0 81.8 52.9
Boundless + Digital Twin | 47.5 85.7 66.6

5. Experiments

Medium-Altitude Object Detection. We used a medium-
altitude object detection task to demonstrate the capabilities
of Boundless, where the amount of data available is scarce
compared to other types of urban data. In this task, we seek
to detect pedestrians and vehicles from a static camera at
~40m height. We wanted to explore how well a model
performs on this task when trained on different datasets.
To do so, we fine-tuned a COCO-pretrained YOLOvV8x
model [11, 18] on three different datasets: (i) VisDrone, (ii)
CARLA, and (iii) Boundless. We evaluated the models on a
custom dataset collected from a real-world traffic intersec-
tion. All models were trained with SGD for 10 epochs at a
learning rate of le-3. We show the results of this compari-
son in Table 1. Use of Boundless-generated data using the
City Sample map yields a model that greatly outperforms
the CARLA-generated data on the real-world validation set,
and further exceeds VisDrone performance in this dataset.

Motivated by the superior performance obtained using
Boundless, we further implemented a digital twin of the
real-world intersection from the real-world validation set in
the form of a map in Unreal Engine. We collected more data
using Boundless from this map to see how much the results
could be improved. Using a 3D model as a map, we collect
an additional 8,700 frames. Repeating the experiment by
adding these additional frames further improves the mAP
score significantly, yielding a higher mAP than the use of
VisDrone.

6. Ethical Considerations

The real-world dataset collected is deliberately installed at
an altitude that makes it impossible to discern the pedestrian
faces or to read car license plates. The academic institution
at whose facilities the camera is installed provided an IRB
waiver for sharing this “high elevation data” with the gen-
eral public since the data inherently preserves privacy.

7. Conclusion

We created and described the Boundless simulation plat-
form, and benchmarked it in a real-world medium-altitude
object detection task that demonstrates challenges with
the deployment of object detection models to urban
streetscapes. Our best-performing model, using Boundless
and incorporating a digital twin of the real-world testbed,
achieved an mAP of 66.6, demonstrating the ability of
the simulator to create imagery with sufficient realism to
be deployed in real-world scenarios. With Boundless,
we seek to support research on urban object detection for
metropolises, where data collection, ground-truth annota-
tion/labeling, and model training face technical and legal
challenges. By releasing the simulator along with collected
datasets, we aim to facilitate future research and applica-
tions in urban computer vision problems.

Dataset and Code Availability

Datasets and code for the experiments in this study are
available at https://github.com/zk2172-columbia/
boundless.
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