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Abstract

We study algorithms for approximating the spectral density (i.e., the eigenvalue distribution)
of a symmetric matrix A € R™*"™ that is accessed through matrix-vector product queries. Recent
work has analyzed popular Krylov subspace methods for this problem, showing that they output
an €- ||Al|2 error approximation to the spectral density in the Wasserstein-1 metric using O(1/¢)
matrix-vector products. By combining a previously studied Chebyshev polynomial moment
matching method with a deflation step that approximately projects off the largest magnitude
eigendirections of A before estimating the spectral density, we give an improved error bound of
€+ oy(A) using O(flogn + 1/€) matrix-vector products, where oy(A) is the ¢*" largest singular
value of A. In the common case when A exhibits fast singular value decay and so o4(A) < ||All2,
our bound can be much stronger than prior work. We also show that it is nearly tight: any
algorithm giving error € - o4(A) must use (¢ 4+ 1/€) matrix-vector products.

We further show that the popular Stochastic Lanczos Quadrature (SLQ) method essentially
matches the above bound for any choice of parameter £, even though SLQ itself is parameter-free
and performs no explicit deflation. Our bound helps to explain the strong practical performance
and observed ‘spectrum adaptive’ nature of SLQ, and motivates a simple variant of the method
that achieves an even tighter error bound. Technically, our results require a careful analysis of
how eigenvalues and eigenvectors are approximated by (block) Krylov subspace methods, which
may be of independent interest. Our error bound for SLQ leverages an analysis of the method
that views it as an implicit polynomial moment matching method, along with recent results on
low-rank approximation with single-vector Krylov methods. We use these results to show that
the method can perform ‘implicit deflation’ as part of moment matching.
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1 Introduction

Spectral density estimation (SDE) is a fundamental task in computational linear algebra. Given a
symmetric matrix A € R™" with eigenvalues A;(A),..., A\ (A), the goal is to approximate A’s
eigenvalue distribution (i.e., its spectral density) sa, which is the distribution that places probability
mass 1/n at each of A’s n eigenvalues. Formally, letting §(-) be the Dirac delta function,

sa(z) == &z — X(A)). (1)

Understanding sp can provide important information about the input matrix A. To what de-
gree does it exhibit low-rank structure (i.e., have a decaying eigenvalues)? How close is the spec-
trum, or some part of the spectrum, to that of a random matrix? Does A have many repeated
or nearly repeated eigenvalues that may indicate anomalies or other interesting structure? As
such, spectral density estimation is applied throughout the sciences [Skig89, SR94, STBB17, SRS20],
network science [FDBVOI, EGI17, DBB19], machine learning and deep learning in particular
[RL18, PSG18, MM19, GKX19], numerical linear algebra [DNPS16, LXES19], and beyond.

The spectral density sa can be computed directly by performing a full eigendecomposition of A,
in O(n¥) time, for w ~ 2.37 being the exponent of fast matrix multiplication [Par98, PC99, DDHOT7].
However, when A is very large, or in settings where A can only be accessed through a small number
of queries, we often seek an approximation 5a, such that spo and sa are close in some metric.
In this work we will focus on the Wasserstein-1 (i.e., earth mover’s) distance, Wi(sa,5a), which
has been studied in a number of recent works giving formal approximation guarantees for SDE
[CSKSVIS, CTU21, BKM22, CTU22, JMSS23, JKMT24]. When §a is the uniform distribution
over approximate eigenvalues A(A),...,A\,(A), and when we order both sets of eigenvalues in
decreasing order, Wi (sa,5a) = 2 37 | [Ai(A) — Ai(A)]. Le., it is the average absolute error of our
eigenvalue estimates. More generally, when 54 is any distribution, Wi(sa, $a) is the minimum cost
of transforming sa into §a, where moving probability § from z to y incurs cost ¢ - |z — y|.

1.1 Matrix-Vector Query Algorithms for SDE

Given its practical importance, efficient algorithms for SDE have been widely studied [BRP92,
Wan94, WWAF06, LSY16, CTU21, BKM22]. A large fraction of these methods operate in the
matriz-vector query model: they only access the input matrix A € R™ " through multiplication
on the left or right with a sequence of (possibly adaptively chosen) query vectors xy,...,x,, € R™.
The goal is to minimize the number of queries m, which typically dominate the runtime cost.
Matrix-vector query algorithms encompass both linear sketching methods (when queries are
chosen non-adaptively) and Krylov subspace methods (when queries are of the form x, Ax, A%x, ..,
for some starting vector x, or set of starting vectors). Beyond spectral density estimation, they are
the dominant algorithms in practice for many linear algebraic problems, including eigenvalue and
eigenvector computation [Par98|, low-rank approximation [HMT11, MM15], linear system solving
[LSY98, Saa03], and beyond. Such methods typically have low-memory overhead, since even when
A is very large, they only need to store the outputs of the matrix-vector products. Further, they can
often take advantage of highly optimized software and hardware for matrix-vector multiplication,
including parallel hardware like GPUs, and faster matrix-vector multiplication routines when A is
sparse or structured. Moreover, matrix-vector query algorithms are applicable in settings where A



cannot be efficiently materialized, but can be efficiently multiplied by vectors. This is the case e.g.,
when A is the Hessian of a neural network [Pea94, GIKX19] or a function of some other matrix that
can be efficiently applied to vectors using e.g., an iterative method [UCS17].

Recently, matrix-vector query algorithms have received significant attention in theoretical work
on numerical linear algebra since in many cases, it is possible to prove (nearly) matching query com-
plexity upper and lower bounds for central problems like trace estimation [MMMW21], low-rank
approximation [SEARIS, BCW22, BN23|, linear regression [BHSW20], structured matrix approxi-
mation [HT23, DM23, ACH"24], and beyond [SWYZ21, NSW22, SW23].

Most state-of-the-art matrix-vector query algorithms for spectral density estimation are Krylov
subspace methods that fall into two general classes.

Moment Matching. The first class of methods approximates sp by approximating its polynomial
1

moments. Le., Eq, [p(z)] = L3 p(Ai(A)) = L tr(p(A)), where p is a low-degree polynomial.
We can employ stochastic trace estimation methods like Hutchinson’s method [Gir87, Hut90] to
approximate this trace using just a small number of matrix-vector products with p(A) and in turn
A since if p has degree k, a single matrix-vector product with p(A) can be performed using k£ matrix
vector products with A. After approximating the moments for a set of low-degree polynomials (e.g.,
the first £ monomials, or the first & Chebyshev polynomials), we can let §ao be a distribution that
matches these moments as closely as possible, and thus should closely match sa.

Moment matching methods include the popular Kernel Polynomial Method (KPM) [SR94,
Wan94, WWAF06| and its variants [CPB10, LSY 16, BKM22, Che23|. Several works also use moment
matching to give sublinear time SDE methods for graph adjacency matrices [CSKSV 18, BKM22,
JMSS23], leveraging structure to estimate moments faster than with matrix-vector queries.

Lanczos-Based Methods. The second class of methods computes a small number of approximate
eigenvalues of A using the Lanczos method, and lets §ao be a distribution supported on these
eigenvalues, with appropriately chosen probability mass placed at each. The canonical method of
this form is Stochastic Lanczos Quadrature (SLQ) [CTU21|. Many other variants have also been
studied. Some place probability mass not just at the approximate eigenvalues, but on Gaussian or
other simple distributions centered at these eigenvalues [LG82, BRP92, LSY 16, HHIK72].

1.2 Existing Bounds

While matrix-vector query algorithms for SDE have been studied for decades, theoretical guarantees
on their approximation error in terms of the distance between the true spectral density sa and the
approximate density 5o have only recently been formalized. Braverman et al. [BIKM22] analyze
a Chebyshev Moment Matching method, which can be thought of as a simple variant of KPM,
showing that the method can compute 55 satisfying Wi(sa,5a) < €-||Al|2 with probability > 1—§
using just O(b/€) matrix vector products, where b = max(1, % log? L log? 1). Note that b =1 in
the common case when e = Q(1/,/n). Here ||A|2 denotes the spectral norm of A — i.e., its largest
eigenvalue magnitude. They prove a similar guarantee for KPM itself, but with a worse dependence
on e. Chen et al. [CTU21, CTU22| prove that the Lanczos-based SLQ method gives essentially the
same approximation bound: error e-||A ||z using O(1/€) matrix-vector products when € = Q(1/4/n).!

"Work on eigenvalue estimation [AN13, BDD"24, SW23] can also give guarantees for SDE. However they are
generally weaker than those discussed above. E.g., [SW23] shows how to approximate all eigenvalues of symmetric
A to additive error €||A|r using O(1/€?) matrix-vector products, which is optimal. Letting a be the uniform
distribution over their approximate eigenvalues, we obtain the somewhat weak bound of Wi (sa, 5a) < ¢||A||F.



The above error bounds for KPM, Chebyshev Moment Matching, and SLQ help to justify
the effectiveness of these methods in practice. However, in many cases, they can be loose. A
bound of Wi(sa,5a) < €-||All2 roughly corresponds to estimating each eigenvalue to average error
€-||All2. Many matrices however exhibit spectral decay: most of their eigenvalues are much smaller
in magnitude than their largest (i.e., than ||Al|2). Thus, this error bound does not guarantee that
Sa effectively captures information about A’s smaller magnitude eigenvalues.

1.3 Our Results

Our main contribution is to show that both moment matching and Lanczos based methods for SDE
can achieve improved bounds on Wi (sa, 3a) that depend on o;,1(A), the (I + 1)* largest singular
value of A (i.e., the (I + 1)% largest eigenvalue magnitude) for some parameter [, instead of || A]|s.
For matrices that exhibit spectral decay and thus have 0;41(A) < 01(A) = ||Al|2, our bounds can
be much stronger than those given in prior work.

1.3.1 Improved SDE via Moment Matching with Explicit Deflation

Our first contribution is a modification of the moment matching method of [BKM22| that first
‘deflates’ off any eigenvalue of A with magnitude significantly larger than o;41(A), before estimating
the spectral density. Specifically, the method uses a block Krylov subspace method [MM15, Trol8| to
first compute highly accurate approximations to the p largest magnitude eigenvalues of A, for some
p <[, along with an orthonormal matrix Z € R™*P with columns approximating the corresponding
eigenvectors. It uses moment matching to estimate the spectral density of A projected away from
these approximate eigendirections (I —ZZ7)A(I—ZZ"), achieving error eo;1(A) since this matrix
has spectral norm bounded by O(opt1(A)) = O(oy11(A)) if Z is sufficiently accurate. It then
modifies this approximate density to account for the probability mass at the top p eigenvalues. While
block Krylov methods are well understood for the closely related tasks of low-rank approximation
and singular value approximation [MM15, MNS™ 18, BN23|, our work requires a careful analysis of
eigenvalue/eigenvector approximation with these methods that may be of independent interest —
see Section 1.4 for details. Overall, the above approach gives the following result:

Theorem 1 (SDE with Explicit Deflation). Let A € R"*™ be symmetric. For anye € (0,1), 1 € [n],
and any constants cy,co > 0, Algorithm 1 performs O (l logn + %) matriz-vector products with A
where b = max (1, % log? 2 log? %) and computes a probability density function Sa such that, with

probability at least 1 — n%l, PN
+ —.

Wi(sa,5a) <e-o111(A) o2

As compared to the result of [BIKM22], Theorem 1 uses O(llogn) additional matrix-vector
products — these are used to compute the approximate top eigenvalues and eigenvectors for deflation.
However, the method gives a significantly improved error bound of roughly €o;11(A). The additive
error ||A|2/n® can be thought of as negligible — comparable e.g., to round-off error when directly
computing sa using a full eigendecomposition in finite precision arithmetic [BGVIKS22].

We further show that our algorithm is optimal amongst all matrix-vector query algorithms, up
to logarithmic factors and the negligible additive error term. Formally:

Theorem 2 (SDE Lower Bound). Any (possibly randomized) algorithm that given symmetric A €
R™™ outputs Sa such that, with probability at least 1/2, Wi(sa,Sa) < €oi+1(A) for e € (0,1) and
I € [n] must make Q2 (l + %) (possibly adaptively chosen) matriz-vector queries to A.

4



Theorem 2 leverages an existing lower bound for distinguishing Wishart matrices of different
ranks, previously used to give matrix-vector query lower bounds for the closely related problem of
eigenvalue estimation [SW23].

Application to Schatten-1 (Nuclear) Norm Estimation. Even for matrices that don’t ex-
hibit spectral decay, by balancing the O(llogn) and O(b/e€) terms we can leverage Theorem 1 in
applications that require understanding the small magnitude eigenvalues of A, where previous SDE
bounds gave weak results. For example, consider the estimating the Schatten-1 (nuclear) norm
Al = >0 IN(A)| = > 0i(A). It is not hard to show that we can estimate ||A]|; to relative

error €||A|l; given an approximate spectral density sa with Wi(sa,$a) < @ (see [CSKSV1E],
Theorem B.1 in [BKM22]). We can find such a density by applying Theorem 1 with | = @ and
€ = ﬁ so that € - 0741(A) < E/HfAHl < @. Doing so yields the following corollary:

Corollary 1 (Schatten-1 Norm Estimation). Let A € R™*" be symmetric. For any e € (0,1) and
v/nlogn

any constant ¢ > 0, there exists an algorithm that performs O ( -

+ /nlog? n) matrixz vector
products with A and computes M such that, with probability at least 1 — X |M — ||All1] < €| A1

e

Prior work on SDE [CTU21, BKKM22] could only give error e3/n||A||2 using a comparable number
of matrix-vector products, and thus was not able to achieve a relative error guarantee. We note
that the \/n dependence of Corollary 1 matches the best known matrix-vector product algorithms
for Schatten-1 norm estimation [MNS™ 18], while the ¢ dependence improves on prior work.

1.3.2 Implicit Deflation Bounds for Stochastic Lanczos Quadrature

Our second contribution is to show that the popular Stochastic Lanczos Quadrature (SLQ) method
for SDE [LSY16, C'TU21| nearly matches the improved error bound of Theorem 1 for any choice
of 1, even though SLQ is ‘parameter-free’ and performs no explicit deflation step. This result helps
to justify the strong practical performance of SLQ and the observed ‘spectrum adaptive’ nature of
this method as compared to standard moment matching-based methods like KPM [CTU21].

A key idea used to achieve this bound is to view SLQ as an implicit moment matching method
as in [CTU21, CTU22|, and to analyze it similarly to KPM and other explicit moment matching
methods. We combine this analysis approach with recent work on low-rank approximation with
single-vector (i.e., non-block) Krylov methods [MMM24] to show that SLQ can perform ‘implicit
deflation’ as part of moment matching to achieve the improved error bound. See Section 1.4 for
details. Formally, our error bound for SLQ is as follows:

Theorem 3 (SDE with SLQ). Let A € R™" be symmetric and consider any | € [n], and

€6 € (0,1). Let gmin = min;y %ﬁglm) and Kk = Ul”:‘(‘i), Algorithm / (SLQ) run for
m = O(llogg% + %log ) dterations performs m matriz vector products with A and outputs

a probability density function Sa such that, with probability at least 1 — &, for a fized constant C,

C'log(n/e)log(1/e) Cllog(1/e)+/log(l/d)

Wi(sa,Sa) <e-op1(A) + co1(A) +
(54,54) < € 0111(A) N 11(A)

Theorem 3 essentially matches our result for moment matching with explicit deflation (Theorem

1) up to some small caveats, discussed below. First, the number of matrix vector products has

a logarithmic dependence on the minimum gap gy amongst the top [ singular values as well as

| All2.



the condition number xk = HA‘(‘ Ay The dependence on the minimum gap is inherent, as non-block

Krylov methods like SLQ require a dependence on gpi, in order to perform deflation/low-rank
approximation [MMNM24]. We note that by adding a random perturbation to A with spectral norm

bounded by 1Al 16 can ensure that both Jmin > and x < poly(n) with high probability,

poly(n)’ p01Y( )
and thus replace the O(llog —) term with an O(llogn) and the O(log("”)) term with an O(log")
term, matching Theorem 1. See e.g., [MMM24].

Second, Theorem 3 has an additional error term of size O(0141(A)/+/n). This term is lower
order whenever € = Q(1/,/n). Further, we believe that it can be removed by using a variant on
SLQ that is popular in practice, where the densities output by multiple independent runs of the
method are averaged together to produce §(A). See Section 4 for further discussion.

Finally, Theorem 3 has an additional error term of size O(||Al2 - [/n). In the natural case
when we run for m < n iterations and thus | < n, this term will be small. However, it cannot be
avoided: even for a matrix with rank < [ with well-separated eigenvalues, while the Lanczos method
will converge to near-exact approximations to these eigenvalues (with error bounded by ”A”2)
the probability distribution output by SLQ will not place mass exactly 1/n at these approximate

)

eigenvalues and thus will not achieve SDE error O( LA ”2) see Section 1.4 for further details.

This limitation motivates us to introduce a snnple variant of SLQ, which we call variance reduced
SL@Q, which places mass exactly 1/n at any eigenvalue computed by Lanczos that has converged to
sufficiently small error. This variant gives the following stronger error bound:

Theorem 4 (SDE with Variance Reduced SLQ). Let A € R™ ™ be symmetric and consider any

l € [n], and €,6 € (0,1). Let gmin = mingey, % and kK = UJLﬁl(li). Algorithm 5 run for

m = O(llog = + %log ) iterations performs m matriz vector products with A and outputs a
probability density function Sa such that, with probability at least 1 — §, for any constant ¢ and a
fized constant C,

W1<sA,§<A>>Se-az+l<A>+(Clog nle) osl)e) , CloeCld log(l/5)>-az+1<A>+W'

1.4 Technical Overview

We next overview the main techniques used to achieve our improved SDE bounds for moment
matching with deflation (Theorem 1) and SLQ (Theorems 3 and 4).

1.4.1 Eigenvalue Deflation for SDE

As discussed in Section 1.3.1, the key idea behind Theorem 1 is to apply eigenvalue deflation.
Assume that we are given Z € R™* with columns equal to the eigenvectors of A corresponding to
its | largest magnitude eigenvectors. Then we can write A = A; + A; |, where A; = 777 AZZ"
and A; | = (I - ZZT)A(I -~ ZZ"). Referring to (1), since A; an A; | have n eigenvalues in total
that are set to 0 due to projecting off Z, we have:

SA = SA; T SA;, — 4(0), (2)

where §(x) denotes the Dirac distribution that places probability mass one at z. If we have Z in
hand, we can exactly compute sa,, whose only non-zero eigenvalues are exactly the eigenvalues



corresponding to the eigenvectors in Z. Further, we can approximate sa, , using an existing SDE
algorithm — e.g., the Chebyshev moment matching method of [BKI\[22],’ which will give error € -
|A; 1 ||2 using O(1/€) matrix vector products when € = Q(1/y/n).> We have ||A; | ||l2 = |\is1(A)] =
o141(A), where A1 1(A) is the (I + 1)% largest magnitude eigenvalue of A. Thus, combining this
approximation with (2), we can approximate sa to error € - o;41(A) as desired.

We note that eigenvalue deflation is widely applied throughout numerical linear algebra
to problems like linear system solving [BEPWO98 FVO01, GOSSI16, FTU23]|, trace estimation
[GSO17, Linl7, MMMW?21], norm estimation [MNS'18], and beyond [C'S97] — the approach is
useful whenever the complexity or approximation error of solving a problem depends on some fea-
ture of its eigenspectrum (e.g. the spectral norm, Frobenius norm, or condition number) that can
be improved by removing the largest magnitude eigenvalues from the matrix.

1.4.2 Error Analysis of Deflation

Of course, when implementing deflation for SDE, we cannot exactly compute Z € R™*! spanning
the top [ eigenvectors of A. Instead we will approximate Z, in our case, using a standard block
Krylov subspace method (Algorithm 2). It is well known that when Z is approximated in this way,
using O(logn) iterations of the block Krylov method, and thus O(llogn) matrix-vector products
in total, we can still ensure that ||(I — ZZT)A(I — ZZT)||2 = O(o741(A)) [MM15]. This suffices to
obtain the error bound of €07, (A) in approximating the spectral density of (I—ZZ")A(I—-ZZ").

The key challenge however is that when Z does not exactly span a set of eigenvectors, (2) no
longer holds. Further, the spectral density of ZZTAZZ" will no longer exactly match the spectral
density of A; — it will place mass at the eigenvalues of ZZT AZZ" equal to the eigenvalues of
ZT AZ, which approximate, but don’t exactly match, the top eigenvalues of A.

Thus, our proof requires showing that Z is very close to spanning a subspace of eigenvectors, up
to the small % additive error of Theorem 1. To do so, in our block Krylov algorithm (Algorithm 2
line 7) we let Z contain only the approximate eigenvectors that have converged to very small residual
error — i.e., for which Az; ~ \;z;. Via standard backward error analysis bounds for eigenvector
approximation (see Theorem 9), this is enough to handle the above two issues. However, we can
now no longer be sure that ||(I — ZZT)A(I — ZZT)||5 is small — what if, e.g., no eigenvectors have
converged and thus Z is empty? Or e.g., if just the top eigenvector has failed to converge.

Our main technical contribution is to argue that that for some p < with op;1(A) = O(0y41(A)),
the set of converged eigenvectors (i.e., the columns of Z) will contain approximations to at least
the top p magnitude eigenvectors of A, ensuring that ||(I — ZZT)A(I — ZZ")|j2 = O(0p+1(A)) =
O(o14+1(A)) as needed. Theorems 5 and 7 give our convergence bounds for the top p eigenvectors,
and Theorem 8 states the ultimate resulting bound on ||(I — ZZT)A(I — ZZT)||».

Our work fits into a line of work that focuses on more refined eigenvalue/singular value approx-
imation bounds for block Krylov subspace methods — see e.g. [MM15, MNS™ 18, DIKMII18, Tro22].
We believe that Theorems 5 and 7 may be of independent interest, outside our application to SDE.

1.4.3 SLQ and its Existing Analysis

We next turn our attention to the Stochastic Lanczos Quadrature (SLQ) method, which is detailed
in Algorithm 4. This is a popular and extremely simple, parameter-free algorithm for SDE based
on the classic Lanczos method (Algorithm 3). SLQ uses Lanczos to compute an orthonormal

2We will focus on the case € = Q(l/\/ﬁ) and so b =1 in Thm. 1 throughout the technical overview for simplicity.



basis Q for the Krylov subspace {g, Ag, A%g, ..., A™g} for random starting vector g € R" —
typically, g is Gaussian. The algorithm then computes the eigenvalues of T = QTAQ and lets
sx = > w; - 8(z — Aj(T)) where w; are appropriately chosen weights: w; = (g7 Qv;)? where
v; is the 4t eigenvector of T. Le., the spectral density of A is approximated with a reweighted
spectral density of T. Lanczos constructs Q such that T is tridiagonal — this makes computing its
eigenvalues very efficient, but is otherwise not critical in the analysis.

The key idea behind SLQ (and Lanczos-based algorithms in general) is that, for any polynomial
with degree < m, one can show that p(A)g = Qp(T)Q”g. Using this fact, if we consider any
low-degree polynomial moment for the SLQ approximate spectral density, we have:

Esu[p(2)] = Y w;-p(N(T)) =D 8" Qv,;v] Qg p(X(T))
j=1

=1

=g'Q | Y _vivip(\(T)) | Q"g

7=1
=g Qu(T)Q" g =g'p(A)g. (3)
We can observe that when g has iid. Gaussian entries with variance %, EglgTp(A)g] =

Lir(p(A)) = 237 p(Xi) = Es[p(z)]. That is, the approximate spectral density output by
SLQ matches all low-degree polynomial moments of the true spectral density in expectation.

To formally argue that 5a is close to sa in Wasserstein distance, Chen, Trogden, and Ubaru
[CTU21] argue that any two distributions supported on [—||A||2, ||A[l2] that exactly match on any
polynomial moment of degree O(1/¢) have Wasserstein distance at most €- ||A||2. This allows them
to argue that Wi(5a,5a) < e€-||All2 where 5o = > ;" 1;i- Ai(A) with 7; = (g";)?, for u; being the
ith eigenvector of A. Note that 54 is constructed so that for any p, Es, [p(z)] = g7p(A)g and thus
the low-degree moments of §ao and Sa match by (3). [CTU21]| next uses a concentration bound to
argue that the CDFs of so and sa are close, and therefore that these two distributions are close in
Wasserstein distance. They conclude via triangle inequality that sa is close to sa.

1.4.4 Moment Matching-Based Analysis of SLQ

Our analysis follows a similar approach to [CTU21], also viewing SLQ as a moment matching
method, but analyzing it in essentially an identical manner to the Chebyshev moment matching
method of [BIKM22]. We consider the first m = O(1/€) Chebyshev polynomials of the first kind:
To,T1,...,Tm. These polynomials are sine-like functions that are bounded in magnitude by 1 on
[—1,1] (in the SDE setting, we rescale them to be bounded on [—|Al2,||Al2]). [BKM22] show
that any two distributions that are close in their Chebyshev moments are also close in Wasserstein
distance. They then approximate the moments of sp and find a distribution 55 matching these
moments (and thus satisfying W1 (sa, 5a) < €||A||2) by solving a constrained optimization problem.

Like many moment maching methods, [BKM22] use Hutchinson’s trace estimator |Gir87, Hut90]
to approximate the Chebyshev moments — i.e., they approximate %tr(Ti(A)) & % Z?‘:l g;rTi (A)g;
where each g; has ii.d. Gaussian entries with variance % They argue that since T; is bounded,
Hutchinson’s method is highly accurate, and thus for € = Q(1/4/n), they can in fact just set b = 1.
So their approximate moments are just of the form g? T;(A)g for a single random g.



Recall that by (3) these are exactly the moments of 5o output by SLQ! So, SLQ ‘automatically’
finds a distribution matching the approximate Chebyshev moments of [BKM22], and thus satisfies
W1(3a,5a) < €-||Al]2.> We prove this bound in Section 4.1, Theorem 10.

1.4.5 Implicit Deflation with SLQ

Armed with the above moment matching-based analysis of SLQ, we next show that the method per-
forms implicit deflation and thus nearly matches the bound of Theorem 1. The key idea is as follows:
the Chebyshev moments used in the analysis above are the polynomials T (z/||A||2), T2 (x/||All2), - - .
—i.e., the Chebyshev polynomials scaled to be bounded on the range [—||A||2, || Al|2], which contains
the eigenvalues of both A and T. This scaling is what leads to the error term scaling with [|A 2.

In our explicit deflation approach, after deflating off the largest magnitude eigenvalues we apply
moment matching to (I — ZZT)A(I — ZZT). We thus approximate the Chebyshev moments of this
matrix where the polynomials are scaled to the (possibly much smaller range) [—||(I — ZZT)A(I —
ZZ7) |2, ||(T — ZZT)A(1 — ZZ7T)||2] of width O(oy,1(A)). This leads to error scaling with o741 (A).
We cannot use these moments to approximate sa directly: these scaled Chebyshev polynomials
blow up outside the range on which they are bounded and the moments would be dominated by
eigenvalues with magnitudes > 0;,1(A) and so not informative for approximating sa .

Deflated Polynomial Moments. To handle this issue, we use that the density output by SLQ
approximates sa on any low-degree polynomial moment. Instead of the scaled Chebyshev polyno-
mials, we use a set of “deflated polynomials”, denoted t1,...,%,, which are approximately equal to
the scaled Chebyshev polynomials on the range [-O(oy41(A)), O(014+1(A))] and have roots placed
outside this range so they are equal to zero for any eigenvalue with magnitude significantly larger
than o0;41(A). Constructing such polynomials is somewhat delicate — naively placing the roots at
large eigenvalues would distort the Chebyshev polynomials on the range of interest. This distor-
tion needs to be canceled using a separate Chebyshev damping polynomial. Our analysis follows
ideas from work studying the convergence of single-vector Krylov subspace methods like Lanczos for
eigenvector /singular vector approximation [Saa80], and in particular, recent work proving low-rank
approximation guarantees for these methods [MMNM24].

Once we show that t1,...,%, can be constructed as described, we know that SLQ matches the
moments of sp with respect to these polynomials. This is enough to argue that the output §4 must
closely match the mass of sao on the eigenvalues with magnitude < 0;,1(A). But it says nothing
about the large eigenvalues, which contribute nothing to these moments. We need to separately
argue about this part of the density.

Top Eigenvalue Approximation. To do so, we directly look at the form of §5. Following a
similar strategy to our proof for explicit deflation and again building on recent work studying the
convergence of single-vector Krylov methods like Lanczos [MMNM24], we argue that any eigenvalue
A;(T) with magnitude significantly larger than o;1;(A) is extremely close to A;(A). This finding
is not surprising: the Lanczos method is a popular choice for approximating outlying eigenvalues
[Par98]. Thus, on the large magnitude eigenvalues, the error that §a incurs vs. sa is roughly:

W) = 20,080~ (w5 = 1) u(a) < (1= 1) 1ALl

3Even when ¢ = 6(1/4/n) and so we need b > 1 repetitions of Hutchinson’s to estimate the Chebyshev moments
in [BKM22], a similar analysis follows from averaging together the densities output by b independent runs of SLQ.



Recall that w; = (gTQVj)Q. Further, since our approximations to the top eigenvectors have con-
verged, Qv; ~ u;, where u; is the eigenvector of A corresponding to A;(A). Since u; is a fixed unit
vector and g has random Gaussian entries with variance %, w; is simply the square of a Gaussian
with variance % Le., Elw;] = 1/n and we can use a Chi-Squared concentration bound to argue
that |w; — % = O(%) with high probability. Accounting for the I top eigenvalues, this leads to the
O(l/n - ||Al|2) error term in Theorem 3 and completes our analysis.

1.4.6 Variance Reduced SLQ

The above argument immediately suggests a simple improvement to SLQ that can avoid the O(l /n-
||A]|2) error term due to the large magnitude eigenvalues. If an eigenvector has converged and thus
we know that |A;(T) —A;(A)| is small, then in the weighted spectral density 54 output by Lanczos,
we know that we should set w; = % rather than setting w; to be the square of a Gaussian with
variance % We formalize this approach in Algorithm 5 and show that it obtains the stronger error
bound of Theorem 4, with only a negligible additive term depending on ||A||2.

A Remark on Numerical Stability. We note that there exist results proving that the Conjugate
Gradient (CG) algorithm for solving linear systems, which is closely related to Lanczos, can perform
implicit eigenvalue deflation to achieve faster convergence rates, analogous to our analysis for SDE
[SW09, AL86]. These bounds are known to suffer from numerical stability issues — when CG is
implemented in finite precision arithmetic, it may not be able to apply the necessary polynomials to
achieve these convergence rates. It is likely that our bounds also suffer from stability issues. However
1) in finite precision, the method likely works well as long as the number of deflated eigenvalues [ is
relatively small and 2) our analysis directly applies to SLQ implemented using a stable algorithm to
compute a basis for the Krylov subspace — e.g., one that performs full reorthogonalization at each
step. Using such an algorithm will not affect the matrix-vector query complexity of the algorithm,
and only gives a small runtime overhead when the number of iterations is relatively small.

1.5 Roadmap

The remainder of the paper is organized as follows: In Section 2 we define basic notation and
preliminary results used throughout our proofs. In Section 3 we analyze our explicit moment
matching method with deflation, culminating in the proof of Theorem 1. In Section 4 we give our
analysis of SLQ and prove Theorems 3 and 4. In Section 5 we prove our matching lower bound,
Theorem 2, which shows that our SDE bounds are near-optimal. Finally, in Section 6, we report
the results of some numerical experiments comparing various moment matching and Lanczos-based
algorithms for SDE.

2 Notation and Preliminaries
We first introduce notation and foundational results that we will use throughout.

2.1 Basic Notation

For any integer n, let [n] denote the set {1,2,...,n}. We write matrices and vectors in bold literals —
e.g., A or x. For a vector x, we let ||x||2 denote its Euclidean norm. The Frobenius norm and spectral
(i.e., operator) norm of a matrix A are denoted by ||A||r and ||A||2 respectively. We often use that
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for any two matrices A, B of appropriate dimensions, the spectral norm is sub-multiplicative, i.e.,
|AB|l2 < ||A]|2]|Bll2. The column span of a matrix A is denoted by range(A).

2.2 Linear Algebra Preliminaries

SVD and Eigendecomposition. The singular values of A € R"*" are denoted by o;(A) for
i € [n] with o1(A) > ... > 0,(A). We denote the singular value decomposition (SVD) of A € R™*"
by UXVT where ¥ € R™ " is a diagonal matrix with 3;; = 0;(A) and U € R™" and V € R™*"
are orthonormal matrices with columns containing A’s left and right singular vectors respectively.

Our main theorems are concerned with the eigenspectrum of symmetric matrices. We denote the
eigenvalues of a symmetric matrix A € R™*™ by \;(A) for ¢ € [n] such that |\ (A)| > ... > |\, (A)].
Observe that we have |A\;(A)| = 0;(A) for i € [n]. We denote the eigendecomposition of a symmetric
A € R™" by UAUT where A € R™ " is a diagonal matrix such that A; = \;(A) and U € R"*"
has orthonormal columns equal to the corresponding eigenvectors of A.

For p € [n], let U, € R"*P (or V,, € R"*P) denote the matrix containing the first p columns of U
(or V) — i.e., the singular vectors or the eigenvectors corresponding to the largest p singular values
or eigenvalues of A by magnitude. Similarly, let U, | € R™*("=P) (or V, .1 € R™*("=P)) denote
the matrix which containing the last n — p columns of U (or V) — i.e., the singular vectors or the
eigenvectors corresponding to the smallest n — p singular values or eigenvalues of A by magnitude.
Let 3, € RP*? (and X, | € R"P)*(=P)) denote the matrix containing the top p (or the bottom
n — p) singular values of A along its diagonal. For symmetric A € R™*" with eigendecomposition
UAUT, define A, € RP*P and A, | € R(P)X("=P) analogously.

The best p-rank approximation to A in the spectral or Frobenius norms is denoted by A, and
is given by A, = UprVg. The pseudoinverse of A is denoted by At and given by AT = VXU,
where EL =1/0i(A) if 0;(A) > 0 and ZL = 0 otherwise.

We will frequently use Weyls’s inequality which states that a small perturbation of a symmetric
matrix will not significantly change its eigenvalues.

Fact 1 (Weyls’ inequality [Wey12]). For any two symmetric matrices A € R™™™ and B"*",
max|Xi(A) = Xi(B)] < [|A =Bl

i€ln

Matrix functions. Given a function ¢ : R — R, we define its application to a matrix A with
SVD A = UXVT as ¢(A) = Up(Z) VT, where ¢(X) is formed by applying ¢ element-wise to the
diagonal entries of ¥ (i.e., to the singular values of A). We overload notation and, for symmetric
A with eigendecomposition A = UAU7T, also let ¢(A) = Up(A)UT, where ¢(A) is formed by
applying ¢ element-wise to the diagonal entries of A (i.e., to the eigenvalues of A). We will specify
which specific form we are using when needed.

Krylov Subspaces. All algorithms analyzed in this work are Krylov subspace methods — we
introduce basic notation for Krylov subspaces below.

Definition 2.1 (Block Krylov Subspace). The Krylov subspace of a matriz A € R™ ™ with respect
to a starting block X € R™ ! is given by:

Kq(A,X) = [AX, (AAT)AX, ..., (AAT)7AX].

Here, | is called the block size and q is the depth or the number of iterations.

11



Notice that we require O(gl) matrix-vector products with A to generate a Krylov subspace
Kq(A,X) with depth ¢ and block size [. We will typically denote an orthonormal basis of the
Krylov subspace by Q € R™*" where r is the dimension to the column span of K,(A, X).

2.3 Moment Matching and Wasserstein Distance Preliminaries

Inner Product between Functions. For any two functions f : [ L L] —Randg:[-L,L] = R,
the inner product between f and g is defined as (f, g) f f(z

Chebyshev polynomials. Both our explicit moment matchlng method and our error analysis for
SLQ are based on analyzing approximations to the Chebyshev polynomial moments of the spectral
density sa. We now describe some basic properties of Chebyshev polynomials. We will denote the
kth Chebyshev polynomial of the first kind by 7). These polynomials are defined by the recurrence:

To(z)=1,T(z) =2, Tp(z) =22 - Tp_1(x) — Ty—2(x) for k > 2.

We use the well known fact that the Chebyshev polynomials are bounded between [—1,1] i.e
maxge[—1,1] [Tk(2)] < 1. These polynomials also have an explicit expression of the form:

T, (x) = %[(m V1) 4 (= Ve — 1)), (@)

Let w(x) = ﬁ It is well known that (Tj,w - Tk) f 1 \/7 T (z)dz = 5 for k > 0,
(To,w - Ty) = 7 and (T}, w - Tj) = 0 for i # j. We define the k' normalized Chebyshev polynomial

to be Ty := Ty /\/(Tk,w - Ty). Note that we have |Ty(z)| < \/% for x € [-1,1]. Also note that
Ti(—x) = Ti(z) when k is even and Ty (—x) = —Tj(z) when k is odd.

We now describe the Chebyshev Series expansion of a function:

Definition 2.2 (Chebyshev Series Expansion). The Chebyshev series expansion for a function
f:[-1,1] = R is given by:

00
Z faw Tk
k=0

If f is Lipschitz continuous then this expansion converges absolutely and uniformly to f [Trel9).

Wasserstein Distance. The Wasserstein-1 distance, also known as the earth mover’s distance,
is a way to measure distance between two distributions. We will use the dual formulation of this
distance given by Kantorovich-Rubinstein theorem [[KXR57|. In particular, for any two probability
densities s and ¢ supported on [—L, L] for some L € RT the Wasserstein-1 distance is given by:

L
Wi(s,q) = sup / h(z)(s(x) — q(a))de,

hel-LipJ —L

where h € 1-Lip means we are optimizing the integral over all 1-Lipschitz functions.
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3 SDE via Moment Matching with Explicit Deflation

In this section, we introduce our deflation-based approach to SDE (Algorithm 1) which combines a
block Krylov method for deflation (Algorithm 2) with Chebyshev moment matching (Algorithm 2
of [BKM22]) for SDE. Pseudocode for this algorithm is given below.

Algorithm 1 Spectral Density Estimation with Deflation

Input: Symmetric A € R™*" error € € (0, 1), confidence § € (0, 1), block size [.

1: Let Z € R™S, A € RS be the outputs of Algorithm 2 (Block Krylov iteration) with inputs
A block size I, and constant 5.

2: Let ¢ be the spectral density corresponding to A: i.e., qi(z) = 15 oz — (A)si).

3: Let P = I—ZZ" and let L be an upper bound on |[PAP/||3 such that |[PAP|y < L < 2||PAP|5.
Run Algorithm 2 of [BKM22] (Hutchinson-based Chebyshev moment estimation) with input ma-
trix %PAP, number of moments N = <, and number of repetitions of Hutchinson’s method
b = max (1, proe log? % log? %), where ¢1, co > 0 are sufficiently large constants. Let the approx-
imate moments 71, ..., 7y denote the output of this algorithm.

4: Set 7 — L (n-F —s-T;(0) for i € [N] where T;(z) is the i’th normalized Chebyshev
polynomial.

5: Run Algorithm 1 of [BKM22] (Chebyshev moment matching) with the modified approximate
moments 71,...,7y as inputs. Let ¢5 be the output of this algorithm.

6: Define g as q2(z) = ¢4(x/L) if z € [-L, L].

s-q1+(n—s)-g2
poy .

7: return the spectral density ¢ =

Description of Algorithm 1. As discussed in Section 1.4.2, Algorithm 1 first uses a randomized
block Krylov method (Algorithm 2) to compute a set of approximate eigenvectors and eigenvalues
for A, denoted by Z and A respectively. Importantly for our error analysis, Algorithm 2 only returns
approximate eigenvectors that satisfy a convergence condition (line 7 of Algorithm 2), which ensures
that AZZ' ~ ;\zzz

Algorithm 1 computes the spectral density ¢; of these converged approximate eigenvalues. It
then deflates A using the corresponding converged eigenvectors in line 3 by computing PAP where
P = 1— ZZ". The algorithm then approximates the spectral density of PAP corresponding to
the non-deflated eigenvalues of A using a moment matching method. To do so, Algorithm 1 first
computes estimates 71,...,7n of the normalized Chebyshev moments of PAP (after normalizing
PAP so that its spectral norm is bounded by 1), using Hutchinson’s method (Algorithm 2 of
[BKM22]). Since PAP contains s zero eigenvalues corresponding to the deflated eigenvectors Z €
R™ ¢ the moments need to adjusted in line 4 so that they do not take into account this mass of
zero eigenvalues. These adjusted moments, 71, ..., 7n, are then passed as an input to Algorithm 2
of [BKM22] in line 5. This algorithm computes a spectral density g2 whose moments are equal to
the approximate moments 7; in line 4. The final output of Algorithm 1 is obtained by combining
q1 and g9 after appropriately reweighting them.

Outline of Error Analysis. The remainder of this section is dedicating to analyzing Algorithm
1, ultimately culminating in the proof of Theorem 1, which bounds the Wasserstein error of the
output spectral density estimate by €-0;41(A)+ % for any constant c. Our analysis breaks down
into the following steps:
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e In Section 3.1 we analyze the error of the block Krylov based deflation step (Algorithm 2).
The main technical results of this section are Theorems 5 and 7, which argue that, for some
k <1 with o441(A) = O(0y41), the method finds highly accurate approximations to at least
the top k eigenvectors and eigenvalues of A. In particular, these approximate eigenpairs meet
the convergence condition of the algorithm and thus are returned as columns of Z. With this
fact established, we can prove the main export of the section, Theorem 8, which shows that
|PAP||2 = O(01+1(A)). That is, when we deflate off the converged approximate eigenvectors,
we reduce the spectral norm of the matrix to O(o;41(A)), allowing us to obtain € - o;11(A)
error when approximating the spectral density of PAP with Chebyshev moment matching.

e In Section 3.2 we give the error analysis of Algorithm 1 itself. This analysis is fairly straight-
forward — using existing backward stability analysis for eigenpair approximation, we can argue
that, since P only deflates off highly accurate approximations to A’s eigenvectors, our com-
bined spectral density ¢ has Wasserstein error roughly equal to (up to an additive % term)
the Wasserstein error of approximating the spectral density of PAP with moment matching.

As discussed above, this error is bounded by O(e - [|[PAP|2) = € - 0141(A), allowing us to
achieve our final error bound of € - 0741 (A) + %.

Algorithm 2 Block Krylov Iteration for Deflation

Input: Symmetric A € R™™", block size [ € [n], iterations ¢ = O(logn), constant 5 > 0

1:

11:

Let X € R™* be a starting block with independent A’(0,1) Gaussian entries.
Compute K, = [AX, (AAT)AX, ... (AAT)IAX].
Orthonormalize the columns of KC; to get Q € R™" where r is the rank of Iy .

Compute T = QT AQ and let the eigenvectors of T be v, ..., Vv, corresponding to eigenvalues
(D) > ... > [\ (T)]
Set S = {}.

for j=1,...,r do
if |AQv; — A;(T)Qv;ll2 < 224 then
S=Su{j}
end if
end for
return Zg = QVg and Ag where Vg € R™I5| contains all eigenvectors with indices in S and
Ag € RISIXIS! is a diagonal matrix containing the corresponding eigenvalues of T.

3.1 Error bounds for Deflation via Block Krylov

In this section, we analyze Algorithm 2 and prove that it outputs highly accurate approximations
to the top eigenvalues and eigenvectors of A.

Recall that we let A = UXV7T denote the SVD of A — see Section 2.2. We start by proving

Lemma 1, a generalization of Theorem 2.1 of [DIKMI18], which bounds the error ||(I-QQT)U,|%
of projecting the top p left singular vectors of A onto the span of the block Krylov subspace, for any

Any upper bound on ||A||2 off by at most constant multiplicative factors suffices here. We can compute such an

upper bound eusing O(logn) matrix-vector products via e.g., the power method or a single-vector Krlyov method.
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p < I°. Notice that, for any ¢ and for any polynomial ¢(x) of degree < 2¢+ 1 containing only terms
with odd powers, ¢(A)X lies exactly in the span of the Krylov subspace K;. Lemma 1 bounds
|(I-QQT)U,||% in terms of the norms of the ¢(X,), ¢(X;1) and V]| X(V]/'X)™! for any such
polynomial ¢(x) which is not zero at any of the top p singular values of A. Later, by choosing such
a polynomial ¢(x) of degree at most 2¢ + 1 with odd powers so that it is large at the top singular
values of A and small at the rest, we can bound the projection error.

Lemma 1 (Angle between subspaces, generalization of Theorem 2.1 of [DIKMI18]). Let A € R™*™
have rank(A) > 1 and SVD given by A = UXVT. Let X € R™*! be such that rank(VIX) =1 and
let Q be an orthonormal basis of the depth q Krylov subspace Kq(A,X) (see Def. 2.1). For anyp <
and any polynomial ¢(x) of degree 2q + 1 with odd powers only, such that ¢(X,) is non-singular,

1T = QQ) U5 < (S0, )13 - l6(Zp) ~H I3 - IV X(VIX) 3.

Proof. Let ® = ¢(A)X = Up(Z)VTX. As explained above, since ¢(x) consists of only odd powers
and has degree at most 2¢ + 1, the columns of @® lie in the span of the Krylov susbspace K,(A, X)
and thus range(®) C range(K,(A, X)) = range(Q). ®®' and QQT are the orthogonal projectors
onto range(®) and range(ICy (A, X)) respectively. Since range(®) C range(Q) we have:

IT-QQNU, % < |1~ 22" U, |I%. ()

Thus, to prove the lemma it suffices to upper bound the righthand side of (5). We write ® =
®; + ®; | where ®; = ¢(A;)X and ®; | = ¢(A; | )X. Since p < [ and ¢ is non-zero on the top p
singular values, we have <I>l<I>}LUp = U,. We upper bound the righthand side of (5) by:

|- 22U, |} = |U, - S(@1U,) [} = min [T, - 2} < |U, - 2(2]U,)]}.

Then, replacing ® by ®; + ®; | and using that <I>l<I>2LUp = U, we get:

11— 22U, |2 < U, - ®(2]U,)|%
=||(1- @)U, - ®,, ®]U, |}
=@, 2] U, |}
= [U116(Z, )V X(VIX) T o(2) 7' U U, ||
= U1 d(Z, ) VL X(VIX) o(3, Y17
= lo(Z, ) VI X(VIX) o2, D)1 E
< oSOl e D13 - IVEX(VIX) 3.

In line 4 we used that VZTX € R has rank [ by assumption, and is thus invertible. Combined
with (5) the above bound completes the proof. O

Using Lemma 1 we can show that for any p with o,(A) larger than o;41(A) by a constant
multiplicative factor, the Krylov subspace ICy(A, X) generated with random width-{ starting block
X € R™! and with depth ¢ = O(logn) approximately spans the top p singular vectors of A.

°In the numerical linear algebra literature, this quantity is often denoted as ||(I — QQT)U,||% = sin(Q, U,)
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Lemma 2 (Convergence of block Krylov subspace to top singular vectors). Let A € R™™"™ have
rank(A) > [ and SVD given by A = USVT. Let X € R™! be a matriz with independent N'(0,1)
Gaussian entries and let Q be an orthonormal basis for the depth ¢ = O(logn) Krylov subspace
Kq(A,X) generated by X (see Def. 2.1). Then, for any p <, such that op,(A) > %O‘H_l (A), for
any constants c,c > 0, with probability at least 1 — ﬁ,

1
T 2

U, —QQ Uyl < vt
Proof. Since X € R is a random Gaussian matrix, with probability one, rank(VlTX) = 1. Thus,
we can apply Lemma 1 to give, for any degree 2¢ 4+ 1 polynomial ¢ consisting of only odd powers

where ¢(3,) is non-singular,

10, = QQTU, |7 < [16(Z0, )13 - [16(2) 713 - IV X (VI X)T 7. (6)
We will now bound each term on the righthand side of (6). First, we bound ||¢(3; 1)|]2 and
|¢(X,) |2 similarly to Lemma 2.4 of [DIKMI18]. We consider a gap amplifying polynomial ¢(x)
of degree 2g+1 consisting only of odd powers as defined in Lemma 4.5 of [DIKMI18| with parameters

a =041(A) and gap v = a?ﬁEI(AA)) — 1. Observe that we have,

16(25) " [l2 = max ¢(0i(A)™! < max o7 '(A) = 0, ! (A), (7)

1<i<p T agisp b
where we used the fact that o;(A) > 0 for i < p <[ as rank(A) > [ and the fact that for any i < p,
d(0i(A)) > 0i(A) as 0i(A) > 0,(A) > (1 +7)0141(A) = (1 4+ v)a which follows from Lemma 4.5
of [DIKMI18]. Also, as 0;(A) < 041(A) for any ¢ > [+ 1, from Lemma 4.5 of [DIKMI18] we have:

o 4 40'1+1(A)
[6(S1.0)ll2 = max [S(oi(A))] < s S (®)

Finally, we bound the middle term of (6), ||Vl7:J_X(VlTX)_1||§7 < ||Vl7:J_X||%J VEX) T3 By
rotational invariance of the Gaussian distribution, VlTX and V{ (Xarelx!land n—1 x[random
Gaussian matrices respectively. Thus, by Corollary 5.35 of [Ver18|, with probability 1 — n£3 we have
HVlTlXﬂg < c1n and 0 (VFX) > con for constants ci, ca and c3. So, we have HVZTLXH%7 < c1n?

and ||[(VIX)™3 <0, 2(VIX) < 62% which overall gives us that
VEX(VIX) T E < d"n 9
IViL l F

for some constant ¢”. Plugging (9), (8) and (7) back into (6), we get:

"2
T 2 ¢ Ul+1(A) n
_ <
”Up QQ UpHF = OI%(A) 9(4¢+2) min(/7,1)’

op(A)

for some constant ¢”. Since o,(A) > 30111 (A), the gap is given by v = oA 12 %. This gives
us min(,/7,1) > % Finally, choosing ¢ = C'logn where C is a large enough constant we obtain

the final bound. O

Lemma 2 establishes that the Krylov subspace generated by a random starting block X € R™*!
will approximately span any singular vector corresponding to a singular value significantly larger
than o;11(A). Intuitively, projection onto this subspace should thus preserve the largest singular
values (and the largest magnitude eigenvalues) of A. Below we prove several Lemmas that allow us
to argue this formally. We consider the matrix QQT AQQ” — the projection of A onto the Krylov
subspace on both the left and right.
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3.1.1 Eigenvector Alignment

In this section, we first prove that the eigenvectors corresponding to the large magnitude eigenvalues
of QQTAQQT are also approximate eigenvectors of A. We first prove that if there exists some
k € [l] such that ox(A) is larger than 0;41(A) by at least a constant multiplicative factor, then
there exists some k& < p <[ such that the top p singular vectors of A approximately span the top p
singular vectors of QQT AQQT (i.e. the matrix A projected on both sides to the Krylov subspace).
Note that if no such k exists, then ||A|2 = O(0;41(A)) and thus there is nothing to gain from
deflation.

Lemma 3 (Projection of Z,, on U,). Consider the setting of Lemma 2 where A € R™" is symmet-

ric. Lel o = max @:}/'22 ) O'H_l(A)) where ¢ > 0 is the constant in Lemma 2. Let k € [l] be such that

or(A) > 20 and 041 (A) < 2a. Let zy, . .., 2z, be the eigenvectors of QQTAQQT corresponding to
its eigenvalues |\ (QQTAQQT)| > ... > M (QQTAQQT)|. Let ci, ¢ > 0 be some large constants.
Then, there exists some k < p <1 such that o,(A) > 3o, o,(A) — op1(A) > 27[?;!31 , and, letting
Z, € R"™P have z,...,2, as its columns,

1
T

HUpUp Zy — Zp”2 < net’
1

ne”

with probability at least 1 —

Proof. Let l; be the largest index with k < I; <1 and oy,(A) > 2a, i.e., we must have o7, 11(A) <

3a. Note that since oy (A) > 2a, such an I} must exist. Then, o(A) — 07, 41(A) > /2 > g:c'/'g
A2

where we use the fact that o > =7, Since there are at most [y indices in the range [k,l1], there
must be some p € [k, 1] such that:

op(A) = i (A) = ZLA) _lfh“(A) > 2L$L|i1,
where we loosely bound /7 < n. This establishes the first claim of the Lemma. We now prove the
second claim.

Since 0,(A) > 3a > 3011(A), from Lemma 2, we get that QQ”U,, = U, +E where |[E[]s < L
with rpobability at least 1 — ﬁ for some constant ¢ > 0. Let Z € R™*" be an orthonormal matrix

(10)

containing all eigenvectors z1,...,z, of QQTAQQT as its columns. Since the columns of Z form
an orthonormal basis of R", there exists a matrix C € R"*? such that U, = ZC and Cc’c = I,
where I, is the p x p identity matrix. Then, we have:

Up =7ZC = chl + Zp’LCQ, (11)

where C = [Cy; Cy] for C; € RP*P and Cy € R P*P. We will now prove that ||Cal|2 is very small
and C; is very close to the identity matrix. This implies that U, approximately spans Z, which

proves our second claim.
First observe that we can write QQTAQQTUp as:

QQ"AQQ"U, = QQ"A(U, +E)
=QQ"U,A, + QQTAE
= (U, +E)A, + QQTAE
=U,A, +EA, + QQTAE. (12)
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Thus, we get:

QQ"AQQ"U, =ZCA, + EA, + QQTAE. (13)
Next, observe that, since Z has columns equal to the eigenvalues of QQTAQQT, we can also write
QQ"AQQ"U, as:

QQ"AQQ"U, = QQ"AQQ"ZC = ZAC, (14)

where A € R™" denotes the diagonal matrix containing the eigenvalues of QQTAQQT” on its
diagonal. Thus, combining (13) and (14) we get that ZAC = ZCA, + EA, + QQTAE or

ZAC — ZCA, = EA, + QQTAE.
Let E' = EA, + QQTAE. Using triangle inequality, we get that |E'||2 < [[EA,|l2 + |QQTAE|s.
Now, since ||Ell2 < L and [|A, |2 = ||All2, we have |[EA, |2 < [|E[2]|Apll2 < 1212, Similarly, since
Q is orthonormal, |QQTAE|> < 122 S0, we get |E/||l2 < AL which implies that [|ZCA, —

ZAC||2 < 2”n7CH2 or, equivalently, since Z has orthonormal columns,

~ 2||A
n
For any i € [p], the i"® column of the n x p matrix CAp—[XC is given by A\;(A)C. ; —AC;,i where
C.; is the ith column of C. So, we have [|\;(A)C.; — AC:JHQ < 2”%”2 for all 7 € [p]. Using the
definition of the l2 norm of the vector, we have \/Z?ﬂ()\i(A) - 2(QQTAQQT))2CE < 2”%”2
This implies that for all i € [p] and j € [n],

Ai(A) = 2(QQTAQQT)||C| < (15)

2[|Afl2

ne
Now, by the minimax principle of singular values, |A;(QQTAQQT)| < [\p4+1(A)| for all j > p + 1.
Thus, for any i € [p] and j € {p+1,...,n}, by the triangle inequality, |\;(A) —X;(QQTAQQT)| >
INi(A)] = M(QQTAQQT)| > [A(A)] — [\ps1(A)] > B, where the last step follows from the
first claim (10). Thus, from (15), we get that for any i € [p] and j € {p+1,...,n},

4
ne/2-1°

|Cji| <

Note that from (11), we have that Cq contains all Cj; such that j € {p+1,...,n} and i € [p]. So,
we can bound:

1Call2 < [CallF <

Z Z C]Z - nc/2 2° (16)

i=1 j=p+1

Next, since CTC = I, = C{ C; + C] Cy, we have ||CTcl —Tll2 = [|C5 Call2 = [|Cal3 < o
Thus, we can write C{ C; = I + E; where ||Eq]j2 < W Observe that C;C7 and C7 C; have
the same eigenvalues, and thus we also have

C.CT =1+E", (17)
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where HE”HQ < W&m. Since we have ||Cill2 = 1/[|C1CT]l2 = VI I+Eill2 < v/1+|E|; <

1+ = /2 5 (where the second to last step follows using triangle inequality), we also have that:
C, =1+ Es, (18)

where [|Ez||2 < Then, we have:

nc/? 2"

U,U}Z, —Z,=U,(C{Z] + C]Z] ,)Z, - Z,

—u,C7 -z,

=7,C.CT +2,,CCT — 2,

=Z,(1+E") + Z, 1 CoCY - Z,

=Z,E' +7Z, CCT

=Z,E" +Z,,Co(I+E])

=Z,B'+7Z,,Cy+7Z,  CoEL.
The first and third equality above follows from (11), the fourth equality follows from (17) and the
sixth equality follows from (16). Thus, using triangle inequality and spectral submultiplicativity, we
get [|U, U, Z;, — sz < 1ZpE" |2 + [1Zp, 1 Call2 + [1Zp, 1 C2C1 [l2 < [IE”[[2 + [|Call2 + [ C1 1 C2ll2 <
n}64 +— é 5+ np 6 < nj’;{Q where the second inequality follows from the fact that Z, and Z,, | are
orthonormal matrices and the third inequality follows from the error bounds in (16), (17) and (18).

Choosing the constant ¢; to be suitably large enough so that HUpUI:)FZp — Zy||2 is bounded by n£1
completes the proof. O

The next theorem proves the main result of this subsection, i.e., the top eigenvectors of
QQTAQQT are also approximately the eigenvectors of A, provided there is some o1 (A) that
is constant factor larger than o;41(A), as assumed in Lemma 3.

Theorem 5 (Convergence error of top p eigenvectors). Consider the setting of Lemma 3. Let
c1,d > 0 be some large constants. Let A, € RP*P be a diagonal matriz containing the corresponding
eigenvalues A\1(QQTAQQT), ..., \,(QQTAQQT) on its diagonal. Then, we have

”A||2

C1

IAZ, — Z,A, |2 <

with probability at least 1 — -

5|
N

Proof. From Lemma 3, Z, = U,Ul'Z, + E; where ||[Ey|; < —L with probability at least 1 — -
for some constant ca,c”. Also, from Lemma 2, we have U, = QQTU, + E2 where ||Eg|j2 <

3
Q

3
By
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with probability at least 1 — ﬁ for some constant c3. Observe that:

AZ, < A(U,UZ, + Ey)

= AU,U]Z, + AE,

U,UJAU,U]Z, + AE,
(QQ"U, + E2)U] AU, U] Z, + AE,
=QQ'U, U’ AU, U] Z, + E; U] AU, U Z, + AE,
£ QQ"AU,U!Z, + E;UTAU,UYZ, + AE,
< QQ"A(QQ"U, + E2)U]'Z, + E,ULAU,ULZ, + AE,
=QQ"AQQ"U,U]Z, + QQ"AE, U] Z, + E;U/ AU, U] Z, + AE;.
£ QQ7AQQ"Z, - QQTAQQTE, + QQTAE,U!Z, + E,UTAU,U!Z, + AE;.

Il

[lo

In the above set of equations, (a) follows by replacing Z, with U,U'Z, + E1, (b) and (d) follows
from the fact that AU,U] = U,UlAU,U] as U, contains the eigenvectors of A, (c) and (e)
follows from replacing U, in the first term by QQ* U, + Es, (f) follows from replacing the UPUZZp
in the first term by Z, — E;. Now, QQTAQQTZp = ZpAp. Also, using spectral submultiplicativity,
IQQTAQQTE: |2 < [[Al2[|E1]]2 < (ESEY Similarly, each of the last three terms in the final step

n°2
above can be bounded by max (%, %) Thus, using triangle inequality, and after adjusting the

constants ¢; and ¢ appropriately, we have:

A2

netr ’

||Azp - Zp]\pHQ <

with probability at least 1 — ﬁ O

3.1.2 Eigenvalue Alignment

In this section, we show that as a consequence of Lemma 2, the large magnitude eigenvalues of A
are approximated by those of QQT AQQT. We first state a result from [Par98] (Theorem 11.5.1)
which states that for a symmetric matrix D € R™*™ and any orthonormal matrix C € R™*™ the
eigenvalues of D can be put into one-to-one correspondence with those of CTDC such that the
error is bounded by the spectral norm of DC — CCTDC.

Theorem 6 (Theorem 11.5.1 of [Par98]). Let D € R™ " be a symmetric matriz and C € R"*™
be a matriz with orthonormal columns. Then, there exists m eigenvalues of D, {ay; | i =1,...,m}
such that for i € [m]:

loy — M(CTDC)| < |IDC — CCTDCf5.
We now prove a couple of Lemmas which we will use along with Theorem 6 for our main theorem.

Lemma 4. Consider the setting of Lemma 2 where A € R™*™ is symmetric. Let the error bound
for Lemma 2 hold for a constant ¢ > 0. For some constant ¢’ > 0, with probability at least 1 — ﬁ,

A
1QQTAQQ"U, - U,U;QQTAQQ U, ||z < Mf
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Proof. Recall that we denote the eigendecomposition of a symmetric matrix A by A = UAUT. A’s
eigenvectors (i.e., the columns of U) are equal to its singular vectors, and recall that U, € R"*?
has columns equal to the p eigenvectors corresponding to the p largest magnitude eigenvalues (i.e.,
the p singular vectors corresponding to the p largest singular values). From Lemma 2, we have
QQ’U, = U, + E where E € R™? has |[E|z < 1 with probability at least 1 — # Thus,
from (12), we get

QQTAQQ'U, =U,A, +EA, + QQTAE. (19)
Also, we have:
U,U/QQ"AQQ"U, = U, (U] + E")A(U, + E)
=U,U/AU, + U,UJAE + U,E"AU, + U,E"AE
= U,A, + U, UTAE + U,E"AU, + U,E"AE.
Then, using triangle inequality and spectral submultiplicativity, we have that

S|l

1QQTAQQ"U, - U, U, QQ"AQQ Uy 12 < [[Ay2|Ell2 + 3| A2 [Ell2 + [A][B]5 < —

This completes the proof. O

Next we prove that the eigenvalues of A are well approximated by those of UZQQTAQQTUP.

nXT s symmetric. Let the error bound

1

ne’’

Lemma 5. Consider the setting of Lemma 2 where A € R
for Lemma 2 hold for a constant ¢ > 0. For some constant ¢ > 0, with probability at least 1 —
we have for all i € [p],

(U QQTAQQTU,) — M\i(A)| < - =F

Proof. To prove the theorem we will show that UgQQTAQQTUp is close to UgAUp = A, in the
spectral norm, and thus has nearby eigenvalues. Observe that
U, AU, - U/ QQ"AQQ"U, = U] (I- QQ")AQQ"U, + UJQQ"A(I - QQ")U,
+U, (I-QQMA(I-QQ")U,. (20)
Since all the terms on the righthand side above contain the term (I— QQT)UP, we can use Lemma 2

to show that they are small. For the first term, we have:

A
U7 (1~ QQT)AQQTU, | < U] (1~ QQ7) e ALk 1QQT U, < 212,

where we also use the fact Q and U, are orthonormal matrices and that HUg(I - QQN)|2 <

IUT(I-QQ7)|r < L by Lemma 2. Similarly we can bound the other two terms in (20) by LA
Applying triangle inequality, we obtain:

3||A
[UFAU, - UJQQTAQQTU, |, < 1412,

nC

Observe that UZ;AUP = A, has eigenvalues A\ (A) ..., A\, (A). So, by Weyl’s inequality (Fact 1), we
have that [A;(A) — \(UTQQTAQQ"U,)| < |[UTAU, - UTQQTAQQTU, ||, < AL for j € [p].
This completes the proof. O
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The next theorem is the main result of this section which states that the top p eigenvalues of
A are approximated by the top p eigenvalues of QQTAQQT up to some permutation for some
kE <p <1 as long as the conditions in Lemma 3 are satisfied. i.e., there exists some k € [I] with at
least some constant multiplicative gap between o (A) and o741(A).

Theorem 7 (Eigenvalue alignment). Consider the setting of Theorem 5 and Lemma 3. Let ¢1,¢ >0
be some constants. Then, there exists a permutation S : [p] — [p] such that for every i € [p]|, we

have
A2

ntt

IAi(A) — A5 (QQTAQQT)| <

)

with probability at least 1 — -

Proof. We apply Theorem 6 to first prove that each of the top p eigenvalues of A has an eigenvalue
of QQTAQQT close to it. Let C = U, and D = QQTAQQT. Let ¢ > 0 be the constant in the
statements of Lemmas 2, 4 and 5. Then, CTDC = UZQQTAQQTUP and by Theorem 6, there
exist p eigenvalues av, ..., o, of QQTAQQT such that for i € [p]:

i — Mi(U7QQTAQQ'U,)| < [DC — CC'DC||;

=QQ"AQQ"U, - U, U QQ"AQQ" U, |
_ LAk

< 1Al 1)
From Lemma 5, with probability at least 1 — ,, we get that for all ¢ € [p], we have:

A T TA T < HAH2

(U, QQ7AQQ Uy) — Ni(A)| = - (22)

Combining (21) and (22), and using triangle inequality we have for every i € [p] (for some constant
cq > 0),

2[|Afl
o — M) < 1AL (28)
We now prove that the «;’s (for all ¢ € [p]) are a permutation over
Al(QQTAQQT),...,)\p(QQTAQQT). Suppose that this is not true, i.e., there ex-
ists some j € [p] such that o; = X\ (QQTAQQT) for some r > 1. So we have

M (QQTAQQT) — N;(A)] < 2”AH2 . Now, by the minimax principle we have

M+ (QQTAQQT)| < [Ap41(QQTAQQT)| < [Aps1(A)]-
Using triangle inequality, we have:

A
M(A)]~ A (A)] < I (A)] — Phpr(QQTAQQT) < 11(A) — Ay(QQTAQQT)| < ZIAT2

From Lemma 3, we have 0,(A) — opy1(A) > 27‘1‘3!11 for some constant c. For a large enough ¢, we

have 2HA||2 < 2237!11 and thus, we have a contradiction. So we must have v; = A;(QQT AQQT) for

some z € [ |. Choosing the constant ¢; to be suitably gives us the bound. O
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3.1.3 Bounding the spectral norm after deflation

In this section, we bound the spectral norm of the matrix A after deflating its top subspace using the
converged eigenvectors from the randomized block Krylov algorithm (Algorithm 2). More formally,
let Zg = QVg be the output of Algorithm 2. Let P =1 — ZSZE, i.e., the projection matrix onto
the subspace orthogonal to Zg. Then, we bound ||PAP||3 based on the fact that Zg must contain
the top p eigenvectors of A for some p <[ as proven in Theorems 5 and 7, provided the assumptions
in those theorems hold for A. We first bound the spectral norm after deflating exactly the top p
subspace of A.

Lemma 6 (Spectral norm bound after deflation). Consider the setting of Theorems 5 and 7. Let
c1,d >0 be some constants. Let Z, € R"*P be as defined in Theorem 5. Then,

[ Al
(X = Z,Z))A(L = Z,Z)) |2 < o1 (A) + ==,

net
with probability at least 1 — ﬁ

Proof. Let the bounds from Theorem 5 and 7 hold with some constant co > 0. Assume for contra-
diction, that [|(I—Z,Z])A(I—Z,Z])|l2 > opi1(A) + 1Az Then, there exists some eigenvector

nc2/271 .
x of (I— ZpZZ)A(I - Zng) with corresponding eigenvalue A such that |A| > 0,11 (A) + n!f/ljil.

Since any eigenvector corresponding to a nonzero eigenvalue of (I — ZpZZ)A(I - szg) must lie in

the column space of I — ZPZZ, they will be orthogonal to Z, and thus, we will have ng = (. Since
we have (I — ZpZI:f)A(I - ZPZ;;F)X = \x, we get that (I — Zng)Ax = Ax. Then, we have

20p11(A)[All2 | IA[13
n62/2—1 nc2—2 .

IAX3 > X% > 07,1 (A) + (24)

Let Z' € R™P*! such that the first p columns of Z’ are the columns of Z, and (p + 1)th column

is x. From Theorem 5, we have that AZ, = Z,A, + E where |E[z < A2~ Then, we have

n
A A
HEHF < \/ﬂlm I < 14l

— pc2—0.

= and thus, we get:

1AZ, 7 > (1ZpAp ]l F — IE|F)?

A [All2 o

> (”ZPAPHF - 77,02_0'5) (25)
~ o2, A3 Ao A2

2 ||ZPAP||F + n2cz—1 - 2”ZPAPHFTLC2,QA5
~oz . IAE  2]Al3

> HZpApHF + n2c2—1 B nc2—1

p 2 2

A 2||A
=Y 07(QQ"AQQT) + JJQCJE e
=1

(26)

ncg—l ’

for some constant C' > 0. The first inequality above follows from the triangle inequality, the second
from the bound ||E|p < 1ALz and the third from expanding the quadratic expression. The

— pc2—0.5

fourth bound follows from ||Z,A, || = || Apllr < VRl A,z < v/nl|Alls (where we use the fact that
~ 2
1QQTAQQT |2 < ||Al]2 and Z, is an orthonormal matrix) which gives us || Z,A, | r||E||r < 1AL,

|
ne2—1"

23



The final step follows from the fact that Z, and ./~Xp contain the top p eigenvectors and eigenvalues
of QQTAQQT. By the Pythagorean theorem, we have

ne _ 2 2 N~ 20007 ., JIAIZ  2(Al3
IAZ'|: = |AZ,|7 + | Ax[3 > > 07(QQTAQQT) + e

=1

+oo(A) +

ncg—l

20p11(A)[[All2 | [IA]3

ncz/Z—l ne2—2’ (27)

where the last inequality follows from the lower bounds in (24) and (25). From Theorem 7, there
exists a permutation S : [p] — [p] such that for every i € [p] (and for some constant C’ > 0),

INi(A) = s (QQTAQQT)| < 18z o
Ni(A) + A5 (QQTAQQT)([All> _ 2/|A |3
ne2 - ne2
where we upper bounded X;(A) and Ag;(QQTAQQT) by [|All2. Thus, we have A?(A) <
22, (QQTAQQT) + AL o o2(A) < 02,(QQTAQQT) + AL for every i € [p]. Adding

N(A) - 25,»(QQTAQQT)| <

up both sides over i € [p] we get that >0 02(A) < >P  02(QQTAQQT) + 211!2\\% <
P oX(QQTAQQT) + AL 5o, we get:
~ > - T ry 2lAlR o
Y oi(A) +op(A) <) 07 (QQTAQQT) + = TTE + 07, (A)
i=1 i=1
P 2 2 2
T . IAlz _ 2[Allz | » A3
:204@@ AQQY) + - - T opa(A) + T
2 A)||A Al3 A3 4lA3 | 2 A)||A
4 2ol )_H Hz_(H Hz I ”f A J|2+ Tp+1( )_H ||2)' (28)
n@/2 1 nc2—2 n2c2—1 ne2—1 ncz/2 1

A2 A 4|A 2 A
For large enough n and ¢y, we have 262!22 + n||262H31 I H2 + J”‘LiQ(/Q)”l l2~ 0. Thus from the

L27

lower bound (27) on ||[AZ’||% and from (28), we get Zerll 02(A) < |AZ'||%. But, by the minmax
principle for singular values, we have maxy cgnx(+1) vrv_1 ||AV||2 =y H 02(A), which results in

a contradiction as Z’ is an n x (p + 1) orthonormal matrix. Thus, we must have ||(I — ZpZ;:;F)A(I _
A
Z,Z)2 < 0p1 (A) + SR O

We now prove our main result which bounds the spectral norm of the deflated matrix PAP.

Theorem 8. Consider the setting of Theorem 5 and let the error bound of Theorem 5 hold for some
constant ¢ > 0. Let Algorithm 2 be run with the inputs A € R™™ "™, block size | € [n] and = c3/2.
Let S be the set of indices as defined in Algorithm 2 such that for any 1 € 8, the eigenvector v;
and corresponding eigenvalue \;(QTAQ) of QT AQ satisfies || AQv; — \i(QTAQ)Qv;||2 < ”AH2 for
some constant ¢c; > 0. Let P =1 — ZSZE where Zg = QVg is the output of Algorithm Z Then,
for come constants co,d > 0, we have:

[A[l2

ne2

IPAP|; < 20111(A) +

)

with probability at least 1 — %
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Proof. Observe that if v is an eigenvector of QT AQ (where Q is an orthonormal basis of the
Krylov subspace K4 in line 3 of Algorithm 2) with corresponding eigenvalue A, then z = Qv is an
eigenvector of QQTAQQT with eigenvalue A as Q is an orthonormal matrix. Similarly, for any
eigenvector z of QQTAQQT, there is a corresponding eigenvector Q”z of QT AQ with the same
eigenvalue. Thus, we can interchangeably refer to the eigenvalues and eigenvectors of QQTAQQT

instead of QT AQ in our proof. Let a = max <01+1(A), Hné/Hf) for some constant ¢ as defined in

Lemma 3. We will now prove the Lemma by considering the two cases below:

Case 1: Let there be some k € [I] such that ox(A) > 2« and o;11(A) < 2. Let p € [k, 1] such

A
that 0,(A) > Ja, 7y(A) = 0p11(A) = 570

any i € [p], we have [|Az; — \(QQTAQQT)zi |2 < |AZ, — ZpA,|lr < AL Thus, as § = ¢3/2 in

Algorithm 2 we have ”:;!2 < HA% and the convergence condition in line 7 of Algorithm 2 is always

satisfied for the top p eigenvectors of QQT AQQT. So, we must have [p] C S, and Zg must contain
at least the top p eigenvectors of Q7 AQ. Thus, observe that using Lemma 6, for some constant c4,
we have |[PAP|» < [|(I-Z,Z0)A(1-Z,Z7) |2 < 0pir(A) +1A12 < 5, (A) + 1AL < 0 IAI2 <
2(o141(A) + ”AH2) + H‘:# <20111(A) + 2”‘3!2 + ”A”2 So, for some constant ¢z > 0 we get:

ne/2

as defined in Lemma 3. Then, from Theorem 5, for

[A[l2

ne

IPAP|; < 20111(A) +

Case 2: If no such k € [] exists, we will have 0;(A) < 2« for all i € [n]. So, as P is a projection
matrix, we have |PAP|2 < ||All2 < 2a < 20141(A) + 21'1'%!2. This completes the proof after
choosingthe constant carefully. O

3.2 Error Bounds for moment matching with deflation

In this section, we prove the final error bounds for Algorithm 1. We first prove the existence of a
matrix B that is close in spectral norm to A such that the converged eigenvectors and eigenvalues of
QQTAQQT as defined in line 7 of Algorithm 2 are a subset of B’s true eigenvectors and eigenvalues.
First, we state a simplified version of a backward perturbation bound from [Sun95].

Theorem 9 (Theorem 3.1 of [Sun95]). Let A € R™™ be a symmetric matriz. Let X € R™ and
A € R™! (where A is diagonal) be such that ||AX XAl < A for some A > 0. Let R = AX—XA.
Let X = PH be the polar decomposition of X. Then, there exits a symmetric matric H € R™"

\/ R PLlR
such that (A + H)P = PA and |H||p < H lFﬂ(lx) I where P+ =1— PPT.

Using Theorem 9, we state a backward error bound for the deflation algorithm which we will
use in the final error analysis.

Lemma 7 (Wasserstein Error using Backward Error Bound). Let A € R™*™ be a symmetric matriz.
Let Zig and Ag be the outputs of Algorithm 2 with A as input. Then there exists a symmetric matrix
B € R™ ™ such that

BZs = ZsAs and |A — B> < | ,”f,
TL

where > 0 is the constant defined in Algorithm 2.
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Proof. We will apply the backward perturbation error bound of Theorem 9 to prove the existence
of B. Following Theorem 9, we have X; = Zg and hence, P1 = Zg since Zg is an orthonormal

matrix and its polar decomposition is equal to itself. Next, observe that omin(Zs) = 1 and |R/|% =

|AZs — ZsAs|2 = s lAz — M(QTAQ)z; |3 < JJQAﬁ!%l where the last bound follows from

the fact that ||Az; — \(QTAQ)zl2 < % as stated in line 7 of Algorithm 2. We also have

~ ~ ~ A 2
1(Zs) L (Zs)TR||% = |(I — ZsZL)(AZs — ZsAg)||% < ||AZgs — ZsAg|% < T'L'Qﬁ!% where the last

step follows as I — ZSZE is a projection matrix. Thus, there exists a symmetric matrix H such

~ R V4 R
that (A+H)Zg = ZgAg and |H||p < \/” ”iﬂ‘( s) LRIy < HAHQ . Setting B = A + H gives us the

required matrix. O

We now prove that the output of Algorithm 1 of [BKM22| using the modified moments 7; as
inputs for ¢ € N (as defined in lines 4-6 of Algorithm 1) must be close in the Wasserstein distance
to the spectral density defined by the non-zero eigenvalues of the deflated matrix PAP.

Lemma 8 (Modified SDE bound for deflated matrix). Let A € R"*™ be a rank n — r symmetric
matriz for some r € [n] with spectral density sa(z) such that |\ (A)| < 1. Lete € (0,1), N =0 (1)
and Tq,...,7n be the estimates of the top N normalized Chebyshev moments of A estimated using
Algorithm 2 of [BKM22]. Define #; = - (n7; —rT;(0)) fori € [N] where T;(0) is the i'" normalized
Chebyshev polynomial. Let the density function q(x) be the output of Algorithm 1 of [BKM22
with #1,...,7x as the inputs for the moment estimates. Let sy (z) = — > im1 (@ — Ai(A)) be
the probability density defined by the top n — r eigenvalues of A, A\i(A),...,\p—r(A). Then, with

probability at least 1 — 9§, we have:
ne

Wl(sil&7 Q) <
Also, estimating the density function q using Algorithm 1 of [BKM22] and also using Algorithm 2
of [BKM?22] as a subroutine to estimate the moments, requires O (E) matriz-vector products where

b = max(1, nC? log? % log? 1).

n—r

Proof. Lix(Ti(A)) = LY Ti(\(A)) = L S0 Ti(A)) + ET(0) for i € [N] are the top
N normalized Chebyshev moments of sa(z) = 13" §(z — A\;(A)). Then, the i*" normalized
Chebyshev moment of s (z) is given by T = nir_ngz_{ﬁ()\] (A) = 2 %Z?le( (A))

By setting A = m (where N is the number of Chebyshev moments estimated), using
Lemma 4.2 of [BKM22], we get that with A as the input, the normalized Chebyshev moment

estimates 7; returned by Algorithm 2 of [BIKM22] must satisfy }ﬁ- — Lt (Ti(A))] < m for all
i € [N]. So, we have:

R , no r o - 1 e -

P =T = i — 7;(0) — T;(Aj (A

=l = | = 10 - 5 X Toy(a)

n _
= 7 — —tr(T; (A
- )
v (29)




where the second step follows from the fact that A\,—,+1(A) = ... = A, (A) = 0 by assumption. The
density ¢ returned by Algorithm 1 of [BKM22] is defined on a (d + 1)—length evenly spaced grid
Xa=[-1,-1+2,...,1—2 1] for d = [N3/2]. Let zy = [1]/1,73/2,...,7y/N] and z4 = T+l
where (T,4T) € RVX(@+D) guch that (Tgth),; = Ty(—1 + %])/z fori € [N], j € {0,1,...,d}. Also,
let z = [T1,72/2,...,7n/N]. Then, using triangle inequality, we have

lzg = 2o ll1 = llzg = 2lls + |2 = 2o [1-

Now, ||z — z¢|1 < Zfil(ﬁ —70)/i < o men - Hn < §gi—y Where we use (29) to bound 7; — 7/

and H,, is the n'" harmonic number. Next, consider the following distribution ¢* on X, as defined
in Lemma 3.4 of [BKM22]:

1 n—r
q(z) = d(x —argmin [p — \;(A)]).
(9= 5 X0 —wrgminlp — (A))

¢* is the distribution corresponding to moving the mass from each A;(A) to its nearest point on

the grid X4. We have Wi(sy,q*) < é due to the earth mover’s distance interpretation of the
Wasserstein-1 distance. Let zg = [(¢*,T1),...,(¢",Tn)/N]. Now, from Line 3 of Algorithm 1
of [BKM22], g is defined as the density which minimizes || T2 g—z|1. Thus, we have || T4 g—z||; <
|zg« — 2||1. Then, following the proof of Lemma 3.4 of [BKM22] exactly, we can upper bound
|2q+ — 2|1 by & using the properties of Chebyshev polynomials which gives us ||T]$+lq —zh < 3.
Thus, we get ||z, — 251 < (nfﬁ Finally, following the proof of Lemma 3.4 of [BKM22|, Lemma
3.1 of [BKM22] gives us the final bound on Wi(sy, q).

Note that the number of matrix-vector products is obtained by setting A = m in Lemma

4.2 of [BKM22]. 0

We now prove the final error bound for Algorithm 1. We will first show using Lemma 7 that there
exists a matrix B such that its spectral density is very close to that of A and Zg and Ag (the output
of Algorithm 2) are a subset of the eigenvectors and eigenvalues of B. Then, it is enough to estimate
the spectral density of B. We already know the eigenvalues Ag of B. So we just need to estimate
the spectral density of its remaining eigenvalues (which is equal to the part of the spectral density
of the deflated matrix PBP corresponding to the eigenvalues with eigenvectors which lie in the
subspace orthogonal to Zg). To do this, we first observe that the spectral density of PBP is again
close to that of PAP. So, it is enough to estimate the spectral density of the eigenvalues of PAP
corresponding to its non-deflated eigenvectors. We show this is exactly estimated by Algorithm 1
of [BKM22] by appropriately modifying the Chebyshev moments of PAP to account for the zero
eigenvalues corresponding to the deflated eigenvectors.

Theorem 1 (SDE with Explicit Deflation). Let A € R™ ™ be a symmetric matriz. For any
€,0 € (0,1), I € [n], and constants c,c; > 0, Algorithm 1 performs O (llogn—l— g) matriz-vector
products with A where b = max (1, # log? %log2 %) and computes a probability density function q

such that
A2

nC

)

Wi(sa,q) < eopp1(A) +

1

neL *

with probability at least 1 —
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Proof. Let Zg € RIS and Ag € RISIXISI be the output of Algorithm 2, in line 2 of Algorithm 1.
Recall that Zg = QV g where Q is an orthonormal basis of the Krylov subspace of A (Definition 2.1)
with a starting block X € R™*! containing random A(0,1) Gaussian entries and the columns of
Vg are all the eigenvectors of QT AQ with the corresponding eigenvalues along the diagonal of
As € RISXISI such that for any i € S, [|[AQv; — (Ag)iQvill2 < % for some constant 3 as
defined in line 7 of Algorithm 2 (here v; is an eigenvector of QT AQ corresponding to eigenvalue
Ai(QTAQ)). Equivalently, for every i € S, z; = Qv; is an eigenvector of QQT AQQ” corresponding
to an eigenvalue \;(QQT AQQT). Now, using Lemma 7, there exists a symmetric matrix B € R"*"
such that BZg = ZgAg and |A — Bl|y < Hﬁ—l‘f. Using Weyls’ inequality (Fact 1), for all i € [n] we

have
Al

nf-1

[Ai(A) = Ai(B)| < (30)

Then, % Yo N(A) =B < lf;‘ﬂf Using the earth mover’s interpretation, this implies that:

A2
Wi(sa,sB) < -1’

(31)

where sg is the spectral density of B. Since 8 = ¢ as defined in line 2 of Algorithm 1, it is enough
to bound Wi (sg, q).

Since BZg = ZgAg, the eigenvalues \;(QT AQ) such that i € S are also eigenvalues of B. Let
S1 C [n] be the set of indices of the eigenvalues of B such that |S;| = |S| and for each i € Sy,
there exists some j € S such that \;(B) = A\;(QTAQ). Let [—Ly, L1] contain the support of both
s and ¢ (the output of Algorithm 1). Let P =1 — ZSZE. Note that, from Algorithm 1, we also
have ¢(x) = |S|QI(:E)+(T;L_|S|)Q2($)) where ¢;(x) = Iiél Z'zi‘l 5(z — (Ag)ii) = ﬁ Sies 6z — A (QTAQ))
(as defined in Line 2 of Algorithm 1) and ¢a(z) = ¢4(z/L) for = € [—L, L] where ¢} is a density
supported on [—1, 1] which is the output of Algorithm 1 of [BKM22| with the modified approximate
moments of $PAP as defined in lines 4-6 of Algorithm 1 (where |PAP|, < L < 2[PAP|5).
Wi(sB, q) can be written as:

Ly

Wi(ss,q) = ) h(z)(sB(z) — q(z))dz.

Let h*(x) be the 1-Lipschitz function which maximizes the integral above. Then, using the definitons
of sg and ¢ we have:

w _/L1 ’ Ly - - = - T n—|S]|
m )= [ W) |3 a - LS 6l L (QTAQ) ~ T Plgy(a) | da
— i=1 ]ES
’S| b * T
= — h*( o(x o(x A d
n /_L1 26251 |S|Z Ai(QTAQ)) | dx
I
TL—|S| o *
+— 7L1h(x) n_|5|%5 )) — qo(z) | d. (32)
Ip)
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We have I1 = 0 by definition of the sets S and S. Thus, we have W1 (sB,q) = ‘S|I2 We now
bound I.

Observe that any eigenvalue A;(B) such that ¢ ¢ Sy, is also an eigenvalue value of PBP. To see
this, let x; be the corresponding eigenvector of B. Then, observe that PBPx = PBx = )\;(B)x
as ZLx = 0. Also both PBP and PAP have |S| (where |S| = |S;|) eigenvalues equal to 0 (with
the corresponding eigenvectors being the columns of Z). Let So C [n] be the set of indices such
that |S2] = n — |S1| = n — |S] and for every j € S, there exists some ¢ € [n] \ S; such that
;i (PBP) = \;(B). So, we can write I as:

Ly
I, = / h*(x) o |S| Z 5 — QQ(x) dx

,Ll gSl

Ly
:/ h* (x) n_|S|Z<s \(PBP)) — go(2) | da

—LI 1€S9

- / " n*(x) Z 5(z — \(PBP)) Z 5(z — \(PAP)) | da

—L1 1652 165’2

t1

Ly
+ / h* (x Za M\i(PAP)) — go() | da. (33)

1652

to
Using the fact that P is a projection matrix and Lemma 6, we again have that |PAP — PBP||y <
IP(A—B)P|2 <||[A—-BJ:2 < D;g‘—,”f. Thus, using Weyls’ inequality (Fact 1) we have |\;(PBP) —

Ai(PAP)| < ”A”2 for i € [n]. We can bound ¢; using the earth movers’ interpretation of the
Wasserstein-1 dlstance as

> IM(PBP) — \;(PAP)| < 1A - ”12 (34)
1€S2

!S!

We bound ¢, next. Since all eigenvalues of +PAP are in [—1,1] and PAP has at least n — ||
eigenvalues equal to 0 as described previously (corresponding to \;(PAP) where i ¢ S3), according
to Lemma 8, the density g returned by Algorithm 1 of [BKM22] in line 6 of Algorithm 1 satisfies
the guarantee

ne

Wi (S/PAPa q,2> < =18 (35)

1y
with probability at least 1 — 0 where spap(z) = > ics, M%i—w. Since ¢4 is supported on

[—1,1], we set ga(x) = ¢h(x/L) in line 7 of Algorithm 1 when x € [—L, L] and ¢2(x) = 0 otherwise
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so that go is now supported on [—L, L]. So we get that

ty = /_L h*(z — |S| Z d(x — N(PAP)) — go(x) | dx

_/1 h*(Lx) Zd Xi(PAP)) — qo(Lx) | dx
-1 ZESQ

i PAP) e i
_/1h(L zs;a( MEERD) e |

< o o[ e | (e 2B e

h1€1-Lip €S,

—Iw, (saaAP, qg)
ne

NCEEN

In the first step above, we use the fact that the densities are supported on [—L, L] instaed of
[—L1, L1]. In the second step, we rescale the integrals from [—L, L] to [—1,1]. In the third step, we
use the fact that ga(Lx) = ¢4(z) and n%lsl Y ies, 0(Lx — Ni(PAP)) = H%IS\ D ics, 0 (m - @)
when z € [—1,1]. The fourth step follows from the fact that h*(Lz) is an L—Lipschitz function and
the final two steps follows from the definition of the Wasserstein-1 distance and (35).

Since ||[PAP|2 < L < 2||PAP]||y from Theorem 8, for some constant co > 0, we have L <
2|PAP|2 < 20141(A) + ” H2 . Thus, we get:

ty < ﬁ : (QUHI(A) + 2‘nA02”2) : (36>

From (33), using the bounds on ¢; and t2 from (34) and (36), we get [y < ”A|

<2al+1(A) + M) Using the bound on I5 and the fact that I; = 0 in (32), we get:

n

S
ull +
n

Al Al

Wl(SB?q) S nc2 ’)’Lﬁ_l .

—|S
i n| |I2 <eo1(A) +

Finally, using triangle inequality and (31), we get that, for some suitable chosen constant ¢; > 0:

ellAllz | 2[Al-

Wils,q) < Wi(sa, sB) + WisB, ¢) < o1 (A) + == oy

Al

net

<eoy1(A) +

This completes the proof.
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Matrix vector products. Line 1 of Algorithm 1 calls Algorithm 2 with A as input which uses
O(llogn) matrix vector products with A to form the Krylov subspace in Line 2 of Algorithm 2
(since the Krylov subspace has depth O(logn) and block size [). By setting the error parameter € in
Algorithm 2 of [MM15] to 0.5, we get an output L’ in O(logn) iterations such that 0.5|PAP|y <
L' < ||PAP||s. Then, we can set L = 2L’ such that [|[PAP||s < L < 2||PAP||; as defined in Line 3
of Algorithm 1. Also, Algorithm 2 of [BKM22] is called with the deflated and scaled matrix %PAP
as input in line 4 of Algorithm 1. According to Lemma 8, this uses O (g) matrix vector products
with PAP where b = max( , nl log2 2 og? 1) ie. O (b) matrix vector products with A , since
§ > L (for some ¢/ > 0). Finally, Line 5 of Algorithm 1 calls Algorithm 2 of [BIKM22| Wthh uses
at most O(log n) extra matrix vector products. Thus, the total number of matrix vector products
is O(llogn + 6) where b = max(1, Ti log® 2 log? 1). O

We now state a simple corollary which shows that we can get Wasserstein-1 error depending
on the Schatten 1-norm of A by appropriatley balancing the errors from deflation and moment
matching in Algorithm 1.

Corollary 1. Let A € R™ "™ be symmetric. For any e € (0,1) and some constant ¢ > 0, there exists

@ + f log? n) matrix vector products with A and computes

[M —[[All:] < elAflr-

an algorithm that performs O (
M such that, with probability at least 1 —

ﬁ;
Proof. Set the block size as | = @ and the error parameter €' to O(ﬁ) of Algorithm 1. Let

g be the output of Algorithm 1 using O (l logn + g) =0 (@ logn + v/nlog? n) matrix vector

oy y1(A) [Allz o [A[L 4 [[All2
NG +c/4_f+nc/4—

. Then, using ¢, we can construct a list of n values [)\1, el S\H] in time linear

products with A. Then, from Theorem 1, we have Wy (sa,q) <
EHAlll + IIAH2 26|I7ll\||1

inn and L 1 such that Y7 |Ai— | < 2AL™ <o Al (see [CSKSVIS], theorem B.1 in [BKM22]).
Adjusting e by constant factors gives us the final bound. O

4 Analysis of Stochastic Lanczos Quadrature

In this section, we give our error analysis of Stochastic Lanczos Quadrature (SLQ) (Algorithm 4)
by showing that it implicitly performs a deflation of the input matrix. Our analysis shows
that for a symmetric A € R™" SLQ achieves an error bound of eoji(A) + O(W) using
O(lloggm% + Llog ) matrix vector products with A for any | € [n], € = Q(1/y/n), failure
probability § € (0,1) and where gpi, (minimum singular value gap) and x (condition number) are
as stated in Theorem 3. Hence, it almost matches the error bounds of the explicit deflation and
moment matching algorithm (Algorithm 1) we described in the previous section (up to the additive
l”AH2 factor). Roughly, we show that the large magnitude eigenvalues of A are estimated almost
exactly in O(l log ——+ ¢ Llog %) iterations of Lanczos (Algorithm 3). Estimating the spectral den-

sity of the small magmtude elgenvalues requires a further O (1/e) iterations. Then, we give a simple
variant of SLQ, which we call the Variance Reduced SLQ (VRSLQ) which sets the weights of the
converged eigenvalues in the final distribution correctly so that we end up getting an error bound of
ea+1(A)+ O(lal“( )) We note that the SLQ algorithm described in this paper (Algorithm 4) uses
only one random starting vector for simplicity, though in practice, we can get better concentration
when the resulting distribution is averaged over multiple random starting vectors.
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This section is organized as follows. In Section 4.1, we first derive a loose error bound of €||A||2
for SLQ using a simple moment matching based analysis. In Section 4.2, we derive error bounds
for approximating the top eigenvalue and eigenvector of a matrix using the Lanczos algorithm.
In Section 4.3, we give a tighter error bound of eo;11(A) + O(W) for SLQ by showing that
it implicitly performs deflation and approximates the top eigenvalues (by using the error bounds
developed in Section 4.2) followed by moment matching. In Section 4.4 we describe the variance
reduced version of SLQ and then give the error bounds.

Notations: Throughout this section, U(S™~!) denotes a uniform distribution on the unit sphere

of dimension n. Also, for two random variables X and Y, X 2y implies they have the same
distribution.

4.1 SLQ bounds via Moment Matching

In this section, we derive an error bound for SLQ (Algorithm 4) using a simple moment matching
based argument. We begin by describing the Lanczos algorithm (Algorithm 3) on which SLQ is
based. The Lanczos algorithm iteratively constructs an orthonormal basis of the Krylov subspace
g, Ag, ..., A" lg] generated by an input matrix A and a random starting vector g of appropriate
dimensions such that T = QT AQ where T is tridiagonal and where Q is an orthonormal basis of
the Krylov subspace that is computed by the Lanczos algrorithm.

Algorithm 3 Lanczos algorithm ([Lan52, GMO09, CTU21])

Input: Symmetric A € R™*" starting vector g € R™, number of iterations m.
1: Set q1 = g/||gll2, a1 = af Aq1, @2 = Aq; — a1q; and initialize T € 0™*™ with T3 = ;.
2: fori=2,...,mdo

3: Let n;—1 = HQZHQ

4: Compute q; = q;/n;—1 (i.e., normalize q; to obtain Lanczos vectors q;).
5: Compute «; = q;fFAqZ-.

6:  Set Qit1 = Aq; — Qi — Ni—19i—1-

T Set T;; = «;, and Ti,i—l = Ti—l,i = 1i—1-

8: end for
9: return T, Q where Q € R"*™ is a matrix whose i*" column is q;.

We have the following well known identity for the Lanczos algorithm (for eg. see [GM09]), which
we prove here for completeness.

Lemma 9. ([GM09]) Consider Algorithm 3 run with input A € R"*", starting vector g € R™, and
number of iterations m. Let T € R™*™ Q € R™™ ™ be the outputs of the algorithm. Then, for any
k€ [m — 1], we have AFg = QT*QTg.

Proof. The Krylov subspace generated by Algorithm 3 is K., = [g, Ag, A%g,..., A" lg] after m
iterations. Since Q is an orthonormal basis of IC,,, the columns of C,,, are spanned by the columns
of Q. Let x = ||g||2e1 (recall e; is the first standard basis vector with a 1 in the first position). So,
we have g = Qx.

We show that for any p € [m], APg = QTPQTg, via induction. Observe that for p = 1,
QTQ"g = QTQTQx = QQTAQx = QQTAg = Ag, where in the last equality we use the fact
that Ag is a column of C,,,, and so it is spanned by the columns of Q. This shows that the base case
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for our induction is true. As the inductive hypothesis, assume A*g = QT*QT'g for some k € [m—2].
Then observe that QT*T1QTg = QTQTQT*Q”g = QT*QTA*Fg = QQTAQQT A¥g, where in
the third equality we use our inductive hypothesis. Since A*g is a column of K,,, A¥g must be
spanned by the columns of Q. So we have, QQTAQQTAFg = QQTAA*g = QQTAFt1g =
AFtlg where in the last step we used the fact that A*+lg is also spanned by the columns of Q.
This completes our proof. O

We now state the SLQ algorithm for spectral density estimation.

Algorithm 4 Stochastic Lanczos Quadrature (adapted from [CTU21])

Input: Symmetric A € R™ " number of iterations m(< n).
1: Sample g ~ U(S"1).
2: Run Lanczos (Algorithm 3) with inputs A, g and m to compute symmetric tridiagonal matrix
T € R™*™ orthonormal basis Q € R™ ™. Let the eigenvectors of T be v, ..., V.

3: Set f(z) =31, w?d(:r — Xj(T)) where w; = vl'e; where e; € R™ is the first standard basis

J
unit vector (i.e. a 1 in the first position and a 0 everywhere else)

4: return f(x)

We give an error bound for SLQ by showing that the normalized Chebyshev moments of the
output density are approximately equal to the normalized Chebyshev moments of the spectral
density of the input matrix A. We start by proving a lemma showing that the jth Chebyshev
moment of the output of SLQ f for any j < m — 1 is exactly given by gTTj(A)g where g is the
random starting vector.

Lemma 10. Consider Algorithm J run with input A € R™ ™, number of iterations m, and sampled
vector g ~ U(S™Y) in line 1. Let f(z) = Y it w2d(x — N(T)) be the output of the algorithm.
Then, for any j € {0,1,2,...,m — 1}, (T, f) = g’ Tj(A)g.

Proof. Let L = ||T|2. The j* normalized Chebyshev moment of f is given by
- I = £ o= _

@) = [T = 5T Y e - AT = Y, w?h((T)

it Tin(T))ef vivier = ef (37 Tj(Ai(T))viv] ) er = e{ T;(T)ey.

Let Q be the orthonormal basis computed by the Lanczos algorithm (Algorithm 3) in line 2
of Algorithm 4. From Lemma 9 we know that APg = QTPQTg for any p € [m — 1]. Thus,
T;(A)g = QT;(T)Q”g for any j < m — 1. Note that Qe; = g since g is set as the first column
of Q in Algorithm 3 (g is a random unit vector). Thus, we get el'T;(T)e, = g7 QT;(T)QTg =
g' Tj(A)g. D

We next prove that the i*" normalized Chebyshev moment of the output of SLQ f is almost
equal to the ith normalized Chebyshev moment of the SDE of A via the error bounds for a modified
hutchinson’s trace estimator [MMMW21] that uses a random vector on the unit sphere as opposed
to a gaussian or a random sign vector. We note that the analysis of hutchinson’s using a random
vector on the unit sphere is different from the usual analysis which assumes the elements of the
random vector are independent and identically distributed with zero mean. We also note that we
require that SLQ use a random vector on the unit sphere as opposed to a say, a gaussian vector or
a random sign vector is because such a vector has the same distribution as a normalized gaussian
vector. As we will see, this helps us leverage the rotational invariance of the gaussian distribution
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to derive error bounds for the convergence of eigenvectors and eigenvalues while still ensuring that
the random starting vector for Lanczos is a unit vector. Hence, we first prove error bounds for
hutchinson’s trace estimator using a single random vector on the unit sphere in Lemma 11.

Lemma 11 (Hutchinson’s with random vectors on the unit sphere). Let A € R"*" § € (0,1/2] and
g ~U(S™ ). Then, assuming n > Q(log(1/6)) and for some fived constant C > 0, with probability
at least 1 — 9, we have that:

< C'log(1/6)

n

1
r(A) - e"Ag Al

Proof. We have g a #2 where y € R™ is such that y; ~ N (0,1) for j € [n] [CTU21]. Now,

\/Z;’:l Yi

using triangle inequality, we have that :

1 1 1 1
‘n tr (A) — gTAg‘ < ‘n tr (A) — nyTAy‘ + &' Ag - —y' Ay|. (37)

We will bound the terms individually. The first term is just the error bound for the hutchinson’s
estimator using a random gaussian vector. The second term can be bounded as the norm of y,
which is just a Chi-suared distribution, can be shown to concentrate around n using standard
concentartion bounds. First observe that, from Lemma 2 of [MMNMW?21], we have

1 log(1/4)

1 1
Liria) - yTAy‘ < Miray - yTAy‘ < 1osL/0) Ay, (38)
n n n n

with probability at least 1 —¢d. This bounds the first term in (37). Now, we bound the second term.
From (38), we have:

" Ay| < log(1/8)[AlF +tr (A) < log(1/0)[|Al|F + V/nl| Al p. (39)
with probability at least 1 — 6. Here, the second inequality follows from the fact that tr (A) <
V/n||Allrp. Observe that by the concentration properties of the Chi-squared distribution, we have
|Lyl3 - 1| < 10g(1/9) " with probability at least 1 — §, assuming n > Q(log(1/6)) [Wail9al.

n
Rearranging, we get

log(l/d
I¥l3 n
Thus, we have:
1 y'Ay 1
g’ Ag— yTAy‘ = 5 — yTAy‘
n Iylz n
1 n
< !yTAy\‘ 5 — ‘
n ¥l

log(1/9)

IN

L (tog(1/)|Allr+ VAl Allr) -2

210g®2(1/8)  24/log(1/6)
< (Bee L0 | 2SOsCE A
S3log(1/5)

A7
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where in the second step, we used the triangle inequality and in the third step, we used the upper
bounds from (39) and (40). In the final step, we used the fact that n > Q(log(1/6)). Thus, using the

upper bounds from above and from (38) in (37), we finally get '711 tr (A) — gTAg’ < Clog(léw

for some constant C' > 0. O

Lemma 12. Consider the setting of Lemma 10. For n > Q(log(1/4)), with probability at least 1—0,
|<Tl,f) — <Ti,sA>‘ < % for alli € {0,1,2,...,m — 1} where C > 0 is a large constant.

Proof. Observe that (T;,sa) = %tr(T;(A)). From Lemma 10 we have (T;, f) = g’ T;(A)g for
i€{0,1,2,...,m —1}. From Lemma (11), since n > Q(log?(1/4)), for every i € {0,1,...,m — 1},
with probability at least 1 — % for a constant C, we have:

_ < C'log(m/9)

u(Ti(A) - " Ti(A)g S

ITi(A)l[F < N

where in the second inequality, we used the fact that | 7;(A)[2 < 1 since |All2 < 1. Applying a
union bound for all i € {0,1,...,m — 1} gives the bound. O

We now state the final result of this section which gives the error bound for SLQ.

Theorem 10. Let A € R™™ be a symmetric matriz. Let f(x) be the output of Algorithm 4 with
input A and m = O (%) Then, for some constant C and for €,0 € (0,1), we have

C'log(1/€d)log(1/€)
vn

with probability at least 1 — 5. Also, Algorithm j performs m = O (%) matrix vector products with
A.

Wi(sa, f) < ellAll2 + A2,

Proof. Assume that we run Algorithm 4 with B = mA as input. Then, let sg be the spectral
density of B and let fg be the output of Algorithm 4 after m iterations. Then, observe that

Wi(sa, f) = [|All2 - Wi(sB, fB)-

Since ||Bll2 < 1, as stated in Lemma 10, the symmetric tridiagonal matrix T, which is the output
of Lanczos with input matrix B and starting vector g in Line 2 of Algorithm 4, can be written as
T = Q'BQ where Q is an orthonormal matrix. Thus, | T|2 = |QTBQ|l2 < ||BJ]2 < 1. So, the
support of density function fg output by Algorithm 4 is in [—1,1]. Using Lemma 3.1 of [BKM22]
for any two distributions sp, fg with support in [—1, 1], we have

36 m—1 Ti, _ ﬂ7
Wl(SBafB)SnH+2; 1§ SA>i ( f>|

From Lemma 12, [(T}, sg) — (T3, fB)| < % with probability 1—6 for i € {0,1,2,...,m—1} as
long as d € (%, 1) (due to the assumption n > Q(log(l/n))). By setting m = O(1/e), this gives us,
for constants Cy and Cy, Wi(sB, fB) < Cie + & bg(l/a;)
we get Wi(sa, f) < | A2Wi(sp, fis) < Crel[ Al + S0/ D 1080/ o,

Since the Lanczos algorithm is run for m = O (%) iterations, the number of matrix vector
products with A is O (%) O

0g(1/9) from the equation above. Finally,
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We also note that the second term w in the error bound €||Alj2+ w IlA |2

can be made smaller (< €||Al|2) by averaging the resulting distributions over multiple random start-
ing vectors in Algorithm 4 instead of a single random starting vector. However, this would complicate
the analysis for the improved deflation based bounds for SLQ that we derive in the subsequent sec-
tion as it would require carefully analyzing the convergence of the ‘average’ distribution for different
starting vectors for SLQ. Hence, we do the analysis with a single random starting vector.

4.2 Error Bounds for Lanczos

Since SLQ uses the Lanczos algorithm (Algorithm 3) as a subroutine, we now derive eigenvalue
and eigenvector approximation error bounds for the Lanczos algorithm, which is a Krylov method
with a single random starting vector. We will use some results and proof techniques developed
in [MMNM24] to derive our bounds. We start by describing the critical observation in [MMM24] that
the span of the Krylov subspace generated with a single vector as the starting block is the same
as the span of the Krylov subspace with a large starting block with fewer iterations. Let Krylov
subspace generated by Lanczos after ¢ iterations with starting vector g be

KA, g)=1g,... ,Aq_lg].

Note that here we overload the notation as in Section 3, we had defined K (A, g) in terms of AAT
and Ag while here we define it in terms of A and g. The Lanczos algorithm finds an orthonormal
basis Q of K,(A,g) such that T = QTAQ where T is a tridiagonal matrix. We are interested
in the bounding the error between the eigenvalues of T and the true eigenvalues of A. Since the
eigenvalues of T are the same up to a rotation of the orthonormal basis Q of the Krylov subspace,
the eigenvalues estimated by the Lanczos algorithm depends only on the span of the Krylov subspace
K generated after ¢ iterations and not on the specific Q found by Algorithm 3. Let S; be such that:

S = [g,Ag, A2g,---,AHg} : (41)
Then observe that:

span(KCy(A, g)) = span <[Sl, AS;, A%S,,. .. ,Aq_lSlD . (42)

So, the span of the Krylov subspace generated by Lanczos with g as the starting vector after ¢
iterations matches the span of the Krylov subspace generated after ¢ — [ + 1 iterations with S; as
the starting block. So, it is enough to analyze the orthonormal basis of Iy_;11(A,S;). Let Q be
the orthonormal basis for K,_;41(A,S;) found by the Lanczos algorithm (Algorithm 3). Similar to
Lemma 2, we first want to show that Q approximately spans the top subspace of A. However, note
that the proof of Lemma 2 relies on Lemma 1 which assumes that for the starting block X € R"*!,
we have rank(V'X) = . While this is true for a random Gaussian starting block X € R"*!, the
starting block S; in (41) is far from being completely random as its columns are highly correlated.
We will first prove that rank(S/U;) = [ (where U; € R™*! contains the first | columns of U) by
following the approach presented in the proof of Theorem 3 in [MMM24]. Then, we will apply
Lemma 1 to bound the projection error of the top subspace of A onto QQT.

Gap Dependence. We note that the number of iterations of Lanczos will depend logarithmically

on the inverse of the minimum relative singular value gap gmin = min,eq, % among
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the top [ singular values of A, similar to the bounds in [MMNM24]. We need gmin > 0 to prove
rank(UlTSl) = [ by using the fact that a degree [ — 1 polynomial cannot be exactly 0 of | distinct
points. Note that if gpi;,, = 0, then Q will not converge to the the top subspace. For example,
when A is an identity matrix, Q only spans the starting vector (which is always an eigenvector
of the identity matrix) and Lanczos never finds the other eigenvectors. In general, it is reasonable
to expect that for most matrices, gmin should be at least a small constant. We also note that the
bounds can be made gap independent by a random perturbation analysis as in [MMNM24].

Lemma 13. For a symmetric matric A € R™™" such that rank(A) > 1, let Q be an orthonormal
basis of the Krylov subspace KCq_111(A,S;) where S; = [g, Ag, Ag, ... ,Al_lg] and g ~ U(S" ).

c/4
0i(A)—0i+1(A) IAll2g5/2
ag; (A) nc/4

and let k € [l] such that ox(A) > 2a and ogi1(A) < 2a. Then, for any e € (0,1], 6 € (0,1)

o — HQCUQ and q = O(llog(gnﬁ) + %log(%’ﬁ)), we have

Let gmin = mingeq, . Let o = max (O‘H_l(A), > for some large constant ¢ > 0

cl

U. — T, |12, < —Imin :
|| k QQ kHF — (n‘fi)c/e

with probability 1 — 9.

Proof. Our proof will utilize the results and proof the techniques from Lemma 1, Lemma 2 and
Theorem 3 of [MMM24]. We will first prove that rank(S] U;) = I (where U; € R™! contains the
first [ columns of U) by following the approach presented in the proof of Theorem 3 in [MMNM24].
Noet that we can’t directly use Theorem 3 from [MMNM24] as it is stated for a gaussian starting
vector while our starting vector is random on the unit sphere. Observe that for any x € R/,

Six = p(A)g for some degree [ — 1 polynomial p with coefficients determined by the entries in x.

Also, by the rotational invariance of the gaussian distribution, we have (Ung)Z- LY where

!
V=1

y; ~N(0,1) for i € []. Then,

pA)

U/Six = Ulh(A)g = U/ Up(A)U"g : [Iyll2”

where A; contains the top [ eigenvalues of A on its diagonal. By Lemma 4 of [MMM24], we have
min;e y? > % with probability at least 1 — 4. Then, we can bound the numerator above as:

I 5 1
1Ayl =D (BN(A))*yF = % > (B(ni(A)))% (43)
i=1 =1

Since p has degree [ — 1, and none of the eigenvalues are repeated (as gmin > 0), ||[p(A;)y||3 > 0.
We also have |y[l2 > 0 with probability 1. Thus, we get that ||U}S;x||3 > 0 for any x. So,
omin(U]'S;) > 0 and hence, U7 S; is invertible which means rank(S? U;) = . Note that we also have
ok(A) > 2a > 207,.1(A) and so k € [I]. So, we can apply Lemma 1 to bound || sin ®(Q, Uy)|%.
Without loss of generality, assume that ¢ is odd. Let ¢(z) be a gap amplifying polynomial of

degree ¢+ 1 consisting of only even powers as defined in Lemma 4.5 of [DIKMI18] with parameters
ox(A)
o11(A)
polynomial of degree ¢ consisting of only even powers. For any i € [k], ¢(0;(A)) > 0;(A) > 0 as

a =o0141(A) and gap v = —1 > 1. Note that for even ¢, we can similarly define an amplifying
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oi(A) > ok(A) > (1 4+ 7)o14+1(A) = (1 + v)a by our choice of parameters for the gap-amplifying
polynomial. Thus, ¢(A,) is non-singular for any p € [I]. Let ® = U¢(A)UTS;. The columns of
® lie in span(K,_1) (42) and thus range(®) C range(K,—1) = range(Q). Also, #®' and QQT are
the orthogonal projectors onto range(®) and range(K,_1) respectively. So, following the proof of
Lemma 1 we get:

U — QQTUk|F < [l6(Ar, 1) 13ll0(A) 31107 Si(UTS) 3. (44)

Since ¢ is odd, ¢ + 1 is even, giving ¢(Xi(A)) = ¢(=Ai(A)) = ¢(0i(A)) for i € [n]. So, ¢(A; 1) =
#(3;, 1) and ¢(Ay) = ¢(Xy). Following the proof of Lemma 2 (which in turn uses Lemma 4.5
of [DIKMI18| based on the properties of ¢), we get the bounds

4 A
68l = 10811 < i) (45)
and
6(A0) 12 = 9(54)"l2 < o (A). (46)

So, the final step is to bound HU 1S1(UFS;))713. We will bound this by following the proof
technique presented in Theorem 3 of [MMNM24] to bound the same quantity. We just give an outline
of the proof and skip the details since the quantity is the same. Observe that we have:

U7, Su(US) x|

U7 Si(UF'S)) 13 = max

[[x]]2
HUuSlX”2 HUle(A)YH%
_ma Ti_ max o
U/ Sixlla aeg)<i-1 [[U]p(A)]3
A 2
_ max ||p( l,L)yHQ. (47)

deg(p)<i-1 ||p(A1)y||3

The denominator is already bounded from below in (43). We now bound the numerator following
the proof in [MMNM24]. Note that y? < 1+ 4log(1/§) for all i € [I] with probability at least 1 —§
by standard concentration bounds for chi-squared random variables [Wail9b]. Then, by a union
bound, max; y; < 5log(n/J) for n > 2. We thus have:

1A, L)y 3 < 5log(n/8) Y (h(Ni(A)))* < 5nlog(n/é) grel%(ﬁ()\i(A))V (48)
i=1
Then, combining (48) and (43), we get:
5mnl? 10g(n/5) maXzE[n]( (AZ(A)))2
267 Y1 (P(Ni(A)))?

by expanding p as a Lagrange interpolating polynomial

U7 Su(Ufs) 3 <

max;e ) (P(Ai(A)))?

Zz 1(25()‘7«(A)))2 - g?rfm
over 03(A),...,07(A) in exactly the same way as in the proof of Theorem 3 in [MMNM24]. We finally
get

We can then bound

5nl3 n
IUT (U7 8073 < 5 53 Vs ). (19)
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Then, using the bounds (49), (46) and (45) on the right hand side of (44) and using the fact that
ka(A)

V= A 1> 1 (by assumption) we get that for ¢ = O(l log(gmm) élog(%)) (as long as the
constant ¢ > 0 is large enough):
00T 112 01 (A) . ni*log(n/d) Jemin
HUk QQ UkHF <0 < ]%( ) 2(2q+1) min(\ﬁ,l)gﬁiinéﬂ < ('I’L . H;)c/g.

O

Based on the results from Lemma 13, we can now generalize the error bounds for the randomized
block krylov method in Section 3.1 to the single vector Lanczos Algorithm 3. We will utilize the gap
between the eigenvalues (gmin > 0) to give stronger convergence guarantees for the top k eigenvalues
and eigenvectors of QQT AQQT. We first state a stronger version of Theorem 7 which gives shows
that the large magnitude eigenvalues of QQTAQQT converge to those of A as long as there exists
some k such that oy (A) is larger than 0,1 (A) by at least a constant factor. Roughly, we are able to
prove the stronger statement as the gaps between the singular values ensure the estimated singular
values are also well separated.

Lemma 14. Consider the setting of Lemma 13. Let ¢ > 0 be the constant in the error boound of
Lemma 13. Then, for every i € [k], with probability at least 1 — &, we have:

1/2
A ]|29m]
IAi(A) = 2(QQTAQQT)| < - );7‘;;
Proof. First, we can follow the proofs of Lemmas 4 and 5 along with the stronger bound on ||Uj —
QQ"Uyg||2 from Lemma 13 to prove that the following guarantees hold with probability at least
1-6:

A cl
1. |QQTAQQT Uy - U,UF QQTAQQT Uy > < 121

cl
2. N(UTQQTAQQTU,) — A(A)| <

Next, we can follow the proof of Theorem 7, along with the stronger error bounds above and in

A 296,
nc/efl(h:)c/e )

i € [k], there exists some \;(QQTAQQT) such that:

Lemma 13, with the stronger bound of which (similar to (23)) gives us that for every

A ]|29500
P‘j(QQTAQQT) - )\i(A)| < W (50)

Using the min-max principle of singular values, o;(QQT AQQT) < ;(A) for all i € [n]. We will
now prove that j = i for all i € [k]. Assume, for contradiction, there exists some ¢ € [k] such
that (50) is only satisfied by some \;(QQTAQQT) such that j > i. Then, we get:
A(QQTAQQT) — Ai(A)] > 0i(A) — 7;(QQTAQQT)
> 0i(A) —0;(A)
> 0i(A) —0i11(A)

> gmingi(A)

2| All2g ) ||Al2gc
> ] > ) > min > min .
= gmlnak(A) = 29m1na = nc/4 - nc/e 1( )0/5
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for a large enough ¢ > 0. This contradicts (50) and thus, we must have j < i. We can similarly rule
out the case j < ¢. Thus, we must have j =i for every i € [k]. O

We next prove a stronger version of Theorem 5 below which shows that every eigenvector of
QQTAQQT, corresponding to a large magnitude eigenvalue, converges to the corresponding eigen-
vector of A as long as there exists some k such that o;(A) is larger than o;11(A) by at least a
constant factor.

Lemma 15. Consider the setting of Lemma 13. Let the eigenvectors of QQTAQQT be z1, ..., z,.
Then, for any i € [k|, with probability at least 1 — §, for some constant ¢y, we have

(exl) (exl)

2i — uill2 < —0 or [z + wifl < R
(n-K)= (n-K)=
Proof. From Lemma 13, we have that for any eigenvector w; of A for i € [k], QQTw; = u; + e;
where ||€;[|2 < 1A ”29“““ for some constant ¢ > 0. So, we have QQTAQQ™v; = QQTA(u; + ;) =

(nr)e/

)\Z(A)QQTUZ + QQTAGZ‘ = )\z( )(uz -+ ei) + QQTAei = )\1( )ui + )\z( )ei + QQTAei. Thus, we
get that

QQ"AQQ" u; = \i(A)u; + (51)
2|lA cl
where [|r;[[2 < 7'&'597‘“
Since the eigenvectors z, . .. , z, form an orthonormal basis for R™, we can write u; = > =1 052
where a; are constants such that Z 1 a = 1. Thus,
QQ"AQQ"y; = Z a;7;(QQTAQQ")z;. (52)

From (51), we get QQTAQQ"u; = > j-1Ai(A)ajz; + r;.  Hence, from (52) we have:

doimi Ai(A)ajzi+r =0 a2 (QQTAQQT)z;. Rearranging, we get: Z?Zl()\j(QQTAQQT) -
Xi(A))a;jz; = r;. Taking 2-norm on both sides, we get:

HZ()‘]( QQ"AQQ") — \i(A ))ajzjlla < (mm|)é/|€|2
7=1

. <l A
using the fact that |r;lls < 2minllAllz Now, sz_l()\j(QQTAQQT) — Ai(A))ajzjll =

(n H)c/e

\/Z] 1((QQTAQQT) — Ai(A))%a3 2. Thus, for all j € [n] we have

2||AH2-gm1n

A(QQTAQQT) — Ai(A)] - o] < (nor)le

(53)

Now, we have |\;(A) — M (QQTAQQT)| < IAll205 for i € [k], from Lemma 14. Also, from our

( K, L/2€
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assumptions on the singular value gaps, for any ¢ € [k] and j € [n] such that i # j,

[Ai(A) = Aj(A)| = |oi(A) — 0(A)] = gmin max(oi(A), 0;(A))
> gminai(A) > gminak(A)
> 2gmin@
A2
= (n-k)3e/4e’
Using the min-max principle of singular values, o;(QQTAQQ") < o;(A) for all i € [n]. So, for
j # i and i € [k], using triangle inequality we have that [A;(A) — \;(QQTAQQT)| > |\(A) —

3cl/4
M(A)] = [\ (A) — A, (QQTAQQT)| > IAlzshy ”A.“Q)i;;;ge . Thus, from (53), we get that:

(n-r)c/2e (nk
2[|A 295, 29500 l
laj| < (n-k)e/e < (n-r)e/e < r(rllj;ln)
CL] — HA” gcl/2 HAH 3({[/4 — 51/2 3c.l/4 — (n . /{)(04/6)7
(n,ﬁ)c/2e - (n,ﬁ)3c/45 (n‘ﬁ)c/Qe - (TL'K,)3C/4E

(cql)

for some constant ¢4 > 0. Since Y =1, we get that |a;| > 1 — (g¢ Let a; > 0. Then,

j=14 ] r)ea/el
using triangle inequality, we have ||u; —z;||2 = ||lwi—a;z;+2i(a;—1)]]2 < ||u;—a;zi||2+]|zi(a;i—1)|]2 <
(cqD)
12254 ajzjll2+a;i—1] < % where C’ is some constant. Similarly, we can show when a; < 0,
(cql)
lw; + 2|2 < (niﬁ% We complete the proof by choosing the constant ¢; > 0 suitably. O

4.3 Improved Error bounds for SLQ via implicit deflation based analysis

In this section, we prove the main error bounds for SLQ (Algorithm 4) by showing that it implicitly
performs a deflation followed by moment matching. We first show that there exists a polynomial
r(z) of degree O(I log(%) + 1 1log(%#)) which is almost zero on the large magnitude eigenvalues of

A and QT AQ which have magnitude greater than o(A) and close to one on the small magnitude
eigenvalues of A and QT AQ where k € [I] is an index as defined in Lemmas 14 and 15 such
that op(A) is larger than o;11(A) by at least a constant multiplicative gap. Then, a polynomial
of the form t;(x) = r(x)T;(z) where T;(x) is the i*® Chebyshev polynomial for i € O(1/¢) will
have degree at most O(! log(gmm) + 11log(%%)) and can be represented in the span of the Krylov
subspace (42) generated by the Lanczos algorithm (Algorithm 3) as long as we run Lanczos for at
least this many number of iterations. Intuitively, this implies that the polynomial ¢;(x) behaves like a
Chebyshev polynomial for the small magnitude eigenvalues (with magnitude smaller than o (A) and
o(QTAQ)) of A and QT AQ while it is almost zero on the large magnitude eigenvalues of A and
QTAQ. We then show that the moments of the spectral density of the small magnitude eigenvalues
A and the part of the density output by SLQ which only depends on the small magnitude eigenvalues
of QT AQ with respect to the polynomial ¢;(z) are very close to each other for i € O(1/e). Since t;(x)
behaves like a Chebyshev polynomial on these small magnitude eigenvalues, via an argument similar
to the Chebyshev moment matching argument in Section 4.1, we say that the spectral densities of
the small magnitude eigenvalues of A and QT AQ are close to each other. On the other hand, via
the results in Section 4.2, we know that the large magnitude eigenvalues of A are approximated by
the corresponding large magnitude eigenvalues of QT AQ. Combining the arguments for the large
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and small magnitude eigenvalues, we claim the the spectral densities of A and that defined by SLQ
algorithm (Algorithm 4) are close to each other.

The polynomial r(z) is defined as 1 —g(z) L(x) where the polynomial g(x) is a Chebyshev mimiz-
ing polynomial (Lemma 17) and L(x) can be interpreted as a variant of the Lagrange interpolating
polynomial through the points (\;(A), m) for i € [k]. We describe this in more detail now.
Suppose we have a set of k ‘basis’ polynomiafs such that the 7’th polynomial in the set is almost
1 at A;(A) and \;(QTAQ) and almost zero at all other A\j(A) and A\;(QTAQ). Then, r(z) can
be defined as 1 minus the sum of these polynomials i.e. we will have r(\;(A)) and () (QTAQ))
almost to 1 for every i € [k] and almost 0 at all other eigenvalues. As a first step, in Lemma 16 for
each i € [k] we first define a polynomial p;(z) which is almost 1 at \;(A) and \;(QT AQ) (referred
to as A;(A) in the lemmas below) and zero at all other \;(A) and \;(QTAQ) for j # i and j € [I].
However, outside the top [ eigenvalues, i.e. on the small magnitude eigenvalues of A and QT AQ,
pi(x) can be potentially be very large (up to (2/gmin)°®). To ensure the polynomials p;(x) do not
blow up on the small magnitude eigenvalues of A and QT AQ, we will multiply each p;(z) with
a corresponding minimizing polynomial (defined in Lemma 17) which squishes its values down to
almost 0 on the small magnitude eigenvalues (while keeping its values almost same on the large
magnitude eigenvalues). The final set of polynomials is each p;(x) multiplied by its corresponding
minimizing polynomials. We can then define r(x) as 1 minus this polynomial.

We first define the polynomials p;(x) for ¢ € [k] in the lemma below. In the lemmas below,
Mi(A) = M(QTAQ) for ease of notation.

Lemma 16. Consider the setting of Lemma 13. Let \i(A) = \(QQTAQQT) fori € [n]. Then,
fori € [k],

pi() H <)\i(A)—)\j(A)) H (M(A)—}(A))‘

Jell]j#i JEN,5#i
Then, for some constant ¢ > 0, with probability at least 1 — §:
1. For any i € [k] pi(Ni(A)) =1 and p;(Ni(A)) =0 for j #i.
2. Foranyi€ {k+1,....1} and j € [k], pj(Ai(A)) = 0 and p;j(\i(A)) = 0.

3. Ipi(e)| < 3 when |a| < [\(A)] for i € [k].

min
cl/2

4. For any i € [k, |pi(A(A)) — 1] < o2y and p(Ai(A)) =0 for j # .

n,ﬁ)c/Qef

~ cl
Proof. First observe that, from Lemma 14, |A;(A) — X\;(A)| < % for ¢ € [k] with probability
at least 1 — § for some constant ¢ > 0. The first two claims are straightforward from the definition

of p;(x). So we proceed to prove the third claim.

Claim 3: We now bound |p;(x)| when |z| < ox(A) to prove the third claim. We have

p@l= I | '

x
JEl]j#i FEURES Ai(A) —Aj(A)

§

z—Aj(A)
Ai(A) — Aj(A)

We bound each term separately.
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=X (A) |, . z—A;(A) 2max(|ac| o;(A)) 2max(0;(A),0;(A)) 2
wi | For any i € I, |5 tRn| < TRETAY < PREICAT. < ok where
the second inequality follows from the fact that |z — ( )| < 2max(|z|,04(A)), the third inequality
from the fact that |z| < o1 (A) < 0;(A) for i € [k] and the final inequality follows from the definition

of Ymin-
ﬁ): We consider the cases j € [k] and k < j <[ separately.
Case 1. (j € [k]): We have _x;jg&) ‘ < 2max(|z], X (A)) < 2max(fe],|A; (A)) -—. Here,
AL a2 T 4y, (a)- 2

for the numerator we used the fact that |X;(A)] < | ( )| by the minimax principle and for the
denominator we used triangle inequality to get |A;(A) —X;(A)] > [Ni(A) = X;(A)| — [N (A) =X\ (A)|

and the fact that [A;(A) — X;(A)| < % for j € [k]. Since |z| < |A;i(A)| for i € [k] we have:

2max(je], \(A))  _ 2max(N(A)], \(A)])
A cl, — A cl.
Pi(A) = Aj(A)] - L2 ™ 3 () — 3 ()| — IRL0
2
<
T @A) [All295,,
max([Ai (A)[[A(A)])  max(|X; (A)][ N (A)])(n-k)e/€
2
All295

min

Imin = L AL (A ()7
4

Gmin

IN

<

Here, the second to last step follows from the definition of gmm and the last step follows from the

assumptions that max(|A;(A)], |A;(A)]) > ox(A) > 200 > 20A g™

o) (the first step follows from the

.. . . A cl A 36'1/4 Ne/d -
foct that 1] € [kD which gives us e < IS 0 < dan Thus, we ge
r— )\
W < o= for j € [k] and |z| < oy (A).

Case 2. (j€{k+1,...,1}): For k4+1<j<pandic k], we have |\;(A)| < [Nj(A)] < [Ni(A)]
where the first 1nequahty follows from our assumption and the second from the fact that j > . So,

Ai(A) = A (A)] > [Ai(A)] = [N (A)] > [Xi(A)] = [Aj(A)] = 0i(A) — 7;(A). So, we get

v 5(A) | _ 2max(e] B(A)) _ 2max(M(A)LN(A)) _ 2
: ‘S A -0A) = oA -oA) g

where in the second inequality we used the fact that |z| < |\(A)| and [\j(A)| < |A;j(A)] by
the minimax principle and the last step follows from the definition of gmin. So, we finally have

2)\

g () e gﬁm when |z| < o3(A). Thus, plugging
et

Ips(2)] < 2/ when |z| < oy, (A) for i € [K].

mln

( )
in the upper bound on each term of |p;(z)| , we ge

Claim 4: We now prove the fourth claim of our theorem. For any 4, j € [k], pj(X\;(A)) = 0 for j # i
from the definition of pj(x). This gives the second part of the claim. We now prove the first part
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of the claim. Observe that,

> | >

(54)

[]

JElll.g#i

pi(j\i(A))‘ = H

Xi(A)
JEN,j#i Ai

i(A) = Aj(A)
i(A) = Aj(A

We will bound each term in the product individually. First, observe that

/2
|All2g¢, _ IAlag5

min

(n- &)/ N (A) = N (A)| — (n- k)2’

<

where the second step follows from bounding the numerator using fact that [\;(A) — \;(A)] <
cl
1A l205n oy ; ¢ [k] and last step follows from the fact that for 7,5 € [k + 1] and ¢ # j (and a large

(n-k)c/e
enough c):

[Xi(A) = Ai(A)] = |oi(A) = 0 (A)] = gmin max(oi(A), 05(A))
> gminak(A)
(e¢/4)+1
_ 2Alg

min

(n- k)4

cl/2
A !
> H HQQmIH (55)

- (n . R)c/2e ’

Thus, we get

1A 12955
— (- R)TIN(A) = A (A))
901/2
< Gy (56)

Next, we have

N(A) -~ N(A) | AA) - hi(a) ‘
Ai(A) — Aj (A) Ai(A) — Aj (A)
1A ll298%,
T (n-R)N(A) = N (A))
g | Al292k,
()N (A) — g (A)] - A,
cl/2
= ne/e gfrflﬁ 1 = 2(71%’21)110/ 2 o7
Ginin (N7 2¢
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~ cl
In the second step above, we used the fact that |A\;(A) — Ni(A)] < Ha“:jqc’?i“ for bounding the

numerator, in the third step we used triangle inequality for bounding the denominator and the
/2

fourth step follows from the fact that |X\;(A) — A;(A)| > IA ”2)951/“212 as described in (55). Thus, from

the bounds in (56) and (57) we have

Mi(A) = N(A)) [ Ai(A) = A(A) g2
(MA) —A;-(A)) (Ai(A) _xj<A>> <+ <W>>
(142 i _ )
(n,ﬁ)c/Ze
gL

cl
+2 Ymin
(TL Ki c/e

cl/2

TL K c/2€

(58)

for a large enough ¢ and also,
N(A) - N(A)) (AA) =N (g
Ai(A) = Ni(A) ]\ N(A) = N(A) )~ (n - k)e/2
cl/2
)) (59

cl/2
= <1 o ( n ﬁ 6/26
Multiplying the upper bounds in (58) for each j € [I] together, we get
~ ~ ~ l
T <Ai<A> - Aj(A)> (MA) - Aj(A)> - <1 s ( G ))
. ). . 3. — . c/2e
s WA A ) (ia) =3 ) (-
l cl/2 r
l gt
< 1 min
> +T§:1 <T’> (5 <(7’L H)C/2€>>

gcl/2
<145 —Jmin
<1+ ((TL . H)C/2€2>

590[/2
S+ (60)

for a large enough c. In the last step above, we bounded [ by n. In the third step above, we
bounded each term (7{) (5(1/(n - K))¥/?)" (for = € [I]) in the binomial expansion of (1 + 5 (L K)C/QE)
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as (a = (n- k) below)

el r 1 0/25 T ) 1 0/26 r 5 - 5
had : < 1 < -
( r > (5 <a> = | <a> - (a6/262> = qc/2e-2’
where in the first step we used the well-known upper bound on the binomial coefficient (i) < (%Z)T

and in the final step, we used the fact that W% < 1 for large ¢ > 0. Similarly, multiplying the

lower bounds in (59) for each j € [I] together, we get

(A) = M(A)) (Ai(A) - X(A) 3622\
H (MA)—M(A)) <>\i(A)_5\j(A)> = (1_ (n.n)0/2e>

Jelll.j#i

(61)

for large enough c¢. Thus, using the bounds in (60), (61) and (54), we get |pi(Ai(A)) — 1| <

cl/2 cl/2
5gmin Irmin 3 1 1
CTSICERR < CICiaRE This proves the first property in claim 4. O

We now define a Chebyshev Minimizing polynomial similar to the polynomial defined in Lemma
5 of [MM15].

Lemma 17 (Chebyshev Minimizing Polynomial). For values & > 0, gap v > 0, and some even
integer q > 1, there exists a polynomial g(x) of degree q such that:

1. g@) = (14 )¢ for 2] = (1+ 7).
2. g(@) = || for all |2 = (1+ )¢,

3. g(x) < W for z € [-€,¢].

Proof. We define the polynomial g(z) following the proof of Lemma 5 in [MM15]. Let
Ty(x/¢€)

o) = (1 + ez G

(62)
where T,(x) is a Chebyshev polynomial of degree g where ¢ is even. Since the degree ¢ is even,
we have T, () = T,(—x) and thus, g(z) = g(—z). The proofs of the first two properties follow the
proof of the first two properties of Lemma 5 of [MM15] exactly. To prove the third property, first
observe that using the property of Chebyshev polynomials that Tj,(x) < 1 for z € [—1,1], we have
T,(x/€) < 1. So, it suffices to show that T,,(14+y) > 291°80+7)~1 Using equation 15 of [MM15] which
gives the expression for Ty(z) for |z| > 1, we have Ty(z) > (1 +7)? = Tll(}zﬂ — 2alog(1+7)—1,
This completes the proof of the third property. O
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We now define the polynomial r(z) in the lemma below.

Lemma 18. Consider the setting of Lemmas 16. Let c1,co > 0 be some constants. Let g(x) be a
degree ¢ = O(l log(g%) + % log(%*)) Chebyshev Minimizing polynomial as defined in Lemma 17 for

some q, with parameters £ = « and v = Uﬁiéi) —1. Let

Then, with probability at least 1 — &, we have:
1. r(z) =0 for any v € {\(A),..., \x(A)}.
2. r(x) =1 for any x € {Mpr1(A),..., N(A)} and any x € {Mey1(A), ..., N(A)}.

cql

3. |r(z)] < —Tmin_ for any x € {A1(A),..., \(A)}.

- (nk) C1/E

c l

4o |r(@) = 1) < —Bai for |3] < 0141 (A).

nh; c2/6

Proof. First observe that, from Lemma 14, |\;(A) — \(A)| < % for i € [k] with probability
at least 1 — §. Also note that v > 1 by the assumption that o (A) > 2ce. We now prove the main
claims.

The first property follows directly from property 1 of Lemma 16. The second property follows

directly from property 2 of Lemma 16. We prove the third property below.

Claim 3: For the third property, observe that for any ¢, € [k] and j # i, we have pj(s\i(A)) =0
from property 4 of Lemma 16, so we have

k ~ ~
3 p;( /\ 5 g(Xi(A))
r)\,;A = —1—pi)\2'A . 63
(4(A)) W) L Ay~ AR (63)
From property 4 of Lemma 16, we get that for any i € [k]:
~ gcl/2
i(Ni(A) — 1] < —=min__ 64
p(A)) 1] < (64)
First observe that from definition of ¢g(z) in (62) in Lemma 17, we have E g = %g;g where
T,(z) is the ¢ Chebyshev polynomial for some even q. Now, for any i € [k], |A\;(A)| > [A\r(A)] > 2«
and so W > 2. From Lemma 14, we have that for any i € [k],
3 A 29min
KA > o(a)| - DAL
(n- )
1A 295,
> )\ A min
— ’ k( )| (TL I{',)C/e
1A |29,
> 9 min 65
2 20— e (65)
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c/4 1 ~
Allzgd _ Alagct,, A

Now, a > ‘(n.ﬁ)gyjl“ > om. Thus, from (65), we get |X;(A)| > . Thus, we also have |a > 1.
Also, since ¢ is even we have T, (z) = T,(|x|). Thus, from (4) we have:
q q
5i(A) | [(5A)ys _ ) (@(A) _JmA)y, )
. . + 1) + 1
Ay _ Ty _ (22 VD) AN .
(A To(Mi(A . . a , . ¢
g(Ni(A)) q()‘z( )/ ) <Uz(aA) + (Uz(aA))z . 1) + <<ngéA) _ (Oz(aA))Q _ 1)
where &;(A) = |\i(A)|. We will first upper bound this ratio. Since # — 4/ (#)2 -1<1,

~ . q
the numerator in (66) can be upper bounded as UigA) + (Ui(O[A))2 - 1) + 1. Now, by the
minimax principle, we have &;(A) < o;(A). Thus, the denominator in (66) is lower bounded by

q i ~ q
(m(A) n (UiEYA))Q - 1) > <°'i(A) + (#)2 - 1) . Using the upper bound on the numerator

o «

and the lower bound on the denominator in (66), we get:

s(u(A)) _ o 1 q
9(Xi(A)) (&ZSXA) /(@R 1) (&iflA) NN 1)
<1+ ! 67
- (&i(A))q ( )
: 1A 129,75,
Observe that since o > — i, we have
cl cl RPAYZ ! Cl_/2
”AHngm S gmln(n K) S gmln . (68)
a(n - k)l gﬁﬁ(n ck)ele T (n- K)c/2€
cl/2
Dividing both sides of (65) by « and using the fact (n“[_]:)ié’/% < %, we get:
~ cl
di(A) 22_&22_123
o' a(n - k)e/e 272
Thus, using the bound above in (67), we get that:
g(i(A)) 1 1 g9
A A [ —— | <14 ——mn 69
gOu(A) = (@ = G S g (09

for some large constant c3 > 0. Here, in the lasts step, we used the fact that ¢ = O(llog(gl' ) +
1 9(6i(A))
<log(%)). We now lower bound J(o (A"

First observe that the function z — v/22 — 1 is a decreasing function with respect to x. Thus,

we have <&’51A) - (#)2 — 1> > <UiflA) - (UZ'(O[A))2 — 1) as # > % This implies that
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we have

<~1aA) - (5z(aA>)2 B 1> <aﬁA) . (azflA))z - 1>
N (ol(aA) - (UZEIA>)2 B 1) (&i(aA) . (&foA)P B 1)

(70)

cl
Now, from Lemma 14 and using triangle inequality, we have &;(A) > o;(A) — M for i € [k].

(n-r)°
- ) cl . cl/2
Dividing both sides by «, we get JZ(A) > UZ&A) - a“(‘;l“l;t% > JlEXA) - (ng:)ig/% where in the last step

we used (68) to upper bound i:“‘“'J. So, using the lower bound on M n (70), we get:

(n-k)c/e
- oi(A) _ gfrfl/r? \/ oi(A) . grcril/f 9 q
g(AZ(A)) < « (n~;§)c/2€ + ( o (n.n)c/ge) 1
i(A) 7 (71)

n ﬁ)c/260[ (n . ,i)c/s

cl/2 I
Imin 7 _ grcnin
V (n-kK) c/2604 (n - K)e/e’

from the fact that v/a —b > \/a — v/b. Thus, using the lower bound on the numerator in (71) we

o d/20'1 o
— \/ ( Z(A) )2 _ 1) _ (2gm1n (A) Ymin )




get:

q
Gt [ 290 (A) _ gl
(TL K/)c/Zs (TL~R)C/2€O( (TZ'H,)C/G

g(Ni(A)) >
Ai(A)) — o o
g(Ni(A)) ( ) (ffo)2__1>
20531 0i(A)
> 11 i ICORES
q
I PR 7 o
= (n . Iﬁl)c/2€0i(A)
cl/4 q
2gmin

1 20,(A) 1
((n~ﬁ)c/2€+\/(nAn)C/€a (n~n)6/€>
<oi(A)+ /(oi(A))2_1>

. The final step follows from the fact that o;(A) > 2«

The second step above follow from upper bounding the numerator of

O‘Z(A)

by 2 (sz)(i) and its denominator by

for any i € [k]. Now, observe that we have.

2gcl/4 q q 7 1 /
1— —ZYmin__ ) _y Dt 24%4 (- e\l
( (n,ﬁ)me) +;(t)< )20 /(0 7))

q

> 1Y (eq/t) (2000 [ (n - )/ 1)"
=1
q cja \'?
2eqg,; )
(e
po (n- k)4
q gcl/4
21 ZEI nﬁ?&
i
- (n - H)(c/4e) 2
cl/4
>1_ _— 9min____ (73)

- (TL . K)(c/4e)—3
In the second step above, we upper bounded the binomial coefficients (‘g) by (eq/t)t. In the fourth

and final step above, we bounded ¢ by n. In the fourth step, we also used the fact that (ni% <<1
for large enough c. So, using the lower bound from (73) in (72), we get:
3 cl/4
i(A i
g(Ai(A)) o1 Gmin (74)
g9(Xi(A)) (n - k)(c/409=3
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Now, from the upper bounds on p,(S\Z(A))

a0 ( jy from (64) and (69) respectively, we get:

3. cal
POMAN IS < 1y o

for some large enough ¢4. Similarly, from the lower bounds on p;(A\;(A)) and ggi E ;g from (64)

and (74) respectively, we get:

< angAi(A)) g
pi(Ai(A >1- e
M@ = e
for some c5. Finally, using the upper and lower bounds on pz(S\i(A))g glgigg in (63), we get:
; <A g(A)) gl
T )\z A =1—- 3 )\z A S min
PO = |1 - ) 4R < e

for some constant cg. This gives us the third claim.

Claim 4: For the fourth and final property, using property 3 for |p;(z)| from Lemma 16, we get
that for any |z| < o11(A),

a 23l
—1\<Z| )] < S

02(CU108(1 gmin) +-< Tog(n/3)) ~ g2L

col
gmln

= (n H)CQ/E’

for some large constant cg > 0. Here, in the second step, we also used property 2 of g(z) from
Lemma 17, i.e., g(Ai(A)) > |[Ni(A)| > 2a for [Ai(A)| > [Ax(A)| > 2a for lower bounding bounding
the denominator, and property 3 for g(z) when |z| < 0741(A) < o which gives g(z) < 5z from
Lemma 17 for upper bounding the numerator. O

Definition 4.1 (Moment Matching Polynomial). Let t~( ) = Ti(z)r(x) where Ti(x) is the ith
1o (u))

normalized Chebyshev polynomial for i € [O(1/€)] and r(x) is a degree O(l log( )+
polynomial as defined in Lemma 18. Thus, t;(x) has degree O(llog( ——)+ 1 log(” ~)).

We run Lanczos with A as input for O(I IOg(gnln )+ 1 log((n ”)))) iterations. We will now show
that the moments of the spectral density of A as well as the output of Algorithm 4 (SLQ) with
respect to t;(x) is approximately equal to the i*" normalized Chebyshev moment of the SDE of A
and the output of SLQ respectively for all i € [O(1/€)].

Lemma 19. Consider the setting of Lemma 18. Let A € R™ ™ be such that ||Al2 > 1 and
k= ||Alla. Let k € [I] such that oi(A) > 1 and oj41(A) < 1. Let t;(z) = Ty(z)r(z) forie O(L) be
the polynomials in Definition 4.1. Let f(x) be the final output after running Algorithm J with A as
input for m = O(l log(gm%) + %log(%)) iterations for some €,6 € (0,1). Then, with probability at
least 1 — &, for i € O(L), we have (for constant c1,co > 0)
1 n _ gcll
tis - = Ti(N\(A)| < ———
[N PR )| < ot
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and

m 021
- g
(1)~ 30 wTON(T)| <
j—;-&-l S (n - K)e2/e

Proof. We have T = QTAQ where T € R™*™ is the output of Algorithm 4 and Q is the or-
thonormal basis of the Krylov subspace generated by the Lanczos algorithm in 3. Note that the
nonzero eigenvalues of QQTAQQT are the same as those of QT AQ i.e. ;(T) = ,(QQTAQQT)
for i € [m].

Moments of s5: We have:

(tsa) = >0 ti(\(A))

=1
2 z .
- %Z (A (A)r(N(A)) + 1 > T (A)r(N(A)) +% 3" T (A))r(A(A))
J=1 j=k+1 S

where the second step follows from the definition of ¢;(x) and sa(z) and the last step follows
from properties 1 and 2 of r(x) in lemma 18. Finally, by property 4 of r(x) in lemma 18, we have

r(A\j(A)) = 1+e; such that |e;j| < “516“9/6 for j € {I+1,...,n} and for some constant cg > 0. Also,

note that |Tj(\;(A)] < \/g for j € {{+1,...,n} as |\;(A)] < [N31(A)] = 1 by our assumptions.
So, using triangle inequality we finally get

R Gonin
hosa) = 3 TOAN <1 D moya)lel <
j=k+1 j=l+1

for some constant cg > 0. This proves the first claim of the lemma. We now prove the second claim.

Moments of f: We have
(ti, f) = Zth

ZZW?CE(AJ(T))T(/\J'(T)%L > wiTi(M(T)r(M(T)) + > wiTi(A(T))r(A(T))
=1 =it

j=k+1
k l m
=Y WIT(T)r(N(T) + Y wiTi(M(T) + Y wiT(A(T))r(A(T)), (75)
Jj=1 j=k+1 j=l+1

where the last step follows from the properties of 7(z) in Lemma 18.
Suppose |A;(T)| > 1 for some j € [k]. So, from (4), we get that T;(\;(T)) can be written as

7.0u(0) = 3 | (W + DR =1) + (el - Is@E-1) | < ey

52



Thus,

T0u(T) < | 2N (76)

Thus, for any j € [k], we have T;(\ \/7 max((2|\;(T)[)¥,1). We can also bound each wj2- as
cgl
(w;)? = (vle))? <1forall je[m ] From property 3 of lemma 18, we have r(\;(T)) < % for

J € [k] and some constant c. So, using the bounds on wj, 7(A;(T)) and (76), for any j € [k] such
that that |\;(T)| > 1, we get:

cel
T O] < o2 el ()

2 /e grcglln
< \/>(2HAH2) / <(n)06/6>

9681
< min
~ (n-k)s/e (77)
for a large enough constant cs, where we also use the facts that i < O(%) and x = ||Al|s by

assumption. Similarly, |w]2ﬂ(>\j (T))r(A\j(T))| < 1if [Aj(T)| < 1 for any j € [k]. From property 2 of
Lemma 18, we have r(\;(T)) = 1 for j € {k+1,...,1}. Also, since |A\;(T)| < |\ (A)| < | Ng1(A)] =
1forall j € {{+1,...,m}, from property 4 of Lemma 18, we again have 7(\;(T)) = 1 + e; such

(,21 —
that |ej| < ")”cl;/e for some constant ca > 0. Also, note that we again have |7;(\;(T))| < 1 for

je{l+1,...,m}. So, we have

> T MIT) = > whi(T) + > wiTix
j=l+1 j=it1 ]

col

Finally, from (75), using (77) and the bound above (where |e;| < (nquic'; 7z) and using triangle

inequality we have that

[t ) = Y w3 !<Zw2!T A)llr (D) + > wiTi(Ai(A)lles]
j=k+1 j=l+1
gcwl
= (n-k)c0/e’

for some large constant cjg > 0. This proves the second claim. Note that everything above holds
with probability at least 1 — § after adjusting § by constant factors (as the bounds in Lemma 18
hold with probability at least 1 — §). O

We now bound the difference between the moments of sp and f with respect to the polynomials

ti(z) for each i € O(1/¢).
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Lemma 20. Consider the setting of Lemma 19. Then, for n > Q(log(1/9)) andi € {0,1,..., [%}}
where C1 > 0 is some constant,

C'log(1/e€d)
ti7 - t’h S - =
[(ti, ) — (ti, sa)] NG
for some constant C > 0 with probability at least 1 — 4.
Proof. Observe that  (t;, f) = > w?t;(A\;(T)) = L L(€Tv)2t(\(T)) =

> el ViV Teit;(\(T)) = er(37 ti(/\j(T))Vjva)el = elt;(\;(T))e;. From Lemma 19,
we have t( ) =
Co(llog(;1=) + ¢lo
Cel, tl(a:) Ti(x)r(x) has degree at most (Cy + Cg)(llog(ﬁ) + %log(@)). Follow-
ing the proof of Lemma 10 as long as Algorithm 4 is run for m iterations such that
(C1+ Cg)(llog( -) + 1 log( ))) < m, we have (t;, f) = g"t;(A)g.

We also have (tz, sA) 1 tr(tZ(A)). Thus, from Lemma 11, we have that (for a single repetition
of the hutchinson’s estimator and number), for each i € O(1/¢), with probability at least 1—O(d/¢),
for some constant C' > 0:

Ti(x ) (x) for i € [%] Then, since r(x) is a polynomial of degree
g(~%5 ))) for some constant Cy > 0 and Tj(z) has degree at most

C'log(1/€d)
vn

Now, observe that for j € [k], from property 1 of Lemma 18, we get that ¢;(A\;(A)) =
T;(\j(A)r(N;(A)) = 0. Also, recall that from the assumptions of Lemma 19, we have that
or+1(A) = 1. Now, for j > k+ 1, [t:(N;(A))| = |T;(A\j(A)r(A;(A))| < 2 where we use prop-
erty 2 of Lemma 18 and the fact that |T( )| < 1 for |z| < 1 Thus, we have ||t;(A)|l2 <

C'log(1/€d)

[{ti, f) = (ti,sa)| = |g" ti(A)g — %tr(tz’(A))! < [ti(A)][F < [£:(A)]2-

MAXje (ki 1,....n} [ti(A;(A))] < 2. So, we finally get:
Clog(l/eé)
ti, f) — (tiys —
5t < S
Taking a union bound over all ¢ € O(1/¢) completes the claim. O

Next we bound the weights wi in the distribution f, the output of SLQ. We will show that w?
for the top k weights is at most O(1/n). This will help us bound the Wasserstein error from the
spectral density of the large eigenvalues of T.

Lemma 21. Consider the setting of Lemma 19. Let w; = VZ-Tel be the weights in the output of
distribution of SLQ (Algorithm J) where e € R™ 1is the first standard basis vector and v; is the
i eigenvector of QU AQ. Then, for § € (0,1) such that n > Q(log(1/8)), for all i € [k], with
probability at least 1 — §, we have:

C+/log(k/é)

9

w?ﬁ
n

where C' > 0 is a large constant.
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Proof. Let z; = Qv; where Q is the orthonormal basis of the Krylov subspace generated by the
Lanczos algorithm (Algorithm 3) after m iterations. Then, z; are the eigenvectors of QQTAQQT.
Also, g = Qe; or Qg = e;. From Lemma 15, we have that for every i € [k], z; = u; + b; where
u; is the i*" eigenvector of A and
!
Yrni
. < min
HszQ = (n ] :‘i)c/57

for some constant ¢ > 0, with probability at least 1 —§. Also, we have w; = vl e; = (Qv;)T (Qe;) =
z;g = (ui+b;)) g =ulg+blg w?=(ulg)+ (b]g)* +2(ujg)(bg)

Since g is sampled from a uniform distribution on the unit sphere, g 2 % where y € R”
j=1Yj

is a random vector such that y; ~ N(0,1) for i € [n]. So, we have:

wi = (uf'g)’ + (b] g)* +2(ui g)(b] &)
4 (i ugy;)? N (Xi=1 bijy;)? N 2(2?:1 w;;y;) (35— bijy;)
POR >or-1Y7 dor—1Y7

We will now bound Y r_; y2, > j—1wiy; and Y U byjy; individually. Note that >0, y2is a
Chi-squared random variable with n degrees of freedom. Then, using well-known tail bounds for
Chi-squared variables (see 2.21 [Wail9b]) we have that with probability at least 1 —§, | > | y? —

n| < 2y/2nlog3. This gives us > y2 > 2 (for § € (2(1/e"),1) ). Next, observe that since

(78)

2
uly = >_j—1bijy; is a linear combination of N'(0,1) random variables and [ullz = 1, uly is
another NV(0,1) random variable. So, (uly)? is a Chi-squared random variable and using the

Chi-squared tail bound again, we have (uly)? < 1 + 2\/210g% < 3,4 /210g§ with probability at

least 1 — 6. So, we have (i1 uigys)? - 64/2l0g(2/9)
. ’ D r=1Yr n

with probability at least 1 — 20. Next, using

" by 2 2cl
Cauchy Schwartz inequality, >7_; byjy; < 0 1%ly 1% So, @517;?) < ||b;f3 < ~min . Also,
r=1Jr

(?’L'R)QC/E
" iy (ST biys e , :
9 Xz u gé):%:r]%_l 3Y3) < 2||byl2 < (Z_g;‘;‘c‘}e . So, taking a union bound over all these events from (78)

for all i € [k], and adjusting § by a factor of 2k, we get that with probability at least 1 — 4, for every
i€ [k]:

2 < 6V21082K/0) | 3gch, <0<\/W>.

e n (n-K)e/e = n
O
We are now ready to prove our final theorem in this section which bounds the Wasserstein-1
c/4
error between sa and f. Let a = max(o;+1(A), %) for some constant ¢ > 0. We will now

consider two cases in the proof: when there exists some k € [I] such that o4 (A) is at least a constant
multiplicative factor larger than o and when there isn’t any such k. When there is such a k, we will
use the bounds from Section 4.2 and Lemma 21 to show that the Wasserstein-1 error of the parts of
sa and f defined by the large magnitude eigenvalues of A and T is at most O(I||A||2/n) Then, we
will use Lemma 19 to show that the Chebyshev moments of the spectral density defined by the small
magnitude eigenvalues (< ox41(A)) of A and T are approximately equal. So, the Wasserstein-1
error of the parts of sa and f defined by the small eigenvalues is bounded by eojy1(A). When
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there isn’'t such a k, all singular values of A are small (< 2«), and we can use the bounds using
moment matching in Section 4.1 to bound the error by e« in this case. Before proving the theorem,
we state a couple of results which we will use in our proof. We first state a result from [BKM22] on
uniform approximation of Lipschitz continuous functions by a Chebyshev series:

Fact 2 (Fact 3.2 of [BKM?22|). Let f : [—-1,1] — R be a Lipschitz continuous function with Lipschitz
constant A > 0. Then, for every N € 4N_+, there exists N +1 constants 0 < by < ... < by =1 such
that the polynomial fy = Z}iv:() bi(f, w-Ty) T} has the property that max,c|_q 1) |f(x)— fn(2)] < %,

We now state another result from [BKM22] bounding the magnitude of the inner-product of a
Lipschitz function f with the k-th normalized Chebyshev polynomial T}:

Fact 3 (Fact 3.3 of [BIKM22]). Let f : [-1,1] — R be a Lipschitz continuous function with Lipschitz
constant X > 0. Then, for any k > 0, we have that |f,w - T}| = ]f_ll f(@)T(z)w(x)dz| < 2.

Theorem 3. Let A € R™"™ be symmetric and consider any | € [n] and €,§ € (0,1). Let gmin =

c/4
, (Ao, All2g"/
min;e W and Kk = %. Let o = max | op41(A), ””fi“‘”’) for some constant ¢ > 0.

Algorithm 4 (SLQ) run for m = O(llog —4— log ) dterations performs m matriz vector products
with A and outputs a probability denszty functwn f such that, with probability at least 1 — 9, for a
fized constant C,

Clog(n/e)log(1/e)
\/ﬁ

Proof. We will prove the theorem for two complementary cases and analyze them separately below:

Wi(sa, f) <e-o1(A) +

o+1(A) +

Cllog(1/e) log(l/d)HAHQ.

Case 1: Let there be some k € [I] such that ox(A) > 2 and o11(A) < 2a. Assume that we run
SLQ (Algorithm 4) with input B = iA instead of A for m = O(llog ﬁ + %log @) iterations.
The output of Lanczos (Algorithm 3) will be the scaled tridiagonal matrix T = iT after m
iterations. Observe that B satisfies all the conditions of Lemma 19 since ox(B) = % > 1,
k1 (B) <1, Bl = 1812 > 1 and kg = |BJ..

Let the output of Algorithm 4 with B as input be fg(z) = 7., wid(z — Nj(T1)) =
Z;nzl wj2-5 (:E — 01)\4.?(12 ) =f (ﬁ) where w; = VjTel (recall that v; is the eigenvector of T cor-
responding to A;(T)). Also, the spectral density of B is given by sg(z) = Z;nzl dx—X(Th)) =

m Aj T
1 > ey 0z — Ugf(‘i)) = 5a (W) Thus, we must have:

Wi(s, f) < 2a-Wi(sB, [B). (79)

Let L = ||B|l2 = 5 ||Al|2. Then, the spectrum of both B and Ty are in [—L, L] (as [\;(T1)| < |\i(B)|
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for all ¢ € [m] by the minimax principle). So, we have:

L
Wi(sg, fa) = sup / W(z) (sp(x) — fo(x)) da

hel-LipJ—L

L n m
= /L h* () (i D o= Xi(B)) = Y wid(x - )\i(Tl))> dx
=1 =1

L Lk k
- /L P () (n S 6z — M(B) = S wls(e - MTQ)) da
=1 =1

I

L n m
+/Lh*(x) (i > s@-MB) - > w?é(a:—)\i(Tl))> dz . (80)

1=k+1 i=k+1

Iz

Here, h*(z) is a 1-Lipschitz function that maximizes the integral for computing the Wasserstein
distance. We will bound I; and I, separately.

Note that 0;(B) < op11(B) < 1fori e {k+1,...,n} and 0;(T1) < 0;(B) < 1 fori € {k+
1,...,m} by the minimax principle. So, the support of < S 1 0(x—Xi(B)) and Y1, w?d(z —
Ai(T1) isin [—1, 1] and we can write I as follows:

1 12 m 1
b= [ ww (n 3 s - AB) - Y w?6<x—xi<T1>>> o= [ 1) (@) = rafa))
-1 i=k-+1 i=k+1 -1

where r1(z) = Z?:,H_l %5(56 —Xi(B)) and ro(x) = Z?LHI wi25(x —Xi(Th)).
Let N = O(1/€). We will now bound this by following the Chebyshev moment matching proof
of Lemma 3.1 in [BKM?22] where we match N normalized Chebyshev moments of 71 (x) and ra(x).

Let hy(z) = Zi]\io bi(h*, w.T;)T; (where w(z) = ﬁ) be the function from Fact 2 for constants

0 <by...<by=1such that max,c_17|h*(z) — hy(z)| < +2. Then, using triangle inequality,
the integral can be upper bounded:

1 1
I < /1 |n*(x) — hy ()| (r1(z) — rg(:v))d:n+/_1 hy(z)(ri(z) — ra(x))dz . (81)

J/

t1 to

Since max,e(_1,1) |h*(z) — hn(2)] < B, f_ll ri(z) = =% and f_ll ro(x) = 10,4 wi, we have

where we used the fact that > ", 41 w? < 1. Next, we bound t, using the Chebyshev series

— 7
expansion of hy(z). First note that ri(xz) — r2(z) € [—1,1] and so its Chebsyshev series expansion
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is 2;20(7“1 — TQ,TOTZ-. This gives us:

1 1 fe’e)
to = / BN(x)w(x)Mdaz = / hy(z)w(z) - Z(rl — 19, T)) Tydx

-1 w(r) -1
1 N o)

= /lw(a:) (Z bi<h*,w.Ti>Ti> (Z(rl - TQ,TZ->Ti> dx.
- i=0 i=0

By the orthogonality of Chebyshev polynomials under weight w(z) and since (T}, wT}) = 1 for
k € [N], we can bound t9 as:

ty < Z ((r1, Ti) — (r2, T3))
— — N — —
< (", w.To) - ((r1, To) — {ra, To)) + > _ |(h* [(r1, Ti) = (r2, Ti)|
=1
(h*,wTy) [n—k - Y2
, W.1(Q - 2 = =
S il i S DR GBI Cb]
j=k+1 i=1
(h*,wTy) [n—k - Yoo |1 & -
» W40 — 2 2
< . - . - 27\ (T1))|, (82
< ; j;lwy i 3 2T ];ng (A(TD)], (82)

where for the first step, we used the fact that - (( )) <1, and f_ll(rl — 1o, T3y = (r1,T;) — (ro, T;) for

i € [N]. For the second step, we bound the sum from 1 to N by its absolute value. For the third

_ _ _ m 2
inequality, we used the fact that T,(z) = ﬁ and so (ry,Tp) = % and (ro, Tp) = % for the
first term and use Fact 3 which gives us [(h*,w.T;)| < 2 for i € [N] for the second term. For the
final step, we replace (r1,T;) and (ra,T;) by evaluating the integrals. Let ¢;(x) be the polynomial
defined in Lemma 19. Then, using triangle inequality, for constants cg,c19 > 0 and C' > 0, we get
for any i € [N]:

1 no m - 1 no
LY D) - Y W) [ Y TOuB) - (hom)
J=k+1 j=k+1 j=k+1
b S W) 6 )|+ [ ) (6, 5m)
j=k+1
gcgl gCIOl
~ (n-rK)o/e (n-K)cr0/e
C'log(N/9)
. 83
+ B (53)
To bound |(t;, fB)—(ti, sB)|, the final step uses Lemma 20 and the fact that kg = ||B||2 = ”AOUQ = K.

Putting together the bounds on ¢; and to from (82) and (83), and bounding Z "2 <logN, we
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get from (81) (for some constant c;;):

* T l
36+(h,w.T0> n—k i A 2g°1 log N Clog(N/)log N

PENT T e g e Vi (84)
We now bound ;. We have the following;:
L 1
Il—/_Lh(x) <n;5x— ZwQ(Sac— )))d:):
L k k
_ :/ B () (;25(1’ ~n(B)) - % Za@:)) dx
-L i=1 i=1
k L k k 2
ey [ i wid(@) >y wid(w — Ai(Th))
Y [ ) (2 i1 d
i/, ”< = )
+ ' h* () ( > 6(x) Zw25 ) (85)
-L =1

We now bound the three terms above. First observe that 1 Zle §(z — X\i(B)) and 1 Z§:1 d(x) are
density functions of distributions (defined by dirac deltas at A1 (B), ..., Ay(B) with weights 2 and at

0 with weight 1 respectively). So, supse;_rp f_LL h*(zx) <% Zle 5(z —X(B)) — 1 Zle 6(30)) is the
Wasserstein-1 distance between the distributions. Using the Earth mover’s distance interpretation
of Wasserstein-1 distance, we have:

k

L 1 1 L 1 ¢ Iy
/Lh*(:c) <k25(x—Ai(B))—kZ(5(:c)>§ Sup./ h(z) (kzax_ EZ )
- i=1 =1 =1

i—1 hel—LipJ—L

k
C_ (B
< Zz—l‘ ( )| S ”BHQ

> =1 70(x) POL 1“125(9[»‘ Ai(T1))
Z j=1 ]2 and Z]—l w]

earth mover’s distance interpretation of Wasserstein-1 distance we have:

/L h (@) (Zi& wii(e) Y, wile - Az-(Tl))) do <y WAL 5 wfI Tl

k k k — k :
-L 2wy 2wy i) SRR ) DR

Finally, to bound ffL h*(x) (% Zle d(x) — Zle w?é(m)) dx, we again use the proof technique
outlined in Lemma 3.1 of [BIKXM22] and for bounding I5 here. Observe that similar to (81) we have:

L 1 k k
/L W () (n NGEDS wza(x)> dx
- =1 =1

1 3 1 k k 1 1 k k
< / (h*(z) — hy(z)) ( > o) - Zﬁa(@) da +/ h () ( > 6(x) - waa(x)> dz
-1 nia i=1 1 nia i=1

t1 [2)

Similarly, by interpreting

as probability densities and using the
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We can bound t; and o the same way as in the case of Is to get t; < 3’\,—6 and (similar to (82))

7§2<<h*,w.*0> k sz +§:2.1§:_(0)Zw2_(0)‘
= 7 - 7 7 7
v [ — - I j=1
= k N k
<h*,’UJ'TO> k 2 21k 2
< Jr n_ J Z; E_ij
7j=1 =1 7=1

From Lemma 21, we have Z?Zl w]z < Chylog2/0 Vrgﬂ/é for some large C > 0. So, using the upper bounds
on all the terms on the right hand side of (85) (and using the fact that | T1||2 < ||B|2), we get that:

k

k h*w-T) [k 21k
11§E||B|]2+(Zw§)||T1Hg+7ﬁ o w +Zi o w?
i=1 j=1 i=1 j=1
k(1 + Cy/log k/3) W w-Tp) [k <~ 5\  3CklogN\/logk/s
< Bllz + ———F=— (== _wj |+ ., (86)
n NG no5 n

where in the last step we used triangle inequality to bound the final term. Finally, using the bounds
on [1 and I from (86) and (84) respectively in (80) (and using the fact that 377", wJQ- =1), we get
that:

36 n k(1 +4Clog N+/logk/§) 1B + 291211111 logN  Clog(N/§)log N
2

W1(5B>fB) < N n (n . H)Cu/e + \/ﬁ
36 5Cklog N4/logk/é 2C'log(N/d)log N
<5t 1Bz + )
n \/ﬁ

where we also use the fact that the constant ¢11 can be chosen to be large enough so that the third
term in the first inequality can be made small enough. Recall that we set N = O(2). From (79),
we also have Wi (s, f) < 2aWi(sB, fB). Thus, we finally get (using the fact B = %):

Wis, f) < T2eq + 2 log(l/jm 1A+ 1€ log(l/ej% log(1/€)a

5C1log(1/€)/log(k/3) (Alb+ (726 . 4C'10g(1/e\/<;)10g(1/6)> o1 (A)

n
5C11og(1 log(1/8 4C log(1/€6) log(1
- g( /;) g(l/ )HA|!2+ (726+ og( /6\/75) og( /6)> o1 (A).
2)|A 2952

where we also used the fact that 2a < 20741(A) + —o and k< L Also note that the term

c/4
(726+ 4Clog(1/6i)10g(1/6)) 2||A;ch/gmm < Cllog(l/i\/mHA\b

into that term by making the constant C' larger. We get the final bound by adjusting € by constant
factors. This concludes the case when such a k exists.

for a large ¢ and hence is absorbed

2/ All204,
nec/4 )
from Theorem 10 we directly get error Wi(sa,f) < 2ea + Clog(l/fj%log(l/s)Qa < eo1(A) +

2010g(1/6\/(210g(1/6) o+1(A) + % after adjusting e by constants.

Case 2: Now, when such a k doesn’t exist, i.e. we have ||Alls < 2a < 20741(A) +
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Finally, observe that the condition n > Q(log(1/6)) in Lemmas 19 and 12 must always be
satisfied if we want a non-trivial (< n) number of matrix vector products with A. Adjusting ¢ by
some constant factors gives us the final bound. O

4.4 Variance reduced SLQ

We introduce our variant of SLQ with better error guarantees here. The algorithm, which we call
the Variance reduced SLQ is described in Algorithm 5. The main difference between this algorithm
and Algorithm 4 is that here, we set the weights wi2 corresponding to the converged large magnitude
eigenvalues of T (the output of Lanczos) to % (and adjust the remaining weights so that the square
of the weights sum to one). This is described in lines 4-9 of Algorithm 3. From Lemma 14, we
know that in the presence of a constant multiplicative gap between o (A) and o;11(A), the top k
eigenvalues of T will approximately be equal to those of A. Hence the correct weights corresponding
to these eigenvalues must be 1. This lets us avoid the O(%HAHQ) error SLQ was incurring on the
large magnitude eigenvalues. However, we do not actually know the value of k or even if there exists
such a k € [I] with a constant multiplicative gap. Hence, we check two convergence conditions for
each of the top [ indices which will always be true for the top k < [ eigenvectors of T (the output
of Lanczos) and corresponding weights (V e1)? if such a k € [I] exists.

The two convergence conditions to find the indices for which we set the weights to % are given in

line 5 of Algorithm 5. The first condition (||AQv; — X;(T)Qv;|l2 < ”%uf) checks if an eigenvector
v; of T (and its corresponding eigenvalue) is also approximately an eigenvector and eigenvalue of
A. Note that from Lemma 15 this condition will always be true for the top k eigenvalues and
eigenvectors of T as long as there is at least a constant multiplicative factor gap between oy (A)
and 0;41(A). This helps us set the correct weights of % for the top k eigenvalues. However, there
might be some eigenvectors of T outside of the top k indices for which this condition is also true.
Unfortunately, we can’t guarantee that the corresponding eigenvalues of T outside of the top k
)2 < log(l/5))

have converged to an eigenvalue of A. The second condition ((v ‘e ensures that in

case this happens, we don’t incur too much error by correcting the weights to 5 Note that from
Lemma 21, this condition will also be true for the top k weights of the SLQ distribution as long
as there is at least a constant multiplicative factor gap between o (A) and o;41(A). But in case
there is spurious convergence of an eigenvector of T without the corresponding eigenvalue of T
converging to an eigenvalue of A, this condition essentially bound the error we incur by correcting

the weights by ¥—"—+ log (t/9) . Also, since the corresponding eigenvalue of A (and T) is at most oj41(A),
the total error we 1ncur by incorrectly setting weights for these spurious eigenvectors is at most
O(M) < O(ZUHI(A)) as opposed to O(l”AHQ) as the magnitude of these eigenvalues will always
be less than o11(A) < O(0141(A)).

We now analyze the algorithm below. The proof is similar to that of Theorem 3 except now,
we use the Backward Perturbation Bound (Lemma 7) to first show that there exists some matrix
with the same converged eigenvalues and eigenvectors of A and which is spectrally close to A (as
we had done in the proof of Theorem 1). This helps us bound the error incurred on the converged
eigenvectors. For bounding the Wasserstein error of the spectral density corresponding to the
eigenvalues with non-converged eigenvectors (which will also have small magnitude), we use the
moment matching analysis of Theorem 3 again.
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Algorithm 5 Variance reduced Stochastic Lanczos Quadrature

Input: Symmetric A € R™ ™, number of iterations m(< n), convergence parameters [ € [n],
B,C > 0.5
1: Sample g ~ U(S"71).
2: Run Lanczos (Algorithm 3) on A, g for m steps to compute symmetric tridiagonal matrix T €
R™*™ and orthonormal basis Q € R™ ™ such that T = QTAQ [GM09]. Let the eigenvectors

of T be vi,...,v,.
3: Set § = {}
4: for j=1,...,l do
5: if |AQv; —\;(T)Qvjl2 < % and (vael)2 < Cika(l/gh then
6: S=SuU{j}
7 end if
8: end for "
9: Set f(z) =) icq 20(z = A(T)) + <W> 2 jem)\s w3d(z — Aj(T)), where w; = v7ey.

10: return f(z).

Theorem 4. Let A € R™"™ be symmetric and consider any | € [n] and €,§ € (0,1). Let gmin =

i(A)—0i1(A) _ LAl 1A ll295,

min, e UT and K 50 - Let a = max (0141 (A), = T ) for some constant ¢ > 0.

Algorithm 5 run for m = O(llog ﬁ + M) iterations, performs m matriz vector products with

A and outputs a distribution f such that, with probability at least 1 — J, for large fixed constants
C >0 andco >0,

vn n ez

nez
Proof. Throughout the proof, for ease of writing, we will abuse notation slightly and assume that
the first convergence condition in line 5 of Algorithm 5 is given by [|[AQv; —\;(T)Qv;lj2 < %yf ie.
the first parameter is 3/e instead of just 8. Let k € [l] be such that o4 (A) > 2a and o541 (A) < 20

We will again consider two cases as in Theorem 3, i.e. when such a k exists and when it doesn’t.

Wi(sa. f) < ¢ oren(A) + (Clog(n/E) log(1/¢) , cuog(l/e)\/W) ory(a) + VAl

Case 1: We first consider the case when such a k exists. In this case, similar to proof of case 1 of
Theorem 10, let B = iA and let T = iT where T is the output of running Lanczos with B as
input. Then, as in (79), we have:

Wi(sa, f) < 2aWi(sB, fB), (87)
where sp(z) = 3T, L5z — N(B)) and fg(z) = Zjesié(:c — XN(Ty) +
_1s1
(ZI[]?Q> Zje[m}\swf-é(x — Xj(Ty)), where w; = V?el for each j € [m] and S is the
ie[m]\s Wi

set of indices containing the converged eigenvectors as defined in Algorithm 5. Let Vg € R™*IS|
contain the set of all eigenvectors v; of Ty such that i € S. Let Zg = QVg where Q is the

Srefer to Theorem 4 for instructions on setting these parameters.
"5 € (0,1) is the failure probability.
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orthonormal basis of the Krylov subspace generated by the Lanczos algorithm (Algorithm 3).
Then, |BZs — ZsA|p = \/Zz’es IBQv: — A:(A)Qill3 < B2 where A is a matrix with the
eigenvalues of T corresponding to the eigenvectors of Vg on its diagonal and zeros everywhere
else. Then, using the backwards error bound (Lemma 7) we get that there exists a matrix C such
that[ (]325 = ZsA and |B — Cl|; < n%g]ilLQ/E Using Weyls’ inequality (Fact 1), we get that for all
1€ n

2||B2
M(B) - N (O)] < APl (58)
Then, 1 3 | |X;(B) — Ai(C)| < n%g]i”f/e which implies that
2|[Bll2
Wl(SB,Sc) < sy (89)
where sc(z) is the spectral density function of C. Let S; C [n] such [S1| = |S] and for every

J € S, there exists an i € S such that A\;(C) = A\;(T1). We know such a set S; must exist as A are
eigenvalues of C. Let L = max(||C]||2, || B|2). Then we have:

L
Wi(sc, fa) = sup / h(x)(so(x) — fa(@))dz

hel—LipJ—L

L i 1 & 1
_ / h (:c)(n S 6 = N(C)) = 3 5w — Ai(T1)
- =1

j€S

_ 18l
i€m]\S i jem]\S

’S’/ @) 57 2 2= MO - g Sote = (L) )

'LGS €S
I
- L
+ 2 151 h*(@( Z (x C)) — 5 Y wid(z— A Tl))>d
noJ-r E[n]\S Z efm\s Me[m}\s
I

(90)

Here, in the second step, h*(x) is the function that maximizes the integral in the first step. By
definition of the set S; we have I1 = 0. Now we bound Is. Let si(z) = \S\ Dici\s; 0(x = Xi(C)),

so(x) = mZie[n}\Sl d0(x — X\(B)) and fi(x) = > \Sw2 > icim \Swzé( — Xi(T1) be three
density functions. Using triangle inequality, and the fact that h*(x) is a 1-Lipschitz function, we

have:
_ L
=""B [ @) - pe)

n—|5| n—|5|
n n

<

Wi(s1, f1) <

(Wi(s1,52) + Wi(s2, f1)). (91)
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Using (88) and the earth movers’ interpretation of the 1-Wasserstein distance, we can bound
Wi(s1,s2) as

1
n—15|

2||B

S (0) - n(B)| < 2Bl (02)
n(B-1)/

1€[n]\S1

Wi(s1,s2) <

We now bound Wi (se, f1). Let z; = Qv;. Recall that v; are eigenvectors of QTBQ for eigenvalues
X(QTBQ), z; are the eigenvectors of QQTBQQ’ corresponding to eigenvalues \;(Q'BQ) =

cl/4
A (QQTBQQT). From Lemma 15, we have that for every i € [k], either ||z; — w;||2 < (93‘;% or
cl/4
|z + u;ll2 < (n:)“g% From Lemma 14, we have that for i € [k] ,

T T gmln” HZ
<
cl/4
Let us assume we have ||z; — u;lj2 < (n':)?# for some i € [k]. Using triangle inequality and

spectral submultiplicativity, we get that for ¢ € [k]:

IBz; — \:(Q"BQ)z;i| < ||B(z — uz’)H2 + [|Bu; — Mi(Q"BQ)uy|2 + H)\z’(QTBQ)(uz‘ —2;)||2

=~ (n- K)c/2e—1 v v g (n - )C/QE 1
~ 30umta B2
- (n E)C/QG 3"

For the second step, we also used the fact that \;(QQTBQQT) = \; (QTBQ) We can similarly
prove that ||Bz; — \;(QQTBQQT)z;|| < 3050 | Bl when ||z; + w2 < % Moreover, from

(n K, L/26 3 (

C 10g (k/6) C’\/log(l/é

Lemma 21, for any i € [k], we have w? = (vle;)? < < for some constant
C > 0. Thus, if we set the constants 3, C; in Algorithm 5 such that 8 < C — 3¢, and C7 > C, then
V1,... V) must satisfy the conditions in line 5 that [|[BQv; — A; (T]_)QVJHQ < Ile\/léz and (vle)? <

M, ie. [k] € S. Thus, maxe,s [Ai(B)] < [Ag41(B)| < 1. Also, by the minimax principle,

max;cm)\s [Ai(T1)| < [Aep1(T1)] < [Agy1(B)| < 1. Thus, the support of sa(z) and fi(z) is in
[—1,1]. To bound Wi(s2, f1), we use Lemma 3.1 of [BKM22] to get that for any N € 4N*, we have:

(Sg,fl <7+22’ iy S _ z;f1>‘7

where T; is the ith normalized Chebyshev polynomial. Then, we get:

n— |5

N
TR R RE) DL D D TV e it OV
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We can set N = O(%) since the total number of iterations of Lanczos is m = ( i) Then,
using triangle inequality, and the fact that [k] C S and [k] C S1, we get that for any i € [N]:

n—|S|
1 _ _
LS @) - 3 wai(MTl))\
‘ " el 2peim\s Up j€lm\S
1 m ~ 1 -
<Ly noam)- Y w;T,WT1>>'+‘n S @) Y wT(T)
j=k+1 j=k+1 j>k+1,j€S] j>k+1,j€8
|S\ B -
tleti 3wy Y oy (o)
pefm\s pge[ \S jem)\S

We will now bound the three terms above individually. Let fo(z) = Y| w?§(z — Ai(Ty)), i.e., the
output of SLQ with B as input. Next, observe that B satisfies all the conditions of Lemma 19 since
op(B) = % > 1 and ox41(B) < 1. Let t;(x) be the polynomial defined in Lemma 19 for i € [N].
Then, for the first term, using triangle inequality, we have that:

1 I m ~ 1
LY D) - Y W) < LY TOu(B) - (hsm)
j=kt1 j=k+1 j=k+1
+1 Y wiT(A\(T)) — (b, fo) | + |(ti, f2) — (ti, sB)|-
j=k+1
— cgl
From Lemma 19, we have that ’Z;’;kﬂ wJQ-Ti()\j(Tl)) — (ti, f2) < % and

cyl

Imin__ for constants c3,cq > 0 for all i € O(%) From Lemma 20,

& i i (B)) = (ti, sB)| < )il

< & 105%]\[/ 0 < G 105%1 /) for some constant Cy and for all i € O(1/e)

we have that

(ti, f2)—(ti, sB)
with probability at least 1 — . Thus, we get that

1 n ~ m ~
LY TOE) - Y TT)
j=k+1 Jj=k+1
csl cql
< 9o N Gt N C log(1/€0) < 2Cy log(l/eé)’
)it eme T yn NG

for all i € O(1). We now bound the second term in (94). Note that since [A;(B)| <1 for j > k+1,

we have that T,(\;(B)) < /2. Also, [\;(T1)[ < [\;(B)] < 1for j > k+ 1 and w} < P25 oy
all j € S. Thus, we get that:

1 _ _
LY o) - X Wy
j>k+1,5€51 j>k+1,5€8

1 _
< o LB+ D wiT(A(T))]
J>k+1,5€5 j>k+1,5€S

\/’51 \fcl|5|,/1og 1/5) Cgl«/log(l/é)
V7 n n '
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for some constant C3 > 0 and where we used the fact that |S;| = |S| and |S| < [ in the last step.
We finally bound the last term in (94). Observe that we have (for some constant Cy > 0):

jelm]\S

n=|S| _ w2
< n Zpe[m]\zs P + Z wz 2
ZZJE[m]\S wy pe[m\S ™
2 2 |9l
<.lZ _ =
<2 |su-
peS

- \E 02|S|\/;og<1/6> N \/Z rnS|
< C4l\/log(l/5).

In the second step above, we used the fact that since [k] C .S, we have A\;(T1) < A\ (T1) < Ap(B) <1
for j € [m]\ S. So we have T;(\ \/7 for j € [m]\ S. In the third step, we used the fact
that Zie[m] wf =1 and in the fourth step, we bounded wg < Coy/log(l/d) ”l:gl/a. Finally, using the upper

bounds on the three terms on the right hand side of (94), and observing that for large enough we
get that for i € O(L) (for constants Ca, Cs > 0), with probability at least 1 — §:

—15]

2 - [ 1\/log(l/o
% Z T;(A;(B)) — ﬁ w2T;(\(T1))| < Co lo;g/ﬁl/eé Cs m
jE€M]\S1 pe[m]\S Wp jem\s

From (93), we get that (using the fact that N = O (1)):

— 1S — 1S Cg log(1/ed) Cl«/l /3)
”n| |W1(32,f1)§066” n' |+< olog(l/cd)  Co Og/ )Zl

\/ﬁ i=1
<C Cglog(l/eé) log(1/€) C6l\/1og l/5 log(1/€)
< Cge + \/’Tl )
for large constant Cg > 0. Finally, using the bounds on Wi (sg, f1) from above, and on Wi (s1, s2)
from (92), in (91), we get that:

o 2Bl o Colos(l/ed)log(1/e) | Coly/loa(l]0)los(1/e)
n(B—1)/e NG n

where we also used the fact that = ‘SI < 1. Thus, from (90), we get that Wi(sc, fB) < n%g]illf/e +
Cee + Cslog(1/€d) log(1/e€) Csl\/log l/5 ) log(1/€)

NG

. Then, from (89) and using triangle inequality, we get
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that:

Wi(sB, fB) < Wi(sB,sc) + Wi(sc, fB)

4||B||2 C’6 log(1/€d) log(1/€) C’6l\/log l/5 log 1/6
-+ Cee

Finally, from (87), we get that:

<

1/1og(1/8) log(1
Wisa. f) < 2a 4|B|2 Ceert Cslog(1/ed) log(1/e) CGWOg (1/e)
n(B—1)/e NG

< 4| All2 % <06€+ Ceslog(1/ed)log(1/e) C’@l log l/5 log(1/e) )

- n(ﬁ—l)/e \/'71

where the second step follows from the facts that B = %. Also note that we have a < 0741(A) +

c/4
% Simplifying the above expression we get that for some large constants C’ > 0 and ¢3 > 0

such that —==57 1)/5 << 62, we have:

C'log(1/ed)log(1/e C'l\/log(l/d)log(1/e A
Wilon. ) < Cleonos () o COBU/DN0x1/e) o C /5] o1/ Al
NLD n ne2
Case 2: We now consider the case when such a k doesn’t exist. In this case, we have ||A[]2 < 2a.
Then, following case 2 of Theorem 3, let B = % such that ||Blj2 < 1. Then, following case 1, we
can again apply the backwards error to get a matrix C such that |B—C||y < %[LlBlHQ/E We can again
split Wi (sc, fB) into the integrals I; and I5 as in (90) such that I; = 0 and Iy can be bounded
as I < n%m(wl(sl, s2) + Wi(sg, f1)) (as in (91)) such that Wy(s1,s2) < n%gi“f/e (as in (92)) and

"_T|S|W1(32, f1) is bounded using Lemma 3.1 of [BKM22] by the Chebyshev moments of so and f;
as in (93). Then, using triangle inequality, we can bound the moments of f; and s2 again as in (94)
such that we have:

n—|S|
T.,(\;(B)) - —2 w2T;(\; (T ‘
\nje%& ((B)) Zpe[m]\sw%je%\sj (1)
L TONB) - Y W)+ |2 S T B) - S ut(T)
jEn] JE€Im] jEST jes
S|
\2 PTONT)) — Y wgmjm))'. (95)
2pelml\s VB sl jelm\S

Since w? < S2Vlosll/o) Vlzg(l/(s) for j € S and \j(T1) < A;(B) < 1, the second and third terms on the

J
right hand side above can be bounded by O w

observe that 1 w 2jein) L [;(A\j(B)) = Ltr(T;(B)) and > jeim] w?TZ-(Aj(Tl)) is the ith Chebyshev
moment of the output of SLQ (Algorithm 4) with B as input. Thus, from Lemma 12 we get

as in case 1. To bound the first term,
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that

LS iem T B)) = e wJQ-TZ-()\j(Tl))‘ < O (D) < O (18D Thus, we get

3 -2 7 log(1/e8) . 1+/log(1/5)
'i Yjelnhvsi LiAi(B)) = = D jetmis W?Ti()\j(Tl))‘ <0 < g% ) X ‘The rest

of the proof follows the proof of case 1 which gives us the final bound of

Wils, f) < cora(A) 1+ & 1og(1/\e/<210g(1/e) (A + C'z\/@log(l/e)%m) N ||:c|2|2.

Finally, observe that adjusting d by some constant factors gives us the final bound. O

5 Lower Bound

We now prove the lower bound on the number of matrix vector queries required by any algorithm to
estimate the spectral density of any matrix A upto Wasserstein error eo;y1(A). Our proof proceeds
via a reduction of the spectral density estimation problem to the problem of distinguishing between
two Wishart matrices with ranks very close to each other (Theorem 17 of [SW23]). Our lower bound
of O(l + %) shows that our upper bounds for estimating the SDE via explicit deflationa s well as
SLQ are nearly tight (upto polylog factors).

Theorem 2. Any (possibly randomized) algorithm that given symmetric A € R™ "™ outputs Sa
such that, with probability at least 1/2, W1(sa,5a) < €0141(A) for e € (0,1) and | € [n] must make
Q (l + %) (possibly adaptively chosen) matriz-vector product queries to A.

Proof. Let A be an adaptive algorithm that estimates the spectral density of A up to error eo;y1(A)
in the Wasserstein-1 norm. Let W (n,r) be the n dimensional Wishart distribution with r degrees of
freedom 1i.e., the distribution of GGT where G € R™*" has i.i.d. standard normal entries. We will
use Theorem 17 of [SW23] which states that at least Q(r) (possibly adaptive) matrix vector queries
are required by any adaptive algorithm to distinguish between two Wishart matrices W (n,r) and
W (n,r + 2) with probability at least % We prove the lower bound by considering the two cases:
[ > % and | < %

Case 1. (I >1): The non-zero eigenvalues of the Wishart ensembles W (n,l) and W (n,l + 2) are
bounded between § and 2n with probability at least 5/6 as long as n > C1 for some constant C
[Ver18]. Let n = Cl. Consider the Wishart ensembles A; = W (n,l) and Ay = W(n,l+2). Observe
that A; and Ag have ranks of [ and [ + 2 respectively. So, 0;43(A1) = 0743(A2) = 0. Let A
use k matrix-vector products with the input matrix to estimate the spectral density sa(z) up to
error €0;43(A) = 0 in both cases with probability at least 0.5 i.e. the spectral density of the input
matrix is estimated exactly. So, the rank of A in both cases is given exactly by n ff/nZ sa(z)dz with
probability at least 0.5. Hence, A can distinguish between W (n, 1) and W (n, [+ 2) with probability
at least 2. Thus, from Theorem 17 of [SW23], we must have k = Q(1).

Case 2. (I < %) In this case, let r = L%J and let us consider the normalized Wishart ensembles
A= %W(n, r) and Ay = %W(n,r + 2) where n = 2Cr. Let either Aj or Ay be the input to A.
Since the nonzero eigenvalues of A; and Aj lie in [0.25, 1] with probability at least 5/6, by setting
the error parameter to 15557 we can estimate the spectral density of the input to A up to error
1000 Mmax(0141(A1),0141(A2)) < 15550 in the Wasserstein-1 distance. Let Ay > ... > A, be the
true eigenvalues of the input to .A. Then, using the estimated spectral density returned by A, we can
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construct a list of n values [\, ..., Ay] in time linear in n and 1 such that Y1 4 [\ — Ai| < B <

v = 1000 =
o (see [CSKSV18], theorem B.1 in [BKM22]). So, we have |Ap1 — Ary1]| < 3001 (A — Ai| < 1855
When, Aj is the input we gt |5\T+1| < ﬁcoo since Ar4+1 = 0 in this case. When, Aj is the input, via

triangle inequality, we get |/~\T+1| > | Arg1| — % > 0.25— ﬁ since A\,;1 > 0.25 in this case. So, we
can distinguish between A; and Ay with probability at least % So, using Theorem 17 of [SW23],
we again have k > Q(2).

Finally, observe that setting 6 = ﬁ for some constant ¢’ gives us the final bound. O

6 Empirical Evaluation

In this section, we compare the empirical performance of the algorithms studied in this paper and
several other standard algorithms in approximating the spectral densities of several synthetic and
publicly available matrices. We observe that the SLQ algorithm (Algorithm 4) and its variance
reduced variant, VR-SLQ (Algorithm 5) generally out perform explicit moment matching methods
like KPM and Chebyshev moment matching in the Wasserstein distance metric. This finding aligns
with our results in Theorem 3 and 4 that these methods perform implicit deflation for any deflation
parameter ¢ allowing them to adapt to the matrix spectrum to achieve stronger error bounds.

6.1 Datasets

Our comparisons are performed on the following matrices:

e The Gaussian matriz, which is a 5000 x 5000 matrix, constructed by first drawing 5000
eigenvalues from a Gaussian distribution to get A € N(0,1)%%% normalizing A = A/||Alo,
then generating a random orthonoromal matrix V & R3000%5000 “and finally computing A =
VAVT. This matrix is generated from the descriptions of the Gaussian matrix in [BIKM22].

e The Uniform matriz is constructed analogously to the Gaussian matrix, except its eigenvalues
are drawn uniformly and independently from [—1,1]. This matrix is generated from the
descriptions of the Uniform matrix in [BKM22].

e The inverse spectrum matriz is a 5000 x 5000 diagonal matrix with entries 1,1/2,...,1/5000.

e The power law spectrum matrix is a 5000 x 5000 diagonal matrix with entries
1,1/22,...,1/25000,

e The low-rank matriz is a 5000 x 5000 diagonal matrix with 100 entries drawn uniformly and
independently from a Gaussian distribution N(0,1), and normalized as A = A/||Al|s. The
remaining diagonal entries are set at 0.

e Finally, Erdos992 is the adjacency matrix of the Erdés collaboration network (snapshot of
1992) with 6100 vertices and containing 15030 undirected edges. It is taken from a publicly
available sparse matrix collection [DHI11]. The adjacency matrix has one eigenvalue at 1,
roughly 1000 eigenvalues at 0, and roughly 500 eigenvalues of magnitude greater than 0.2.

We note that all algorithms considered in this paper are ‘rotationally invariant’ in that their
performance should not depend on the actual eigenvector basis of A. For this reason, most of
our test matrices are simply diagonal matrices. And we indeed see no systematic difference in
performance depending on the eigenvector basis.
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6.2 Implementation Details

We consider three baseline SDE algorithms: 1) stochastic Lanczos quadrature (SLQ), 2) the Cheby-
shev moment matching (CMM) algorithm (Algorithm 1 of [BKXM22]), and 3) the Jackson damped
kernel polynomial method (KPM) (Algorithm 6 of [BIX)M22]) which is a popular moment matching
algorithm that can be thought of as an approximation of CMM. We implement two versions of our
explicit deflation algorithm (Algorithm 1) — one of which uses CMM after deflation (the one we
analyze), and one that uses KPM. We call these algorithms def-CMM and def-KPM respectively.
Along with these algorithms, we also compare the performance of SLQ algorithm (Algorithm 4) and
VR-SLQ (Algorithm 5).

Since we test for relatively small n, as the number of iterations/moments performed by each
algorithm increases, we may reach small e = 6(1/4/n) values for which more than one random vectors
in Hutchinson’s method in the explicit moment matching methods or more than one independent
trial of SLQ are needed. For simplicity, for all moment matching methods we use 15 random vectors
for Hutchinson’s method. For SLQ-based methods we perform 15 independent trials of the method
(using 15 independent random starting vectors) and average together the output densities to obtain
our final spectral density estimate. For block Krylov based deflation we perform 15 iterations to
generate the Krylov subspace.

We compare each algorithm based on the Wasserstein-1 error achieved for a fixed number of total
matrix-vector queries to the input matrix. Since the iterations in Krylov and number of vectors in
Hutchinson’s algorithm are fixed at 15, to ensure that def-CMM or def-KPM uses the same number
of matrix-vector queries as other algorithms we then need to split the moment budget of CMM or
KPM to accomodate for the matrix-vector queries due to block Krylov. We split this in the ratio
1: 3, ie., for every 2 moment computations of CMM or KPM in def-CMM or def-KPM, we use
a block size of 3 to compute deflation via block Krylov algorithm. Note, for block size of 3 and
¢ iterations, block Krylov method uses 6/ matrix-vector queries. We vary the total matrix-vector
query budget for all algorithms, i.e., increase the total moments approximated by CMM-based
algorithms, or increase the total number of iterations in SLQ-variants, and report the Wasserstein-1
error in Figure 1 across all matrices.

To compute N moment estimates, the CMM algorithm [BKM?22] is evaluated on a discrete and
evenly-spaced grid of length d + 1 in the interval [—1,1]. Theoretically, the algorithm requires
setting d = [N3/3]. In our experiments, we found setting d = 20000 to be sufficient. To solve the
¢1-regression problem in the CMM algorithm, we use HiGHS solvers [[{118] within SciPy [VGO™20].
To ensure that the solution vector falls within the probability simplex we use Algorithm 1 of [Con16].
The eigenvalues of any matrix are computed using numpy [Com?21].

We repeat each experiment for ¢ = 10 independent trials. In the plots in Figure 1, the x-axis
denotes the total matrix-vector queries used by each algorithm per trial, and the y-axis represents
the corresponding Wasserstein-1 SDE error. The bold lines in the plot represent the mean error
across 10 trials. The 10" and the 90" percentile of the observed errors are represented by the faded
envelope around the bold lines.

Code. All codes are written in Python and available at https://github.com/archanray/SDE_
SLQ.
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6.3 Summary of Results

We observe that across all of the matrices, SLQ (Algorithm 4) and VR-SLQ (Algorithm 5) outper-
form the explicit moment matching-based algorithms that we test. Among these two algorithms,
VR-SLQ more often outperforms SLQ, especially when the spectrum of the input matrix contains
only a few large eigenvalues, as in this case, the variance reduction step can have a significant
positive effect on the spectral density estimate. We also observe that the variants of Algorithm 1
(def-CMM and def-KPM) more often outperform naive CMM and KPM, in particular for matrices
with only a few large eigenvalues, as expected.
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Figure 1: Wasserstein-1 error of spectral density estimation approximation algorithms.
In the figures above, we plot the Wasserstein-1 error of approximating the spectral density of several
matrices using the algorithms presented in the paper and some baseline algorithms. We observe
that in almost all cases, VR-SLQ algorithm outperforms all other SDE algorithms. We also observe
that the variants of our deflation algorithm (Algorithm 1) generally outperform the corresponding
baseline of CMM and KPM.
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