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Abstract

Dueling bandits is a prominent framework for decision-making involving preferential feedback,
a valuable feature that fits various applications involving human interaction, such as ranking,
information retrieval, and recommendation systems. While substantial efforts have been made
to minimize the cumulative regret in dueling bandits, a notable gap in the current research is
the absence of regret bounds that account for the inherent uncertainty in pairwise comparisons
between the dueling arms. Intuitively, greater uncertainty suggests a higher level of difficulty in
the problem. To bridge this gap, this paper studies the problem of contextual dueling bandits,
where the binary comparison of dueling arms is generated from a generalized linear model
(GLM). We propose a new SupLinUCB-type algorithm that enjoys computational efficiency

and a variance-aware regret bound 6(d\ / Zle o? + d), where o is the variance of the pairwise
comparison in round ¢, d is the dimension of the context vectors, and 7' is the time horizon. Our
regret bound naturally aligns with the intuitive expectation in scenarios where the comparison is
deterministic, the algorithm only suffers from an O(d) regret. We perform empirical experiments
on synthetic data to confirm the advantage of our method over previous variance-agnostic
algorithms.

1 Introduction

The multi-armed bandit (MAB) model has undergone comprehensive examination as a framework
for decision-making with uncertainty. Within this framework, an agent has to select one specific
”arm” to pull in each round, and receives a stochastic reward as feedback. The objective is to
maximize the cumulative reward accumulated over all rounds. While the MAB model provides
a robust foundation for various applications, the reality is that many real-world tasks present an
intractably large action space coupled with intricate contextual information. Consequently, this
challenge has led to the proposal of the (linear) contextual bandit model, where the reward is
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intricately linked to both the context associated with the selected arm and the underlying reward
function. A series of work into the linear contextual bandits has led to efficient algorithms such as
LinUCB (Li et al., 2010; Chu et al., 2011) and OFUL (Abbasi-Yadkori et al., 2011).

In scenarios where feedback is based on subjective human experiences — a phenomenon evident
in fields such as information retrieval (Yue and Joachims, 2009), ranking (Minka et al., 2018),
crowdsourcing (Chen et al., 2013), and Reinforcement Learning from Human Feedback (RLHF)
(Ouyang et al., 2022) — preferential choices emerge as a more natural and intuitive form of feedback
compared with numerical evaluations. The rationale behind preference feedback lies in the fact that
numerical scores can exhibit significant variability among individuals, resulting in noisy and poorly
calibrated rewards. On the contrary, a binary signal from preferential feedback remains independent
of scale and is thus more reliable. This distinction gives rise to a specialized variant of the MAB
problem known as dueling bandits (Yue et al., 2012). In this setting, the agent simultaneously pulls
two arms and receives binary preferential feedback, which essentially indicates the outcome of a
comparison between the chosen arms. A line of works proposed efficient and practical algorithms
for multi-armed dueling bandits based on upper confidence bound (UCB) (Zoghi et al., 2014, 2015)
or Thompson sampling (Wu and Liu, 2016). Similar to linear contextual bandits, considerable effort
has been invested in developing efficient algorithms that minimize the cumulative regret for the
contextual dueling bandits (Saha, 2021; Bengs et al., 2022).

Intuitively, the variance of the noise in the feedback signal determines the difficulty of the
problem. To illustrate, consider an extreme case, where the feedback of a linear contextual bandit is
noiseless (i.e., the variance is zero). A learner can recover the underlying reward function precisely
by exploring each dimension only once, and suffer a O(d) regret in total, where d is the dimension of
the context vector. This motivates a series of works on establishing variance-aware regret bounds for
multi-armed bandits, e.g. (Audibert et al., 2009; Mukherjee et al., 2017) and contextual bandits, e.g.
(Zhou et al., 2021; Zhang et al., 2021a; Kim et al., 2022; Zhao et al., 2022, 2023). This observation
also remains valid when applied to the dueling bandit scenario. In particular, the binary preferential
feedback is typically assumed to adhere to a Bernoulli distribution, with the mean value denoted
by p. The variance reaches its maximum when p is close to 1/2, a situation that is undesirable in
human feedback applications, as it indicates a high level of disagreement or indecision. Therefore,
maintaining a low variance in comparisons is usually preferred, and variance-dependent dueling
algorithms are desirable because they can potentially perform better than those algorithms that
only have worst-case regret guarantees. This leads to the following research question:

Can we design a dueling bandit algorithm with a variance-aware regret bound?

We give an affirmative answer to this question by studying the dueling bandit problem with a
contextualized generalized linear model, which is in the same setting as Saha (2021); Bengs et al.
(2022). We summarize our contributions as follows:

e We propose a new algorithm, named VACDB, to obtain a variance-aware regret guarantee. This algo-
rithm is built upon several innovative designs, including (1) adaptation of multi-layered estimators
to generalized linear models where the mean and variance are coupled (i.e., Bernoulli distribution),
(2) symmetric arm selection that naturally aligns with the actual reward maximization objective
in dueling bandits.

e We prove that our algorithm enjoys a variance-aware regret bound 5(d\/2?:1 o+ d), where oy
is the variance of the comparison in round ¢. Our algorithm is computationally efficient and does



not require any prior knowledge of the variance level, which is available in the dueling bandit
scenario. In the deterministic case, our regret bound becomes 6(d), showcasing a remarkable
improvement over previous works. When the variances of the pairwise comparison are the same
across different pairs of arms, our regret reduces to the worst-case regret of 9] (dﬁ ), which
matches the lower bound Q(dv/T) proved in Bengs et al. (2022)

e We compare our algorithm with many strong baselines on synthetic data. Our experiments
demonstrate the empirical advantage of the proposed algorithm in terms of regret and adaptiveness
when faced with environments with varying variances.

e As an additional outcome of our research, we identified an unrigorous argument in the existing
analysis of the MLE estimator for generalized linear bandits. To rectify this issue, we provide
a rigorous proof based on Brouwer’s invariance of domain property (Brouwer, 1911), which is
discussed further in Appendix B.

Notation In this paper, we use plain letters such as x to denote scalars, lowercase bold letters
such as x to denote vectors and uppercase bold letters such as X to denote matrices. For a vector
X, ||x||2 denotes its fo-norm. The weighted fo-norm associated with a positive-definite matrix A
is defined as ||x||[a = Vx"Ax. For two symmetric matrices A and B, we use A = B to denote
A — B is positive semidefinite. We use 1 to denote the indicator function and 0 to denote the zero
vector. For a postive integer IV, we use [N] to denote {1,2,..., N}. We use X1, to denote the set
{xi}1<i<t. We use standard asymptotic notations including O(-), Q(-), ©(-), and O(-), Q(-), O(-) will
hide logarithmic factors.

2 Related Work

Multi-Armed Bandits and Contextual Bandits. The multi-armed bandit problem involves an
agent making sequential decisions among multiple arms based on the observation of stochastic reward,
with the goal of maximizing the cumulative rewards over time. It has been widely studied, including
works such as Lai et al. (1985); Lai (1987); Auer (2002); Auer et al. (2002); Kalyanakrishnan et al.
(2012); Lattimore and Szepesvari (2020); Agrawal and Goyal (2012). To deal with large decision
spaces with potentially infinitely many actions or to utilize contextual information, extensive studies
have been conducted in contextual bandits. Some work focused on contextual linear bandits, where
the mean reward of an arm is a linear function of some feature vectors, including algorithms such as
LinUCB/SupLinUCB (Chu et al., 2011), OFUL (Abbasi-Yadkori et al., 2011). Other works, such as
(Filippi et al., 2010; Li et al., 2017; Jun et al., 2017), studied the generalized linear bandits where
the mean reward is from a generalized linear model (GLM).

Dueling Bandits. The problem of dueling bandits is a variant of the multi-armed bandits, where
the stochastic reward is replaced by a pairwise preference. This model was first proposed in Yue et al.
(2012). Many works (Zoghi et al., 2014; Komiyama et al., 2015) studied this problem, assuming
the existence of a Condorcet winner, which is one arm that beats all the other arms. There are
also works on other types of winners such as Copeland winner (Zoghi et al., 2015; Wu and Liu,
2016; Komiyama et al., 2016), Borda winner (Jamieson et al., 2015; Falahatgar et al., 2017; Heckel
et al., 2018; Saha et al., 2021; Wu et al., 2023) and von Neumann winner (Ramamohan et al., 2016;
Dudik et al., 2015; Balsubramani et al., 2016). Similar to the idea of contextual bandits, some
works considered regret minimization for dueling bandits with context information. Kumagai (2017)



studied the contextual dueling bandit problem where the feedback is based on a cost function.
They proposed a stochastic mirror descent algorithm and proved the regret upper bound under
strong convexity and smoothness assumptions. Saha (2021) proposed algorithms and lower bounds
for contextual preference bandits with logistic link function, considering pairwise and subsetwise
preferences, respectively. Bengs et al. (2022) further extended to the contextual linear stochastic
transitivity model, allowing arbitrary comparison function, and provided efficient algorithms along
with a matching lower bound for the weak regret. For a recent comprehensive survey of dueling
bandits, please refer to Bengs et al. (2021). Our work studies the same model as Saha (2021); Bengs
et al. (2021).

Variance-Aware Bandits. It has been shown empirically that leveraging variance information
in multi-armed bandit algorithms can enjoy performance benefits (Auer et al., 2002). In light of
this, Audibert et al. (2009) proposed an algorithm, named UCBV, which is based on Bernstein’s
inequality equipped with empirical variance. It provided the first analysis of variance-aware
algorithms, demonstrating an improved regret bound. EUCBV Mukherjee et al. (2017) is another
variance-aware algorithm that employs an elimination strategy. It incorporates variance estimates
to determine the confidence bounds of the arms. For linear bandits, Zhou et al. (2021) proposed a
Bernstein-type concentration inequality for self-normalized martingales and designed an algorithm
named Weighted OFUL. This approach used a weighted ridge regression scheme, using variance
to discount each sample’s contribution to the estimator. In particular, they proved a variance-
dependent regret upper bound, which was later improved by Zhou and Gu (2022). These two
works assumed the knowledge of variance information. Without knowing the variances, Zhang
et al. (2021b) and Kim et al. (2022) obtained the variance-dependent regret bound by constructing
variance-aware confidence sets. (Zhao et al., 2022) proposed an algorithm named MOR-UCB with
the idea of partitioning the observed data into several layers and grouping samples with similar
variance into the same layer. A similar idea was used in Zhao et al. (2023) to design a SupLin-type
algorithm SAVE. It assigns collected samples to L layers according to their estimated variances,
where each layer has twice the variance upper bound as the one at one level lower. In this way, for
each layer, the estimated variance of one sample is at most twice as the others. Their algorithm
is computationally tractable with a variance-dependent regret bound based on a Freedman-type
concentration inequality and adaptive variance-aware exploration.

3 Problem Setup

In this work, we consider a preferential feedback model with contextual information. In this model,
an agent learns through sequential interactions with its environment over a series of rounds indexed
by t, where t € [T] and T is the total number of rounds. In each round ¢, the agent is presented
with a finite set of alternatives, with each alternative being characterized by its associated feature in
the contextual set A; C R%. Following the convention in bandit theory, we refer to these alternatives
as arms. Both the number of alternatives and the contextual set A; can vary with the round index
t. Afterward, the agent selects a pair of arms, with features (x¢,y:) respectively. The environment
then compares the two selected arms and returns a stochastic feedback o;, which takes a value from
the set {0,1}. This feedback informs the agent which arm is preferred: When o, = 1 (resp. o = 0),
the arm with feature x; (resp. y;) wins.

We assume that stochastic feedback o; follows a Bernoulli distribution, where the expected value
pt is determined by a generalized linear model (GLM). To be more specific, let u(-) be a fixed link



function that is increasing monotonically and satisfies p(z) + pu(—=z) = 1. We assume the existence
of an unknown parameter 8* € R% which generates the preference probability when two contextual
vectors are given, i.e.

P(o; = 1) = P(arm with x; is preferred over arm with y;) = p; = pu((x; — y¢) ' 6%).

This model is the same as the linear stochastic transitivity (LST) model in Bengs et al. (2022), which
includes the Bradley-Terry-Luce (BTL) model (Hunter, 2003; Luce, 1959), Thurstone-Mosteller
model (Thurstone, 1994) and the exponential noise model as special examples. Please refer to Bengs
et al. (2022) for details. The preference model studied in Saha (2021) can be treated as a special
case where the link function is logistic.

We make the assumption on the boundness of the true parameter 8* and the feature vector.

Assumption 3.1. [|@*||2 < 1. There exists a constant A > 0 such that for all ¢t € [T] and all x € Ay,
Ix[]2 < A.

Additionally, we make the following assumption on the link function g, which is common in the
study of generalized linear contextual bandits (Filippi et al., 2010; Li et al., 2017).

Assumption 3.2. The link function p is differentiable. Furthermore, the first derivative £ satisfies
Kp < () < Ly,
for some constants L,, Ky > 0.

We define the random noise ¢; = o, — p;. Since the stochastic feedback o; adheres to the Bernoulli
distribution with expected value py, ¢, € {—p;,1 — p¢}. From the definition of €;, we can see that
le;| < 1. Furthermore, we make the following assumptions:

Eles|x1:4, ¥ 14, €1:0-1] = 0, E[€] [x1:4, Y18, €1:0-1] = 07
Intuitively, oy reflects the difficulty associated with comparing the two arms:

e When p; is around 1/2, it suggests that the arms are quite similar, making the comparison
challenging. Under this circumstance, the variance o; tends toward a constant, reaching a
maximum value of 1/4.

e On the contrary, as p; approaches 0 or 1, it signals that one arm is distinctly preferable over the
other, thus simplifying the comparison. In such scenarios, the variance o, decreases significantly
toward O.

The learning objective is to minimize the cumulative average regret defined as

T
1
Regret(T) = 3 Z [2x770% — (x¢ +y:) ' 07], (3.1)
t=1

where x} = arg maxye4, X' 0% is the contextual/feature vector of the optimal arm in round ¢. This
definition is the same as the average regret studied in (Saha, 2021; Bengs et al., 2022). Note that in
Bengs et al. (2022), besides the average regret, they also studied another type of regret, called weak
regret. Since the weak regret is smaller than the average regret, the regret bound proved in our
paper can immediately imply a regret bound defined by the weak regret.



Algorithm 1 Variance-Aware Contextual Dueling Bandit (VACDB)

1: Require: a >0, L < [logy(1/c)], Ky, L.

2: Initialize: For £ € [L], 81y ¢ 2721, 8,5+ 0, @, ; 0, Bre < 2741+ 1/k,,)
3: fort=1,...,7 do

4: Observe A;

5: Let At,l < .At, 1.
6: while xy,y; are not specified do
7 if |[x; — yillg-1 < a for all x4, y; € Ay then
t,l
8: Choose x;,y; = argmaxy ye 4, , {(X + y)THM + Beollx — y||§;él}
and observe o; = 1(x; > y¢) //Exploitation (Lines 7-9)
9: Keep the same index sets at all layers: W, ¢ < ¥, s for all £/ € [L]
10: else if [|x; — yi|lg-1 < 27¢ for all x4,y € At ¢ then
t,£
~ Ta o~
11: At,z+1 — {X S At’g ‘ XTetyg > MaXy/c A, , x/ Ht,g -2 Zﬁt,g}
12: L=0+1 //Elimination (Lines 10-12)
13: else
14: Choose X, y; such that [[x; — y¢fg-1 > 27°
t, L
and observe o, = 1(x; > y¢) //Exploration (Lines 14-16)

15: Compute the weight wy +— 27°/||x; — yt|lg-1

t,L
16: Update the index sets Wy 0 W, U {t} and W, q ¢ < ¥, for all ¢/ € [L]/{l}
17: end if

18:  end while
19:  For £ € [L] such that ;10 # W, 4, update Xy 110 < X p + wi(xe — yi) (Xt — yi) |
20:  Calculate the MLE estimator 6;, ¢ by solving the equation:

27250 + Z w? (u((xs —y.)76) - 05> (xs —ys) =0

s€EWyyi1 e

21:  Compute Btﬂ,é according to (4.3)
22: For ¢ € [L] such that \I’t+17z = ‘I’tj, let 2t+17g = 2,57[, 9t+1,€ — Ot’g,ﬁprl’g — Bt,ﬁ
23: end for

4 Algorithm Description

The core of our algorithm involves a sequential arm elimination process: from Line 6 to Line 18,
we conduct arm selection with a layered elimination procedure. Arms are progressively eliminated
across layers, with increased exploration precision in the subsequent layers. Starting at layer £ =1,
the algorithm incorporates a loop comprising three primary conditional segments: Exploitation
(Lines 7-9), Elimination (Lines 10-12) and Exploration (Lines 14-16). When all arm pairs within a
particular layer have low uncertainty, the elimination procedure begins, dropping the arms with
suboptimal estimated values. This elimination process applies an adaptive bonus radius based on
variance information. A more comprehensive discussion can be found in Section 4.2. Subsequently,
it advances to a higher layer, where exploration is conducted over the eliminated set. Upon



encountering a layer with arm pairs of higher uncertainty than desired, we explore them and update
the estimator of this layer with the received feedback. Once comprehensive exploration has been
achieved across layers and the uncertainty for all remaining arm pairs is small enough, the algorithm
leverages the estimated parameters in the last layer to select the best arm from the remaining arms.
For a detailed discussion of the selection policy, please refer to Section 4.3.

In the exploration steps, the estimator of the current layer is updated (Lines 19-22). Note
that we maintain an index set W, , for each layer, comprising all rounds before round ¢ when the
algorithm conducts exploration in layer £. As a result, for each exploration step, only one of the
estimators é\m@ needs to be updated. Furthermore, we update the covariance matrix it,g used to
estimate uncertainty (Line 19). In Section 4.1, we discuss the regularized MLE estimator.

4.1 Regularized MLE Estimator

Most of the previous work adopted standard MLE techniques to maintain an estimator of 8* in
the generalized linear bandit model (Filippi et al., 2010; Li et al., 2017), which requires an initial
exploration phase to ensure a balanced input dataset across R¢ for the MLE estimator. In the
dueling bandits setting, where the feedback in each round can be seen as a generalized linear reward,
Saha (2021); Bengs et al. (2022) also applied a similar MLE estimator in their algorithms. As a
result, a random initial exploration phase is also inherited to ensure that the MLE equation has a
unique solution. However, in our setting, where the decision set varies among rounds and is even
arbitrarily decided by the environment, this initial exploration phase cannot be directly applied to
control the minimum eigenvalue of the covariance matrix.

To resolve this issue, we introduce a regularized MLE estimator for contextual dueling bandits,
which is more well-behaved in the face of extreme input data and does not require an additional
exploration phase at the starting rounds. Specifically, the regularized MLE estimator is the solution
of the following equation:

A0 + Zw? (,u((xs - yS)TH) — 05> (xs —ys) =0, (4.1)

where we add the additional regularization term A@ to make sure that the estimator will change
mildly. From the theoretical viewpoint, our proposed regularization term leads to a non-singularity
guarantee for the covariance matrix. Additionally, we add some weights here to obtain a tighter
concentration inequality. Concretely, with a suitable choice of the parameters in each layer and
a Freedman-type inequality first introduced in Zhao et al. (2023), we can prove a concentration
inequality for the estimator in the /-th layer:

He* - ét,e

)gw . [ \/Z w202 log(4t2L/8) + 6log(4t*L/8)| + 27" (4.2)

SG‘I’t YA

This upper bound scales with 2~¢, which arises from our choice of the weights.

4.2 Multi-layer Structure with Variance-Aware Confidence Radius

Our algorithm shares a similar structure with Sta’D in Saha (2021) and SupCoLSTIM in Bengs
et al. (2022). It distinguishes itself from these two algorithms primarily through a variance-aware
adaptive selection of the confidence radius. Intuitively, we should choose the confidence radius 5,



based on the concentration inequality (4.2). However, it depends on the true variance o, of which
we do not have prior knowledge. To address this issue, we estimate it using the estimator 6;,. We
choose

~ 16 -2 _
Bryi= (SVart,g + 18 log(4(t + 1)2L/5)) log (42 /)
ot
+ log(4t2L/8) + 2741, (4.3)
where
~ 2
T e d Tocw, w2 (00— pl0e =) T000) ), 2> 64(Ly/w) /o8 (At + 1PL5),
’ [Py o], otherwise.

The varied selections of @t,g arise from the fact that our variance estimator becomes more accurate
at higher layers. For those low layers, we employ the natural upper bound o; < 1. Note that this
situation arises only ©(loglog(7'/J)) times, which is a small portion of the total layers L = O(log T').
In our proof, we deal with two cases separately. Due to the limited space available here, the full
proof can be found in Section C.

4.3 Sysmmetric Arm Selection

In this subsection, we focus on the arm selection policy described in Line 9. To our knowledge, this
policy is new and has never been studied in prior work for the (generalized) linear dueling bandit
problem. In detail, suppose that we have an estimator 8; in round ¢ that lies in a high probability
confidence set:

{o:]0-0|g, <5},
where 3, = \I + Zf;%(xl —y:i)(x; —y:;)". Our choice of arms can be written as

xi, y1 = argmax [ (x+3) 01 + Bllx — yll1 | (4.4)
x,yEAL t

Intuitively, we utilize (x + y)Tét as the estimated score and incorporate an exploration bonus
dependent on ||x — ny};L Our symmetric selection of arms aligns with the nature of dueling bandits
where the order of arms does not matter. Here we compare it with several alternative arm selection
criteria that have appeared in previous works.

The MaxInP algorithm in Saha (2021) builds the so-called “promising” set that includes the
optimal arm:

€= {xe | (x=y)70+ Bilx—ylig > 0.y € A},

It chooses the symmetric arm pair from the set C; that has the highest pairwise score variance
(maximum informative pair), i.e.,

X¢, Y = argmax ||x — y|/g-1.
x7yect ¢



The Sta’D algorithm in Saha (2021) uses an asymmetric arm selection criterion, which selects
the first arm with the highest estimated score, i.e.,

Xy = argmax XTOt.
x€A;

Following this, it selects the second arm as the toughest competitor to the arm x;, with a bonus
term related to ||x; — y|y-1, i.e.,
t

yt = argmaxyT@ + 284 ||xt — Y||z—1- (4.5)
yEAL ¢

Similar arm selection criterion has also been used in the CoLSTIM algorithm (Bengs et al., 2022). We
can show that these two alternative arm selection policies result in comparable regret decomposition
and can establish similar regret upper bound. A more detailed analysis can be found in Appendix

A.

5 Main Results

5.1 Variance-aware Regret Bound

In this section, we summarize our main results in the following theorem.

Theorem 5.1. If we set v = 1/(T°%/2), then with probability at least 1 —24, the regret of Algorithm 1
is bounded as

T 2

L2 1
§ﬁ+%%+—).
—1 K:M m

This regret can be divided into two parts, corresponding to the regret incurred from the
exploration steps (Line 14) and the exploitation steps (Line 8). The exploitation-induced regret
is always O(1) as shown in (5.1), and thus omitted by the big-O notation. The total regret is
dominated by the exploration-induced regret, which mainly depends on the total variance Ethl o2

Note that the comparisons during the exploration steps only happen between non-identical arms
(x¢ # yt)-

Remark 5.2. To show the advantage of variance awareness, consider the extreme case where the
comparisons are deterministic. More specifically, for any two arms with contextual vectors x and vy,
the comparison between arm x and item y is determined by o; = 1 {X: 0" >vy/ 9*}, and thus has

zero variance. Our algorithm can account for the zero variance, and the regret becomes O(d), which
is optimal since recovering the parameter 8* € R? requires exploring each dimension.

Remark 5.3. In worst-case scenarios, when the variance of the selected arm comparisons remains a
constant, our regret is O(dv/T), which matches the regret lower bound Q(dv/T) for dueling bandits
with exponentially many arms proved in Bengs et al. (2022). This regret bound also recovers the
regret bounds of MaxInP (Saha, 2021) and CoLSTIM (Bengs et al., 2022). Compared with Sta’D
(Saha, 2021) and SupCoLSTIM (Bengs et al., 2022), our regret bound is on par with their regret
bounds provided the number of arms K is large. More specifically, their regret upper bounds are

O(v/dTTog K). When K is exponential in d, their regret bound becomes O(dv/T), which is of the
same order as our regret bound.



Remark 5.4. Notably, in Bengs et al. (2022), they made an assumption that the context vectors
can span the total d-dimensional Euclidean space, which is essential in their initial exploration
phase. In our work, we replace the initial exploration phase with a regularizer, thus relaxing their
assumption.

5.2 Proof Sketch of Theorem 5.1

As we describe in Section 4, the arm selection is specified in two places, the exploration part (Lines 14
- 16) and the exploitation part (Lines 8 - 9). Given the update rule of the index set, each step within
the exploration part will be included by the final index set W7, of a singular layer £. Conversely,
steps within the exploitation part get into T/ Uye[r) Y711,. Using this division, we can decompose
the regret into :

Regret(T') = Z <2x:T9* - (x]o* + yJB*))

sE[T]/(Uee)¥r+1,0)

N |
| —

exploitation

+5 (zx:Te* ~(x16" + yJ@*)) }

KE[L] SE\I/T+1’[

exploration

We bound the incurred regret of each part separately.
For any round s € T'/ Uye(r) W41, the given condition for exploitation indicates the existence
of a layer /s such that |xs — ys[/g-1 < a for all x,,ys € A, . Using the Cauchy inequality and the
s,

MLE estimator described in Section 4.1, we can show that the regret incurred in round s is smaller
than 303, - . Considering the simple upper bound 3y, < O(\/T) and o = T—3/2, the regret for
one exploitation round does not exceed O(1/T). Consequently, the cumulative regret is

3 (2x:T6" — (x[ 0" +y[6") < O()., (5.1)
s€[T]/(Ueer)¥r+1,e)

which is a low-order term in total regret.
In the exploration part, the regret is the cumulative regret encountered within each layer. We ana-

lyze the low layers and high layers distinctly. For ¢ < ¢* = {103;2 (64(L“//<H)\/log(4(T + 1)2L/5)ﬂ ,
the incurred regret can be upper bounded by the number of rounds in this layer

> (2xT0 - (x[0" +y]6Y) <4Wri ]

s€Wriie
Moreover, |W741 ¢| can be upper bounded by
L? .
(Wri1,0] < 2%dlog (1+2%AT/d) <O (gdlog (1+2%"AT/d) log (4(T + 1)2L/5)>. (5.2)
K
m
Thus the total regret for layers ¢ < £* is bounded by 6((1) For ¢ > ¢*, we can bound the cumulative

regret incurred in each layer with

10



Lemma 5.5. With high probability, for all £ € [L]\ {1}, the regret incurred by the index set Wy,
is bounded by

> (2X;T0* — (x] 0 +y§0*)> < 6(d : 255”_1).
seWr 1

By summing up the regret of all the layers, we can upper bound the total regret for layers ¢ > ¢£*
as

>y (2X;T9* — (x, 6" +y§0*)) < 6<d

o
Ce[L]/[*] s€¥T 41,0

We can complete the proof of Theorem 5.1 by combining the regret in different parts together. For
the detailed proof, please refer to Appendix C.

6 Experiments

Experiment Setup. We study the proposed algorithm in simulation to compare it with those that
are also designed for contextual dueling bandits. Each experiment instance is simulated for 7" = 4000
rounds. The unknown parameter 6* to be estimated is generated at random and normalized to
be a unit vector. The feature dimension is set to d = 5. A total of |A;| = 27 distinct contextual
vectors are generated from {—1,1}%. In each round, given the arm pair selected by the algorithm, a
response is generated according to the random process defined in Section 3. For each experiment, a
total of 128 repeated runs are carried out. The average cumulative regret is reported in Figure 1
along with the standard deviation in the shaded region. The link function pu(-) is set to be the
logistic function.

Algorithms. We list the algorithms studied in this section as follows:

e MaxInP: Maximum Informative Pair by Saha (2021). It maintains an active set of possible optimal
arms each round. The pairs are chosen on the basis of the maximum uncertainty in the difference
between the two arms. Instead of using a warm-up period 7( in their definition, we initialize
3o = Ml as regularization. When A = 0.001 this approach empirically has no significant impact
on regret performance compared to the warm-up method.

e MaxPairUCB: In this algorithm, we keep the MLE estimator the same as MaxInP. However, we
eliminate the need for an active set of arms, and the pair of arms that is picked is according to
the term defined in (4.4).

e CoLSTIM: This method is from Bengs et al. (2022). First, they add randomly disturbed utilities
to each arm and pick the arm that has the best estimation. They claim this step achieves better
empirical performance. The second arm is chosen according to criteria as defined in (4.5).

e VACDB: The proposed variance-aware Algorithm 1 in this paper. « is set to this theoretical value
according to Theorem 5.1. However, we note that for this specific experiment, L = 4 is enough to
eliminate all suboptimal arms. The estimated 6 in one layer below is used to initialize the MLE
estimator of the upper layer when it is first reached to provide a rough estimate since the data is
not shared among layers.

11



Regret Comparison. In Figure la we first no- x10° x10!

tice that the proposed method VACDB has a bet- ] — ool

ter regret over other methods on average, demon- 11— vacon s /
strating its efficiency. Second, the MaxPairUCB
and CoLSTIM algorithm have a slight edge over
the MaxInP algorithm empirically, which can ]| 1/
be partially explained by the discussion in Sec- 0 1000 2000 3000 4000 0 1000 2000 3000 4000
tion 4.3. The contributing factor for this could t t

be that in MaxInP the chosen pair is solely based
on uncertainty, while the other two methods
choose at least one arm that maximizes the re- Figure 1: Experiments showing regret performance
ward. in various settings.

Variance-Awareness. In Figure 1b, we show

the variance awareness of our algorithm by scaling the unknown parameter 8*. Note that the
variance of the Bernoulli distribution with parameter p is 02 = p(1 — p). To generate high- and
low-variance instances, we scale the parameter 6* by a ratio of a € {0.5,1,2,4}. If « > 1 then p
will be closer to 0 or 1 which results in a lower variance instance, and vice versa. In this plot, we
show the result under four cases where the scale is set in an increasing manner, which corresponds
to reducing the variance of each arm. With decreasing variance, our algorithm suffers less regret,
which corresponds to the decrease in the o; term in our main theorem.

=
o
e =
» o

=

Regret(t)
=
Regret(t)

N
=

MaxInP
CoLSTIM
MaxPairUCB
—— VACDB

e
o
e
o
L

e
o

(a) Compare proposed al-(b) Variance-awareness of
gorithm with baselines. the proposed algorithm.

7 Conclusion

We introduced a variance-aware method for contextual dueling bandits. An adaptive algorithm
called VACDB is proposed. Theoretical analysis shows a regret upper bound depending on the
observed variances in each round. The worst-case regret bound matches lower bound. Additionally,
we conduct some simulated studies to show that the proposed algorithm reacts to instances with
changing variance implied by the regret analysis. In the future, one of the possible directions is to
consider a subset-wise comparison: In each round, a subset of size K arms can be chosen from all
arms, and the agent can only observe the best arm of the chosen subset. The dueling bandits model
in this work can be treated as a special case of K = 2. Moreover, the preference probability is
characterized by a generalized linear model, which may be a strong assumption for some real-world
applications. We aim to generalize our results to broader nonlinear function classes, such as the
function class with bounded Eluder dimension (Russo and Van Roy, 2013).

A Discussion on Arm Selection Policies

In this section, we present a detailed discussion for Section 4.3. We assume that in round ¢, we

have an estimator 0;, a covariance matrix 3; = A\I + Zf;%(xz —yi)(x; —y;)" and a concentration

inequality with confidence radius S,
16; — 0”||x, < Br. (A1)

The three arm selection methods can be described as follows:

12



Method 1: Let C; be
C=f{xe A | (x—y) 0+ Billx —ylg1 >0,Yy € A},
Then x; € C; because for any y € Ay

(x; — Y)Tet + Billx — Y||z;1 = (x; — Y)T(at —0")+ (x; — Y)TO* + Bellx; — YHE;I
* * T n *
> Bellxi =yl = lIx =yl 16 — 67l
>0,
where the first inequality holds due to Cauchy-Schwarz inequality and x; is the optimal arm in
round ¢. The second inequality holds due to (A.1).

The arms selected in round ¢ are x;,y; = argmaxy ycc, [|X — y|/5-1 Then the regret in round ¢
’ t
can be decomposed as

2rp = QXITG* — (x¢ + yt)TH*
= (x; = %) 0"+ (x{ —y1) 6"
=(x; —x) (6" — ét) +(x¢ — Xt)Tét +(x; —y) (0 — eAt) +(x; — Yt)Té\t
< (x; = x0) (0" = 00) + Billx; —xtllg 1 + (7 —ye) (0" = 8) + Billx; — yill
< |Ix; = xellg;1116% = O, + Bellx; — xell o
+ % = il 1 16% = 8l + Billxi = yellg
< 2B1[Ix} — xellgy 1 + 28415 — yell g

< 4B4[x¢ — YtHzt—lv

where the first inequality holds because the choice x;,y: € C;. The second inequality holds due to
Cauchy-Schwarz inequality. The third inequality holds due to (A.1). The last inequality holds due
to x; € Ct,X¢,yt = argmaxy yec, llx — y||2;1.

Method 2: In this method, we choose the first arm as

X; = argmax XTOt.
xG.At

Then choose the second arm as

y: = argmaxy ' 6; + 20;[x, — MISEE
yEA: '

The regret in round ¢ can be decomposed as
2y = 2x5 1 0% — (x; +y:) ' 0"
=20xf —x) 0" + (%t —yi)' 0°
=20 — %) (0"~ 6) + 20 %) "0+ (x0 — )T (07— 6) + (xu — 1)y

< 2|1} — xillsy11160% = Bellx, + (xF —x2) "6y

13



+ % = yillgs 1 16% = Ol + (xe — y) "6
< 2B4x; — xell g1+ (x5 — 36 T0c + Bl — yill g
<y 0+ 28ilIxi — yillgr — X7 0+ (x5 —y1) "0 + Billxi — yillg
= 35tHXt - Yt||g;17

where the first inequality holds due to the Cauchy-Schwarz inequality and x, ét > X §t. The
second inequality holds due to the Cauchy-Schwarz inequality. The third inequality holds due to
Yt = argmaxy.c 4, y' 0+ 2% — YH2;1-

Method 3: Algorithm 3 In this method, we choose two arms as

xi, ye = argmax (< +y) 6, + Bil}x - ylg1] (A-2)
x,y€A: t

Then the regret can be decomposed as
2ry = 2X2<T9* — (x¢ + yt)TO*
= (x}—x)" 0"+ (x —y;) 0
= (x; —x¢) (6" — é\t) +(x; —y) (0" — ét) + (2x; —x; — Yt)THAt
< x; = xellg 1 16% = Oells, + 1] = yillss 116" = B, + (2xF —x: —y4) "6
< Billx; — Xl 1 + Bellxi — yill g + (2% —x0 = i)',

where the first inequality holds due to the Cauchy-Schwarz inequality. The second inequality holds
due to (A.1). Using (A.2), we have

(i +30) "0+ Bllxi = xellg—r < (xe +y2) 00+ Billxe — yillg
(x; + Yt)Tétx + Bellx; — YtHf;;l < (% + Yt)Té\t + Bellxs — %Hg;l-
Adding the above two inequalities, we have
Bellxi = xellsy 1+ Bellxi = il < G+ ye = 2x5) 00+ 281 1% — yellg -
Therefore, we prove that the regret can be upper bounded by
2ry < 2Bil[x = yellg -1

In conclusion, we can prove similar inequalities for the above three arm selection policies. To get
an upper bound of regret, we can sum up the instantaneous regret in each round and use Lemma
E.1 to obtain the final result.

B A Rigorous Proof for the MLE Estimator

B.1 Discussion on the Weakness

In the proof of Lemma C.1, for completeness, we need to prove that (4.1) has a unique solution.
Following Li et al. (2017), we define a auxiliary function G : R* — R? as

G(0) = A0 + Zw? [u((xs — yS)TG) — u((xS — yS)TG*)] (Xs — ¥s)-

14



Using the condition that the minimum eigenvalue of the covariance matrix is strictly positive, we
can prove that G is injective and 0 is the solution of (4.1) is equivalent to G(6) = Z, where Z is
a quantity dependent on the stochastic noise. In Li et al. (2017), there is a minor weakness in
asserting the existence and uniqueness of the solution with § = G~1(Z), without confirming whether
Z lies in the range of G. We solve this problem with the classical Brouwer invariance of domain
theorem in algebraic topology:

Theorem B.1 (Brouwer 1911). Let U be an open subset of R?, and let f : U — R? be a continuous

injective map. Then f(U) is also open.

We complete the proof by proving G(R?) is both open and closed and therefore (4.1) has a
unique solution.

B.2 A detailed proof

We will prove that the function G is a bijection from R? to R%. We first show it’s injective. The
proof idea is similar to Theorem 1 in Li et al. (2017). With the mean value theorem, for any
01,0, c R?, there exists m € [0,1] and @ = m@; + (1 — m)@s, such that the following equation holds,

G(01) — G(62)
= \61—02) + > w? [N((xs —ys) 01) — p((xs — ys)T92)} (Xs = ¥s)

= [ Y w2 = v2) T0) (% = ya) (5 = )| (61 — ).

We define F(0) as

F(0) = ML+ 3" w2i((xs — y4) T0) (xs — y) (xs — ).

Using /i(+) > K, > 0 and inf; w? > 0, we have F(0) is positive definite. Therefore, we prove that
when 01 # 63, Gt ¢(61) # Gt ¢(02). That is to say, Gt is an injection from R? to RY.

Next, we prove G is surjective. The classical Brouwer invariance of domain theorem (Theorem
E.4) in algebraic topology indicates that G is an open map, and thus G(Rd) is an open set. On the

other hand, the minimum eigenvalue of F'(0) is strictly positive. Therefore, F'(0) is invertible, and
we have

01 — 0 = F(0) ' [G10(01) — G1(602)]. (B.1)

Let {G¢(0;)}3°; be a Cauchy sequence in G(R?). Using (B.1) and the fact that Apin(F(0)) > A > 0,
we have for any m > n,

1
16 = Onlla < TG (Om) — G(6)]2-

This inequality shows that {0;}5°; is also a Cauchy sequence. With the completeness of the space
R?, the limit lim; .o 0; = O exists. By the continuity of the function G, we have

lim G(6;) = G(0) € G(RY).

1—00
Therefore, G(R?) is also closed. We have proved that G(R?) is both open and closed. Using R? is

connected, we have proved that G(R?) = R?, i.e. Gy, is subjective.
In conclusion, the function G is invertible, and (4.1) has a unique solution.

15



C Proof of Theorem 5.1

In this section, we assume (4.1) has a unique solution é\t“,g, which is essential in our analysis. A
detailed discussion is in Section B.
We first need the concentration inequality for the MLE estimator.

Lemma C.1. With probability at least 1 — §, the following concentration inequality holds for all
round ¢ > 2 and layer ¢ € [L] simultaneously:

.-

g [16\/ Y wloZlog(4t2L/5) + 610g(4t2L/5)} +27¢

SG\IIt NG

With this lemma, we have the following event holds with high probability:

e~ { oo, <

Sie

[ \/ > w2o?log(442L/5) + 6log(4t2L/5)] + 27 for all t,z}.

e,y

Lemma C.1 shows that P[] > 1 — §. For our choice of Bt,é defined in (4.3), we define the following
event:

gbonus — {Bt[ > 2 |:16 Z U) log 4t2L/5) + 6]0g(4t2L/5):| + 278, for all t,g}-

SE‘I’t Y3

The following two lemmas show that the event 8}’0“‘15 holds with high probability.

Lemma C.2. With probability at least 1 — 0, for all ¢ > 2, £ € [L], the following two inequalities
hold simultaneously.

Z w?o? <2 Z wses—i— 3 log(4t2L/5)

s€W, g sE\Ift ¢
7
Z w?e < = Z w?o? + glog(4t2L/(5).
SE\I/t’[ SE\I’tg

Lemma C.3. Suppose that the inequalities in Lemma C.2 and the event £ hold. For all ¢ > 2 and
¢ € [L] such that 2¢ > 64(L,/k,)\/log(4(T + 1)2L/$), the following inequalities hold

Z w?o? <8 w? (os — p((xs — ys)Té\t,g))z + 18log(4(t + 1)2L/6).

s€W; o s€EWy

~ 2
> w? (o= u((xs —¥0) 010)) <4 D7 wlo? + 8log(a(t +1)°L/5).
s€W; p s€EW; ¢

Recall that with our choice of @,g in (4.3), the inequality in gPonus holds naturally when
2¢ < 64(L,/k,)\/1og(4(T + 1)2L/5). Combining Lemma C.2, Lemma C.3 and P[] > 1 — 4, after
taking a union bound, we have proved P[EP°" N £] > 1 — 24.
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Lemma C.4. Suppose the high probability events £P°™ and € holds. Then for all t > 1 and
¢ € [L] such that the set A; ¢ is defined, the contextual vector of the optimal arm x; lies in A; .

Then we can bound the regret incurred in each layer separately.

Lemma C.5. Suppose the the high probability events £’ and £ holds. Then for all ¢ € [L]/1,
the regret incurred by the index set Wr_4 is bounded by

S (T - ([0 +y]07) <O(d-2Brs).
s€Wryyy
With all these lemmas, we can prove Theorem 5.1.

Proof of Theorem 5.1. Conditioned on £P°™ N &, let

= [1og2(64(Lu/@)\/1og(4(T + 1)%/5))]
Using the high probability event £°°" Lemma C.4 and Lemma C.5, for any ¢ > £*, we have

Z (QX:TO* — (%] 6" + ySTG*))

s€EV¥T 10

< 6(61 : 2£§T,Z—1>

< 9 (d Z w3 (08 — p((xs — YS)T§T+1,£)>2 +1+ 1)

K
# seWryqyp

(a4 | & d
go( ZU§+K+1>, (C.1)
t=1 H

where the first inequality holds due to Lemma C.5. The second inequality holds due to the definition
4.3. The last inequality holds due to Lemma C.3 and ws < 1.
For ¢ € [¢*], we have

S (2X;T9* — (x] 6" + yja*))
s€¥rie
< AW 0]

= 9242 Z [Jws (x5 — YS)H%M
s€Wryqy o

< 2¥H3dlog(1+ T/ (dN))
- 6(‘?), (C.2)

1

where the first equality holds due to our choice of wy such that ||ws(xs — ys)H2fJ . The second
s,0

inequality holds due to Lemma E.1. The last equality holds due to ¢ < /*
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For any s € [T]/(Ugeir)¥r+1,), We set {5 as the value of layer such that [|xs — ys|lg-1 < a for
s,

all x,,ys € Asy and then the while loop ends. By the choice of x4,y and x} € A, (Leﬁlma C.4),
we have

2 0, <[00, + ¥ Osp, + Bus |~ yillg
< Xzes,ﬂs + y;res,és + Bs,fsaa (03)
where the last inequality holds because [|xs —ys|s-1 < a for all x,,ys € A, Then we have
s,l
3 (QX;TG* — (x]0" + y;rt‘)*))
SE[T]/(Veerr)¥r+1,e)
= Z 2x: 710" — QX:Té\s’gS + (X;I—é\s’gs - XIO*)
SE[T]/(Veerr)¥r+1,0)

(v, - ¥107) 1 (26070~ ] Ou +510.0) )

< Y (exds k- velso )]
S€ET]/(Uee(r)¥T+1,0) o o

< Z 3//8\3,f505

s€[T]/(Veer)¥r+1,0)

<T-0(1)T) = O(1), (C.4)

0" — 0,

$ + ﬁs,@sa

s,ls

where the first inequality holds due to the Cauchy-Schwarz inequality and (C.3). The third inequality
holds due to [|xs —ys|[g-1 < o for all x4,y € Agy,, x5 € Asp, (Lemma C.4) and Lemma C.1. The
s,L

third inequality holds due to our choice of B\&gs < O(VT) and o = 1/T3/2. Combining (C.1), (C.2),
(C.4) together, we obtain

Regret(T") = 6(

D Proof of Lemmas in Section C

D.1 Proof of Lemma C.1
Proof of Lemma C.1. For a fixed £ € [L], let t € Uy, t > 2, we define some auxiliary quantities:
Gro(0) =27k, 0+ Y w} [M((Xs —ys)'0) — u((xs — ys)TG*)} (X5 — ¥s)
SEW,
€t = Ot — M((Xt - Yt)Te*)
Zio= Y wies(xs—ys).

SE‘I’L(
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Recall (4.1), é\t,g is the solution to

2_2Z’€u§t,€ + Z U}g (M((Xs - YS)Té\t,E) - Os> (Xs - YS) =0. (D'l)

SG‘I’t,E

A simple transformation shows that (D.1) is equivalent to following equation,

Gt,f (é\t,ﬁ) = 2_%’{;151%,8 + Z w? [N((Xs - YS)Té\t,Z) - :u((xs - YS)TB*)} (Xs - YS)

SE\I’t,g
= Z ’U)g [Os — ,U((Xs - ys)TQ*)} (Xs - YS)
SE‘I’t’e
=2ty

We has proved Gy is invertible in Section B and thus é\t,g = G;}(thz).
Moreover, we can see that G;,(0*) = 2—%,{“9*‘ Recall ﬁt! _ 2_%1@1 + ZSE‘PMU}E(XS B
¥s)(xs —ys) . We have
o~ 2 ~ N
|GeBue) - Gw(é”")Hi,1 = (8,0 —0") T F(0)%, [ F(0)(8:0 — 07)

t,L
K2(0r0 — 07) TS, (0,0 — 67)
= Kpl18e — 07113, -

where the first inequality holds because fi(-) > k,, > 0 and thus F(8) = ﬁuit,g. Using the triangle
inequality, we have

oo,

< 2_2€|!9*H2—1 +— |

S

<27|0"2 + — HZqu—

To bound the || Z; ¢|[g-1 term, we use Lemma E.3. By the choice of ws, for any ¢ € U1, we have
t,0

wi(xe — yie)[lg1 =2 and w; < 1.

We also have
}E[wt et | Fi] < wt [e? | Fi] < tht and |we| < |e| < 1.

Therefore, Lemma E.3 shows that with probability at least 1 —¢/L, for all ¢t € U4 4, the following
inequality holds

1Zeellg -2 < 1627 [ )" w202log(4t2L/5) + 6 - 2 " log(4t°L/5).
' SE‘I’t[

Finally, we get

~ 9!
— 9" il 2 52 2 2 —L
H9t,£ s, < o { \/ Z w202 log(4t2L/§) + 6log (4t L/é)] +27°
’ SG‘I’t Y
Take a union bound on all ¢ € [L], and then we finish the proof of Lemma C.1. O]
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D.2 Proof of Lemma C.2

Proof of Lemma C.2. The proof of this lemma is similar to the proof of Lemma B.4 in Zhao et al.
(2023). For a fixed layer ¢ € [L], using the definition of €5 and o5, we have

Vs > 1a E[Eg - U§|X1:37 Yi:s, 01:871} =0.

Therefore, we have

Z E 6 — 0 ) ’X1 15y Y1:sy Ol:s— 1 Z E ;l‘xlz&yl:s;Ol:s—l]

SE\IJt Y SG\Pt 2

< > widl,

SE\I/t_[

where the last inequality holds due to the definition of o, and €5 < 1. Then using Lemma E.2 and
taking a union bound on all ¢ € [L], for all t > 2, we have

> wie — o)

86\1’172

2
< 2 ) wlo?log(4t2L/5) + -210g(4t2L/6)
SG\I/t,g

< - Z wlo? + —log(4t2L/5) (D.2)
SE‘I/tg

where we use the Young’s inequality ab < %aQ + %bQ. Finally, we finish the proof of Lemma C.2 by

2 2 22 27 2 2
§ WsO0g = E Wg€g — E ws(es_o-s)

€W, s€Wy s€Wyy
< Z ws€s+ Z w?(eg_gz)
s€EW, ¢ se\I’t ‘
< Y wl + Z w2o? + = log(4t2L/5) (D.3)
s€W; 4 SE‘I’t ¢

where the first inequality holds due to the triangle inequality. The second inequality holds due to
(D.2). We also have

SEW, 4 seW, ¢ s€EWy v
2 2 2
Zzwss_ Zws(e _U)
s€W, ¢ sE\Pt ¢
> Z w? z— = Z w?o? — flog(4t2L/5)
s€W, ¢ SE‘I/t ¢
The proof of this inequality is almost the same as (D.3). O
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D.3 Proof of Lemma C.3
Proof of Lemma C.3. For a fixed ¢ € [L], Lemma C.2 indicates that

14
Z wio? <2 Z w2e? + glog(4t2L/5)

seWy Se\llt’g
S 1374 log(4t2L/5) + 4 Z w? (05 - N((Xs - YS)Té\t,é))z
SG\I’t,g
437 w? (e (00— p(lx - ys)rétvg))f, (D.4)
s€EW g

(1)

where the second inequality holds due to the basic inequality (a + b)? < 2a? + 2b? for all a,b € R.
Using our definition of €g4, 05 = u((xs — ys)TO*) + €5. Thus, we have

(=3 w?(es— (00— nl(xe —2)780)))’

Se\pt’g
~ 2
= 3 (6 =y 01)  nl(x ~ )0
SE\Ift,,g
2 2 T(n * 2
< Lu Z Wy <(XS _YS) (et,f -0 )) ) (D5)
SE\I}t’@

where the last inequality holds because the first order derivative of function u is upper bounded by
L,, (Assumption 3.2). Moreover, by expanding the square, we have

(<12 Y w? (e ya) (B - 09)

SG\IJtJ

=12 3" (B0 —0") "wi(xs — yo) (x5 — y5) T (B — 6°)

SE\I/t,g
= L2 (00— 9*)T( D wl(xs — ys)(xs — ys)T) (60 — 6%)
SE\Ift,[
2||lp * 2
oo oo

where the last inequality holds due to

o= 204 3 Wl -y —ye) T2 3wl — )k — ).
SE‘I’t’g 86\11157[,

Combining (D.5), (D.6) and the event £ (Lemma C.1), we have

—QZLQ 2
(I) < —5+ [16 Z w202 log(4(t + 1)2L/8) + 6log(4(t + 1)°L/8) +

K
H SE‘I’t,Z
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272€L2
E15121og(4(t + 1)2L/9) - Z wio? +2 (6log(4(t + 1)°L/5) + /iu)2 ,
K

M SG‘I’t YA

<

where the last inequality holds due to the basic inequality (a + b)? < 2a? + 2b? for all a,b € R.
When 2¢ > 64(L,,/k,)+/log(4(t + 1)2L/5), we can further bound the above inequality by

Z w?o? + log(4(t + 1)2L/6). (D.7)

SG‘I’t+1 ¢
Subitituting (D.7) into (D.4), we have

PIRCLELDY wi(os—u«xs—ysf@,e))z

s€Wy s€Wy

+ 9log(4(t + 1)*L/6) + Z wlo?,
SE‘I’t YA

Therefore, we prove the first inequality in Lemma C.3 as follows

Z wgag <8 wf (05 - M((Xs - YS)Té\tl)>2
+ 18log(4(t + 1)2L/6).

For the second inequality, we have

> w? (Os — (s — ys)Tétx))Q

SE\Ift N

<2 Y w2 Y (e (o0 plx v 0)))

SG\I/t ¢ SE\IJt ¢

We complete the proof of Lemma C.3.

> w? (os — (s — 3>'s)T¢Z)\t,e))2

SE‘I’t Y

<2 Z wses—i—f Z w2o? + 2log(4(t +1)2L/9)

seWy g sG‘I't ¢

< > wiol+ —log(4t2L/5 > +i > wlo? + 2log(4(t + 1)°L/5)

SE\IJt ¢ SG‘I’t,l

<4 > wiol+8log(4(t+1)°L/d),
Se\lftl

where the first inequality holds due to (D.7). The second inequality holds due to Lemma C.2. [
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D.4 Proof of Lemma C.4

Proof of Lemma C.4. We prove it by induction. For ¢ = 1, we initialze the set A;1 to be A;, thus
trivially x; € Az 1. Now we suppose A; ¢ is defined and xj € A; . By the way A ¢4 is constructed,
Agey1 is defined only when |x —y||g-1 < 2% for all x,y € Ay .

t,0

Let Xmax = argmax, ¢ Avs XTGM. Then we have

x5 010 = XaxBre = (x5 10° = Xx8") + (%] — Xmax) " (B0 — 67)

max max

\%

2~ %t = Xmaxlls 2 166 = 07l

where the inequality holds due to the Cauchy-Schwarz inequality and the fact x; = argmax, ¢ 4, x'0*.
With the inductive hypothesis, we know x; € Az . Thus we have ||X; — Xmax|lg-1 < 27¢. Finally,
t,l

with the inequality in Lemma C.1, we have

XfT0t7g > max XTOM — 2_£6t74.
XEAL

Therefore, we have x; € A; ¢11, and we complete the proof of Lemma C.4 by induction. O

D.5 Proof of Lemma C.5

Proof of Lemma C.5. For any s € W71, due to the definition of W7, and our choice of x4,y

(Algorithm 1 Line 14-16), we have x,,ys € As¢. Additionally, because the set A, is defined,

[x-yllg—1 < 27! for all x,y € A ¢_1. From Lemma C.4, we can see that x* € As . Combining
s,0—1

these results, we have

I = xllg1 <275 fIxf — v <27, (D.8)

P ”i;é,l

where we use the inclusion property A, C A, ¢—1. Moreover, x,,x; € A, ¢ shows that

X;ré\s,z—1 > max XTés,z—l - 24“@,@—1
x€A;s 01
>x 0,00 — 27 By, (D.9)
where we use x, € A, 1. Similarly, we have
ylﬁs,u > X:Té\s/fl - 27“135,271- (D.10)
Now we compute the regret incurred in round s.
2x: 10" — (XZO* + yje*) = (x} — XS)TB* + (x} — yS)TO*
< (x5 = %) T0gpr + (%0 = %) T (Borr — 6)
(x5 ) B+ | (2 = 30) T (B — 07)]

~

05,@—1 A

*
X, — X

—0+17
<2 B+ | .
s,0—1

s—1
2S,Z—l
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X: —Ys 05,571 -0

—4+17
+2 * Bs,ffl + ‘
2“ls,lfl

s—1
2:s,éfl

<8-27B, 1, (D.11)

where the first inequality holds due to the basic inequality x < |z| for all z € R. The second
inequality holds due t (D.9), (D.10) and the Cauchy-Schwarz inequality. The last inequality holds
due to (D.8) and Lemma C.1. Now we can return to the summation of regret on the index set

Urie.

> (xTer - xloT+ylen) < > 827

SEVT 1,0 SEVT 1,0

<8- 2_%1’,@71 Nz

<828 Y|

s€Wryqy

2
Ws * (Xs - ys) S

<8287, - 2dlog (1 n 22”2T/d),

where the first inequality holds due to (D.11). The second inequality holds due to our choice of wy
such that st - (xs — ys)H§,1 =27, The last inequality holds due to Lemma E.1. Therefore, we
s,

complete the proof of Lemma C.5. O

E Auxiliary Lemmas

Lemma E.1 (Lemma 11, Abbasi-Yadkori et al. 2011). For any A > 0 and sequence {Xk}szl C R4

for k € [K], define Zj, = A\T + S5~ x;x. Then, provided that ||x;|ls < L holds for all k € [K], we
have

K

Y min{1, [[xx|3 1} < 2dlog(1 + KL?/(dN)).
k
k=1

Lemma E.2 (Freedman 1975). Let M, v > 0 be fixed constants. Let {x;}]" | be a stochastic process,
{Gi}ien) be a filtration so that for all i € [n], x; is G;-measurable, while almost surely

n
E[zi|Gi—1] = 0, |z < M, ZE[ac?\Qi_l] <w.
i=1

Then for any 0 > 0, with probability at least 1 — d, we have

zn:xi < /2vlog(1/6) +2/3 - M log(1/6).
i=1

Lemma E.3 (Zhao et al. 2023). Let {G;,}?2, be a filtration, and {xy, nx}r>1 be a stochastic process
such that x;, € R? is Gp-measurable and 7y, € R is Gj-measurable. Let L, o, \,e > 0, u* € R%. For
k> 1, let yp = (u*, xx) + Nk, where ng, Xy, satisfy

k

Elnk | Gl = 0, Ink| < B, E[n? | Gi] < vy, for Vk > 1.
=1
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For k> 1,let Zy = XL+ Y% xix/, by, = S yix;, i, = Z; 'by, and

Br = 16p+/ vy, log(4k2 /8) + 6pR log(4k? /),

where p > sup~, kaHZ;l . Then, for any 0 < § < 1, we have with probability at least 1 — 9§,
= —1

k
Vh > LY il < Bl — 1z, < B+ VAL
=1

Theorem E.4 (Brouwer invariance of domain theorem,Brouwer 1911). Let U be an open subset of
RY, and let f: U — R? be a continuous injective map. Then f(U) is also open.
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