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Inconsistent Samples: While the likelihood of generating augmentations that
alter class semantics is low for image data, this if often note the case in graphs,
especially when using generic graph augmentations. We refer to augmentations
that can be generated from original samples belonging to di!erent classes as
inconsistent, and demonstrate that graph edit distance can be used to identify
such samples. Overall, our theory shows inconsistent samples decrease separa-
bility and recoverability, harming generalization. (Figure inspired from Chung
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5.1 Overview of G-#UQ models. Here, we present a conceptual overview of
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duces di!erent hypotheses spaces. Variations of stochastic anchoring outperform
models without it, and the lightweight READOUT anchoring in particular generally
performs well across datasets and architectures. . . . . . . . . . . . . . . . . . . 51

5.5 Out-of-distribution Calibration Error. G-#UQ is applied in end-to-end
training vs. to a pretrained model, which is a simple yet e!ective way to use
stochastic anchoring. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

6.1 Overview of E-#UQ. We propose three di!erent stochastic centering variants
that induce varying levels of stochasticity in the underlying GNN. Variant (E-
#UQ (v1)) directly models the epistemic uncertainties arising from the sampling
of edges in di!erent parts of the (node) feature space. Variant (E-#UQ (v2))
performs stochastic centering in the encoder network itself and implicitly leverage
those uncertainties to produce calibrated edge probabilities. E-#UQ (v3)) uses
the auxiliary attribute masking task to first calibrate the node-level uncertainties
and subsequently estimate the edge-level uncertainties similar to E-#UQ (v2).
We show the attribute masking task above and use shu$ed node features as the
anchoring distribution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

7.1 Overview of GCLR. Given an initial GNN-based graph clustering solution,
F, GCLR identifies uncertain nodes, obtains LLM guidance through prompt-
ing and then fine-tunes the GNN accordingly. Thus, incorporating both graph,
world, and semantic (through sentence transformer node attributes) knowledge
in clustering assignments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

7.2 Example of LLM Feedback. Using the example graph in Fig. 7.3, we prompt
chat-gpt-3.5-turbo with di!erent strategies to demonstrate the importance
of aligning the LLM’s and GNN’s implicit similarity functions to obtain valid
feedback. Indeed, we see that triplet-based prompting can be unreliable as it
does not allow the LLM to infer the underlying similarity. For example, with the
query, “Baboon” with triplets containing the land animals from from Cluster 1
(starts with B) and aquatic animals from Cluster 2, the LLM assigns Baboon to
cluster 1 (Baboon, Bobcat, Archer Fish), which is consistent with the graph solu-
tion. However, when we prompt chat-gpt-3.5 with a triplet containing aquatic
animals from Cluster 1 and land animals from Cluster 2 (Baboon, Bluegill, An-
telope), the LLM assigns the query to Cluster 2 as it is also a land animal. In
contrast, we find that both concept-based and incontext-based prompting are
able to correctly infer the GNN’s similarity function and provide valid feedback. 72
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7.3 Unaligned Notions of Similarity. The following stochastic block model
graph has clusters that correspond to whether a particular animal’s name be-
gins with “A” or “B.” However, an alternative clustering according to “land”
vs. “aquatic” animals is also valid and more semantically interesting. Indeed,
when GPT-3.5 is asked whether a “Baboon” is more similar to a “Bluegill” or
“Antelope,” it replies with “Antelope” as it is also a land mammal. This em-
phasizes that (i) simple pairwise comparisons may not be su”cient for providing
feedback and (ii) LLMs and GNN clustering algorithms may utilize disparate
notions of similarity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

8.1 LLM+GNN Methods O!er New Avenues of Vulnerability. While com-
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changed lines are grayed out. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

C.2 Rotated Super-pixel MNIST. Rotating images prior to creating super-pixels
to leads to some structural distortion [12]. However, we can see that the class-
discriminative information is preserved, despite rotation. This allows for simu-
lating di!erent levels of graph structure distribution shifts, while still ensuring
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C.4 Evaluating Pretrained G-#UQ. Here, we report the performance of pre-
trained G-#UQ models vs. end-to-end and vanilla models with respect to
in-distribution and out-of-distribution accuracy as well as expected calibration
error. With the exception of the GOODMotif (basis) dataset, pretrained G-
#UQ improves the OOD ECE over both the vanilla model and end-to-end G-
#UQ at comparable or improved OOD accuracy on 7/8 datasets. Furthermore,
pretrained G-#UQ also improves the ID ECE on all but the GOODMotif (size)
datasets (6/8), where it performs comparably to the vanilla model, and maintains
the ID accuracy. (We note that all methods are comparably better calibrated on
the GOODMotif ID data than GOODCMIST/GOODSST2 ID data; we suspect
this is because there may exist simple shortcuts available in the GOODMotif
dataset that can be used on the ID test set e!ectively.) Overall, these results
clearly demonstrate that pretrained G-#UQ does o!er some performance advan-
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ABSTRACT

Expressive graph representation learning is important to many high-impact applications as
structured data across many domains can be naturally represented using graphs. While the
advent of graph neural networks has led to considerable success on a variety of graph-based
tasks, there remains room for improvement when the quality of GNN representations is
determined with respect to not only in-distribution task performance but also other desider-
ata, such as generalization under distribution shift, trust-worthiness, or robustness. To this
end, this thesis is broadly interested in understanding and improving the quality of graph
representations beyond accuracy and makes contributions to several of the aforementioned
desiderata.

The first part of this thesis considers the generalization and expressiveness of graph rep-
resentations learnt using contrastive learning, as expressivity is often a prerequisite for other
model desiderata. In particular, we study the role of augmentations, identifying several
weaknesses of popular, generic graph augmentations strategies and derive a corresponding
generalization bound. In the second part, we focus on improving the reliability of uncer-
tainty estimates when performing predictive tasks, as expressivity alone is not su”cient for
safe model deployment. To this end, we propose a lightweight training protocol that im-
proves estimate quality, even under challenging distribution shift settings. The final part of
this thesis considers strategies for leveraging large language models to further enhance GNN
performance and robustness, particularly by supporting capabilities that are not realizable
from only the GNN or structured data alone. Specifically, we propose a framework for LLM
guided text-attributed graph clustering that uses the LLM to disambiguate uncertain nodes,
and improves zero-shot clustering capabilities for disconnected nodes. Finally, we study the
robustness of joint LLM and GNN models to structural and text-based adversarial attacks.
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CHAPTER 1

Introduction

Relational data, which model interactions or relations amongst entities, are prevalent across
many domains, and can be naturally represented using networks or graphs. Indeed, high
impact applications such as drug-discovery [20], algorithmic reasoning [21] and making
recommendations [22, 23], have been successfully formulated as machine learning tasks on
graph data. Success in such tasks has primarily been buoyed by the representation learning
capabilities of graph neural networks (GNNs) [24, 25, 26, 27], a class of neural architectures
expressively designed to capture graph-specific inductive biases on discrete, variable-sized
inputs.

While GNNs have rapidly become the defacto standard on a variety of graph-based
tasks, e.g., node classification [28], graph classification [29], link prediction [22], graph
clustering [30] and graph alignment [31], there remains considerable room for improvement
as we evaluate the quality of learnt representations beyond task performance (“accuracy”).
Indeed, much like their vision counterparts [32, 33, 34], GNNs are weak generalizers under
distribution shift [18, 35], susceptible to adversarial attacks [36, 37], biased during decision
making [38, 39, 40] and often poorly calibrated [41, 42]. Notably, practical deployment in high-
risk scenarios requires strong performance on these desiderata, in addition to merely achieving
strong task performance. Thus, there has been growing interest in the graph machine learning
community to pursue algorithmic [43, 44] and architecture based [45] strategies to pursue
these aims, where challenges can arise from limitations in model expressivity [27, 46], training
paradigms [47, 48], limited data [49], class imbalance [50] and amongst other sources.

In Parts 1 and 2 of this thesis, we focus on two of these desiderata, namely: understand-
ing representation expressivity, which is arguably a prerequisite to others, and improving
calibration. Specifically, in Part I, we rigorously study the limitations of graph contrastive
learning (GCL) [1, 51, 52, 53], as a training protocol. We choose to focus on GCL as CL
in vision and other modalities has not only lead to state-of-the-art downstream task perfor-
mance [54, 55, 56], it has been shown to have improved the robustness [57, 58], semantic
consistency [59] and transferability [60] relative to supervised counterparts. By identifying
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and rectifying limitations in GCL, we can better support these properties in the finetuned
or downstream GNN-based tasks. In Part II, we focus on the complementary objective of
obtaining reliable uncertainty estimates on three foundational GNN-based tasks. Reliable
estimates can aid model trust-worthiness by improving calibration [34], generalization gap
prediction [61], out-of-distribution detection [62] and other tasks dependent [63] on accurate
uncertainty quantification, improving overall model quality.

While Parts Iand IIfocus on algorithmic, GNN-based strategies for holistically improving
GNN performance, the recent, unprecedented success of large language models (LLMs) [64, 65]
has enabled an alternative paradigm for GNN-based tasks where LLM world knowledge and
reasoning capabilities complement GNN capabilities. Indeed, recent work demonstrates that
various strategies e.g., co-training, pretraining, finetuning, prompting [66, 67, 68, 69, 70,
71, 72, 73, 74], for utilizing LLMs in conjunction with GNNs can improve supervised task
performance on text-attributed graphs [75, 76] i.e., graphs with natural language text as
node information. However, it remains, to the best of our knowledge, under-explored how
these joint LLM+GNN methods perform on other important factors of task performance
(calibration, robustness, fairness, etc).

To this end, Part IIIof this thesis focuses on introducing new capabilities that were
previously inaccessible when relying upon only structural data and GNNs by using both
LLMs and GNNs in the prediction pipeline. In particular, we first consider how LLM world
knowledge can be leveraged to reduce uncertainty, improve performance, and support better
zero-shot performance when performing graph clustering [77, 78, 30].

1.1 Contributions
Here, we discuss our contributions in more detail and summarize them in Table 1.1. While this
thesis is broadly focused on the improving the performance on graph based tasks beyond only
accuracy or naive task performance, we focus on three particular sub-areas in the following
parts. In Part I, we focus on better understanding representation expressivity by studying
the role of augmentations in graph contrastive learning. Part IIfocuses on obtaining reliable
uncertainty estimates on various supervised graph-based tasks, leading to better model
trust-worthiness. Lastly, in Part III, we combine our insights from the preceding sections,
to propose a novel framework for LLM guided graph clustering. We further study how to
jointly combine LLMs and GNNs for graph based tasks in order to improve performance
on user-specified objectives, such as reducing reliance upon sensitive features when making
predictions.
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Table 1.1: Overview of contributions. This thesis consists of three parts, broadly interested
in improving the performance of GNNs beyond accuracy.

Aim Task(s) tl;dr Venue Ch.

Augmentations in Graph CL Graph Classification Better Practices for Graph CL WWW21 [79] 3
Graph Classification Generalization Analysis of Graph CL NeurIPS22 [80] 4

Improved Uncertainty Estimations with GNNs Graph/Node Classification Flexible Uncertainty Estimation for GNN Classifiers ICLR 24 [81] 5
Link Prediction Better Calibration for Link Predictors ICASSP24[82] 6

Combining World and Structural Knowledge Graph Clustering LLM Guided Graph Clustering In Submission 7
Node Classification Exploring Robustness of LLM + GNN Models In Preparation 8

Qualities of Representations from Graph Self Supervised Learning. In the first
part of this thesis, we rigorously study the role of augmentations when seeking to obtain
expressive representations using graph contrastive learning. We contribute the following:

• Better Practices for Graph CL Augmentations: We probe the quality of repre-
sentations learnt by popular graph CL frameworks using generic graph augmentations
and find that such augmentations can destroy task-relevant information as well as harm
the model’s ability to learn discriminative representations. Based on our findings, we
propose several sanity checks that enable practitioners to quickly assess the quality of
their model’s learned representations. This work was published in WWW 2021.

• Analysis of Data-Centric Properties for Graph Contrastive Learning: We
perform a generalization analysis for CL when using generic graph augmentations, with
a focus on data-centric properties, specifically invariance to task-irrelevant semantics,
separability of classes in some latent space, and recoverability of labels from augmented
samples. Our theory motivates a synthetic data generation process that enables control
over task-relevant information with pre-defined optimal augmentations, enabling further
insights into automated methods. This work was published in NeurIPS 2022.

Uncertainty in GNN Based Tasks In the second part of this thesis, we focus on improving
the reliability of uncertainty estimates obtained from GNNs on supervised, predictive tasks.
Our contributions include:

• Accurate Estimation of Epistemic Uncertainty for Graph Classification and
Node Classification: We propose G-#UQ, a novel training framework designed to
improve intrinsic GNN uncertainty estimates. Through extensive evaluation under
covariate, concept and graph size shifts, we show that G-#UQ leads to better calibrated
GNNs for node and graph classification. It also improves performance on the uncertainty-
based tasks of out-of-distribution detection and generalization gap estimation. This
work was published in ICLR 2024.
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• Improving Link Prediction Calibration: We propose E-#UQ, an architecture-
agnostic framework designed for improving link prediction calibration with minimal
overhead. We further demonstrate the importance of considering node-level uncertainties
when estimating link uncertainty, which despite its importance, had been overlooked.
This work was published in ICASSP 2024.

Combining World and Structural Knowledge in Graph Representation Learning.
In the final part of this thesis, we consider how LLMs can be used to augment the performance
of GNNs. We contribute the following:

• LLM Guided Graph Clustering: We propose an active learning framework that
performs graph clustering using LLM refinment (GCLR) by selectively prompting
an imperfect LLM oracle for feedback and, subsequently, finetuning the GNN-based
clustering solution to incorporate the feedback. GCLR uses di!erent prompting
strategies to improve the LLM’s reliability as an oracle and uses noise-controlling fine-
tuning to handle this imperfect, but useful feedback. Extensive experiments demonstrate
that GCLR can significantly improve clustering performance over state-of-the-art GNN
methods.

• Understanding Robustness of LLM+GNN Models on Text Attributed
Graphs In this chapter, we seek to understand the robustness of joint LLM+GNN
models when performing node classification. Namely, we evaluate the sensitivity of two
popular classes of joint models on structural, text-adversarial attacks, and semantic
preserving natural text perturbations. Our analysis helps understand the potential for
attack transferability across modalities and vulnerabilities present in this new class of
models.
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CHAPTER 2

Preliminaries

In this chapter, we quickly review some preliminaries on graph machine learning and some
shared notations. We will introduce specific background and notations in the corresponding
chapter as needed.

2.1 Graphs
A graph G = (V , E) is a mathematical structure used to capture relationships between
entities. Here, V represents the set of nodes (or vertices), and E ↑ V ↓ V is the set of edges
connecting pairs of nodes. For example, in social networks, nodes may correspond to users
and edges may correspond to interactions between users, or, in molecular graphs, nodes may
correspond to di!erent atoms, and edges to bonds. Graphs may be directed, where edges
have orientations (i.e., (u, v) ↔ E ↗= (v, u) ↔ E), or undirected, where edges are bidirectional
(i.e., (u, v) = (v, u)). Graphs may optionally include nodes and/or edges attributes that can
be represented as feature vectors and/or natural language text. Formally, let X ↔ R|V |→d

denote the node feature matrix, where each row xv ↔ Rd represents the d-dimensional features
of node v. Similarly, edge features can be represented by a matrix E where each entry e(u,v)

contains the features for edge (u, v). Modern graph learning techniques seek to e!ectively
leverage both attributes and structure to succeed on various machine learning tasks, which
we introduce below.

2.2 Graph Machine Learning Tasks
Graphs can be naturally used to represent structured information in a variety of domains,
including social networks analysis [83, 84, 85], bioinformatics [21], computer vision [86],
and recommendation systems [87]. Representing such information as a graph makes it
amenable to performing a number of useful machine learning tasks. Here, we assume without
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loss of generality that we are working with an unweighted, undirected, attributed graph,
G = (V , E , X), and are provided optional labels Y , corresponding to the underlying task. We
further assume that the objective is to learn a function f : G → Y that maps from graphs (or
nodes within graphs) to the label space Y appropriate for the given task.

2.2.1 Node Classification

In node classification, the goal is to predict a label yv ↔ Y for each node v ↔ V, given a
partially labeled graph. For a labeled node subset VL ↘ V with labels {yv}v↑VL , the task
involves learning a function f : G → Y that assigns labels to the remaining nodes V \ VL,
where the model is trained to minimize the loss on the labeled subset with the expectation f

will non-trivially generalize to the unlabeled portion. Here, f is designed to utilize both the
node features X and the graph structure E for inference. Node classification has widespread
applications, such as predicting user attributes in social networks or classifying academic
papers in citation networks.

2.2.2 Graph Classification

In graph classification, the objective is learn a function, f from a training set of graphs,
G = {G1, G2, . . . , Gn} and graph-level labels, y1, y2 . . . yn, such that f can be used to predict
the label of unseen graphs at inference time. Formally, we train f : (G) → y on the labeled
training data to minimize a classification loss with the expectation f will generalize to other
graphs in the distribution at inference time. Graph classification is commonly applied in
areas like chemistry and biology, where each molecule (represented as a graph) is classified
according to properties like toxicity or activity.

2.2.3 Graph Clustering

Graph clustering aims to identify communities or groups of similar nodes within a graph,
generally without label supervision. Namely, given G, the objective is to partition V into k

clusters {C1, C2, . . . , Ck}, such that nodes within each cluster are more similar or semantically
related than nodes in di!erent clusters. Formally, clustering can be considered as learning a
mapping f : G → {1, . . . , k} where f is trained in an unsupervised fashion. Notably, graph
clustering has applications in community detection in social networks, functional grouping in
biological networks, and anomaly detection.
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2.3 Graph Neural Networks (GNNs)
To perform the aforementioned tasks, graph neural networks (GNNs) have emerged as the
state-of-the-art architectures as they are able to utilize both graph structure and attributes
to learn expressive representations. Moreover, unlike traditional neural networks, which often
cannot handle discrete, non-euclidean, variable sized data, GNNs utilize message-passing or
neighborhood aggregation to capture the dependency structure of graphs and scale to large
networks.

At a high level, GNNs learn node representations by iteratively updating aggregated
information from its neighbors. This process can be described by a function h : V → Rd that
computes node embeddings as follows:

h(k)
v = AGGREGATE(k)

({
h(k↓1)

u : u ↔ N (v)
})

where N (v) represents the neighbors of v, and AGGREGATE(k) is a task-specific function
that combines information from node v’s neighbors at layer k. After stacking multiple
message passing layers, an optional READOUT layer can be used to obtain a graph level
representation, and an MLP layer or light-weight classifier can be added to perform the
tasks mentioned above. Various GNN architectures have been proposed to refine the original
graph convolutional network [24] that provide improved aggregation, sampling, positional
and distance awareness, amongst other improvements [26, 28, 25, 88]. Indeed, developing
better architectures remains an active and exciting research area, and we use several modern
architectures througout this dissertation.
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Part I: Improving Augmentations in
Graph Contrastive Learning
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CHAPTER 3

Better Practices for Graph CL Augmentations

3.1 Introduction
Graph neural networks (GNNs) have been successfully used to learn representations for various
supervised or semi-supervised graph-based tasks, including graph-based similarity search for
web documents [89], fake news detection through propagation pattern classification [90, 84,
83, 85], activity analysis in web and social networks (e.g., discussion threads on Reddit, code
repository networks on Github) [91], and scientific graph classification [92, 93, 94]. However,
in many practical scenarios, labels are scarce or di”cult to obtain. For example, web pages
are seldom assigned with labels which summarize their contents, labeling fake news can
be time-consuming, and labeling drugs according to their toxicity requires expensive wet
lab experiments or analysis [29, 95, 96, 20]. Contrastive learning (CL) is an increasingly
popular unsupervised graph representation learning paradigm for such label scarce settings [1,
97, 51, 14, 98] and is currently the state-of-the-art in unsupervised visual representation
learning [54, 55, 56, 59].

Broadly, CL frameworks learn representations by maximizing similarity between augmen-
tations of a sample (positive views) while simultaneously minimizing similarity to other
samples in the batch (negative views). Recent theoretical and empirical works attribute
the impressive success of visual CL (VCL) to two key principles: (i) leveraging strong,
task-relevant data augmentation [99, 100, 101, 102, 103] and (ii) training on large, diverse
datasets [54, 55, 104, 105, 106]. By using appropriate data augmentations, VCL frameworks
learn high quality representations that are invariant to properties irrelevant to downstream
task performance; thereby preserving task-relevant properties and preventing the model

The material in this chapter is derived from the paper “Augmentations in Graph Contrastive Learning:
Current Methodological Flaws & Towards Better Practices” [79], which appeared in the proceedings of the
ACM Web Conference 2022. Code can be accessed here.
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from learning brittle shortcuts [99, 102, 54, 107]. Large, diverse datasets are necessary as
VCL frameworks routinely use 1K–8K samples in a batch to ensure that enough negative
views are available to train stably [54, 55, 56, 108]. Representations learnt using VCL and
self-supervised learning in general have been found to be more robust [57], transferable [109]
and semantically aligned [110] than their supervised counterparts.

Figure 3.1: Domain-Agnostic Graph
Augmentations (DAGAs). [Left] intro-
duced in [1]. Deletion/addition in red/-
green. False Positive Samples. [Right]
Acidic molecule Phenol and basic molecule
Aniline are structurally similar but have
di!erent properties. DAGAs can inadver-
tently generate this pair as a positive view,
resulting in similar representations for se-
mantically dissimilar entities.

Interestingly, graph CL (GCL) frameworks of-
ten deviate from these key principles and yet
report seemingly strong task performance. Small,
binary graph classification datasets [111] are rou-
tinely used to benchmark GCL frameworks. More-
over, due to the non-euclidean, discrete nature of
graphs, it can be di”cult to design task-relevant
graph data augmentations [112, 113] or know
what invariances are useful for the downstream
task. Therefore, frameworks often rely upon
domain-agnostic graph augmentations (DAGAs)
[1]. However, DAGAs can destroy task relevant
information and yield invalid/false positive sam-
ples (see Fig. 3.1). It is also unclear if DAGAs
induce invariances that are useful or semantically
meaningful with respect to the downstream task.

In this work, we investigate the implications of
the aforementioned discrepancies by probing the quality of representations learnt by popular
GCL frameworks using DAGAs. We show that DAGAs can destroy task-relevant information
and lead to weakly discriminative representations. Moreover, on popular, small benchmark
datasets, we find that flawed evaluation protocols and the strong inductive bias of GNNs
mitigate limitations of DAGAs. Our analysis o!ers several actionable sanity checks and better
practices for practitioners when evaluating GCL representation quality. Further, through two
case studies on larger, more complex datasets, we demonstrate that task-aware augmentations
(TAAs) are necessary for strong performance and discuss how to identify such augmentations
amenable to GCL. Our main contributions are summarized as follows:

• Analysis of limitations in domain-agnostic augmentations: We demonstrate
that commonly-used DAGAs lead models to learn weakly discriminative representations
by inducing invariances to invalid views or false-positives. Across several architectures
and datasets, we find these shortcomings are mitigated by the strong inductive bias
of GNNs, which allow existing methods to achieve competitive results on benchmark
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datasets.

• Identification of methodological flaws & better practices: We contextualize
recent theoretical work in visual self-supervised learning to identify problematic practices
in GCL: (i) the use of small datasets and (ii) training with negative-sample frameworks
on binary classification datasets. Furthermore, we provide carefully-designed sanity
checks for practitioners to assess the benefits of proposed augmentations and frameworks.

• Case studies with strong augmentations: In two case studies on di!erent data
modalities, we demonstrate how to leverage simple domain knowledge to develop strong,
task-aware graph augmentations. Our systematic process results in up to 20% accuracy
improvements.

3.2 Background & Related Work
We begin by introducing CL. We then discuss how strong, task-relevant augmentations
and large, diverse datasets underpin the success of VCL. Finally, GCL and graph data
augmentation are discussed. Please see section A.4 for additional related work.

3.2.1 Contrastive Learning (CL)

Frameworks & Losses. Several CL frameworks [54, 55, 7] have been proposed to enforce
similarity between positive samples and dissimilarity between negative samples, where positive
samples are generated through data augmentation. Normalized temperature-scaled cross
entropy (NT-XENT) is a popular objective used by several state-of-the-art CL frameworks [54,
114, 115, 116, 97, 1, 117] and is defined as follows. Let X be a data domain, D = {x[1...n]|xi ↔
X } be a dataset, T : X → X̃ be a stochastic data transformation that returns a positive
view, and f : {X , X̃ } → Rd be an encoder. Further, assume we are given a batch of size N ,
similarity function sim: (Rd

, Rd) → [0, 1], temperature parameter ϖ , and encoded positive
pair {zi, zj}. Then, NT-XENT can be defined as:

ϱi,j = ≃ log exp (sim (zi, zj) /ϖ)
∑2N

k=1 1[k ↔=i] exp (sim (zi, zk) /ϖ)
. (3.1)

Here, the numerator encourages the positive pair to be similar, while the denominator
encourages negative pairs (k ↗= i) to be dissimilar. Alternative CL objectives may enforce
such (dis)similarity di!erently (e.g., through margin maximization [118] or cosine similarity
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[7]), but the principles discussed below uniformly explain the success of contrastive learning
frameworks [119].

The role of augmentations. Recent work [99, 120, 102] has demonstrated that data
augmentation is critical for training CL frameworks. Theoretically, Tian et. al [99] show that
positive views should preserve task-relevant information, while simultaneously minimizing
task-irrelevant information [120]. Training on such views introduces invariances to irrelevant
information, leading to more generalizable representations. Indeed, state-of-the-art VCL
frameworks [54, 55, 56, 121, 122] rely upon strong, task relevant data augmentation to
generate such views. For example, Purushwalkam et al. [102] show that augmentations
used by SimCLR introduce “occlusion invariance”, which is useful in classification tasks
where objects may be occluded. Overall, we highlight that augmentation strategies are not
universal [1, 97] and must align with the task; e.g., semantic segmentation tasks would benefit
more from augmentations that induce view-point invariances [102].

The role of large, high-quality datasets. Empirically, CL frameworks [54, 55, 108] often
require many negative samples in each batch to avoid class collisions (i.e., false positives) [119].
Further, recent theoretical work has shown that optimizing Eq. (3.1) is equivalent to learning
an estimator for the mutual information shared between positive views, where the quality
of this estimate is upper-bounded by batch-size [114, 104]. These properties combine to
necessitate the use of large, diverse datasets in contrastive learning.

3.2.2 Graph Contrastive Learning (GCL)

Frameworks. In this paper, we focus on three state-of-the-art unsupervised representa-
tion learning frameworks for graph classification that represent di!erent methodological
perspectives: GraphCL [1], InfoGraph [14] and MVGRL [51]. Similar to SimCLR, GraphCL
uses NT-XENT to contrast representations of augmented samples using a shared encoder.
Much like DeepInfoMax [123], InfoGraph maximizes the mutual information between local
and global views, where corresponding views are obtained through subgraph sampling and
graph-pooling. Meanwhile, MVGRL mirrors CMC [124] and uses dual encoders to contrast
multiple views of a graph, where views are generated by first running a di!usion process
(e.g. Personalized Page Rank [125], Heat Kernel [126]) over the graph and then sampling
subgraphs.

Graph data augmentation. Existing GCL frameworks leverage three main strategies
to generate views: feature or topological perturbation (GraphCL), sampling (InfoGraph),
and/or di!usion processes (MVGRL). We focus on the domain-agnostic graph augmentations
(DAGAs) introduced by GraphCL, shown in Fig. 3.1, as these are more popular in recent
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frameworks [97, 52, 1], composable [54, 122], fast, and do not require dual view encoders.
An empirical study on the benefits of DAGAs in GCL [1] demonstrates that (i) composing
augmentations and adjusting augmentation strength to create a more di”cult instance
discrimination task improves downstream performance and (ii) augmentation utility is dataset
dependent. However, a critical assumption underlying DAGA is that by limiting augmentation
strength such that only a fraction of the original graph is modified, task-relevant information
is not significantly altered. In Sec. 3.3, we revisit this assumption to show that it does
not hold for many datasets and discuss the implications of training with poorly augmented
graphs. Clearly, it is expected that models trained with task-aware augmentations (TAAs)
that induce useful invariances will learn better features than those trained with DAGAs.
However, graphs are often used as abstracted representations of structured data, such as
molecules [20] or point clouds [127], and it is often unclear how to represent task-relevant
invariances after abstracting to the graph space. In Sec. 3.4, we discuss a broad strategy for
identifying augmentations that induce task-relevant invariances in the abstracted, graph space
and demonstrate the significant performance boosts achieved by using such augmentations.

Automated Graph Data Augmentation. Concurrent works [117, 97, 128, 129, 130,
131, 132, 133] have begun investigating automated graph data augmentation as a means
of both avoiding costly trial and error when selecting augmentations and generating more
informative, task relevant views. These methods often use bi-level optimization objectives
and/or viewmakers [134] to jointly learn representations and augmentations (cf. Appendix A.4
for more details). Our analysis (Sec. 3.3) remains pertinent for GCL with automated
augmentations. Namely, the proposed sanity checks are not augmentation specific, the
identified evaluation flaws must still be considered, and untrained models should still be
included as baselines. Also, our discussion on the benefits and properties of TAAs (Sec. 3.4)
remains relevant as it is di”cult to identify post-hoc if an automated augmentation strategy
is inducing semantically meaningful invariances or exploiting shortcuts.

3.3 Revisiting Augmentations & Evaluation in GCL
In this section, we investigate how existing GCL frameworks deviate from the principles
underlying the success of VCL methods and the e!ects of such deviations. We discuss and
establish three key observations:

(O1) Standard graph data augmentation is susceptible to altering graphs semantics and
task-relevant information.

(O2) Training on such augmentations can lead to weakly discriminative representations.
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(89.70 ± 1.1)

Figure 3.2: Representational Similarity. The normalized cosine similarity between all-pairs
of representations is shown above for the MUTAG dataset. The on-diagonal blocks (indicated
by green lines) show intra-class similarity, while o!-diagonal blocks show inter-class similarity.
MVGRL, which uses di!usion-based views, learns representations that have high intra-class
similarity and low inter-class similarity, as desired. InfoGraph, which directly maximizes
mutual information between local/global views, preserves high intra-class similarity, and has
moderate inter-class similarity. GraphCL, which uses domain-agnostic graph augmentations,
has low intra-class similarity in the upper left block. This indicates that training on false
positive/invalid samples can negatively impact representational power.

(O3) The strong inductive bias of randomly-initialized GNNs obfuscates the performance of
weak representations and misaligned evaluation practices.

Empirical Setup. In our analysis, we focus on commonly used graph classification datasets
(Table 3.1) [111]. O”cial implementations for GraphCL∗, InfoGraph†, and MVGRL‡ are used.
We consider the encoder architecture used by [1] and report results with graph convolutional
layers from GIN [27] (original implementation), PNA [26], SAGE [28], GAT [25], and GCN [24].
See section A.1 for details on the training setup.

3.3.1 (O1) Domain-agnostic graph augmentations alter task-
relevant information

Given the importance of data augmentation in representation learning, several works [135, 99,
102, 100, 101] have investigated its properties. Recently, Gontijo-Lopes et al. [13] identified
an empirical trade-o! when selecting amongst augmentations to improve model generalization.
Intuitively, augmentations should generate samples that are close enough to the original data
to share task-relevant semantics and di!erent enough to prevent trivially similar samples.

∗https://github.com/Shen-Lab/GraphCL
†https://github.com/fanyun-sun/InfoGraph
‡https://github.com/kavehhassani/mvgrl
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Table 3.1: Dataset Description

Name Graphs Classes Avg. Nodes Avg. Edges Domain
IMDB-BINARY [136] 1000 2 19.77 96.53 Social
REDDIT-BINARY [136] 2000 2 429.63 497.75 Social
GOSSIPCOP [137] 5464 2 55.48 54.51 News
DEEZER [91] 9629 2 23.49 65.25 Social
GITHUB SGZR [91] 12725 2 113.79 234.64 Social
MUTAG [138] 188 2 17.93 19.79 Molecule
PROTEINS [139] 1113 2 39.06 72.82 Bioinf.
DD [140] 1178 2 284.32 715.66 Bioinf.
NCI1 [93] 4110 2 29.87 32.30 Molecule

This trade-o! can be quantified through two metrics, a!nity and diversity. A”nity measures
the distribution shift between the augmented and original sample distributions. Diversity
quantifies how di”cult it is to learn from augmented samples instead of only training samples
[13]. While augmentations that best improve generalization optimize for both metrics [13], it
is not clear that DAGAs also optimize for both. For example, molecular graph classification
tasks are commonly used to evaluate GCL frameworks. However, as noted in Fig. 3.1, limited
perturbations are needed to invalidate a molecule or significantly alter its function. Here,
augmented data is su”ciently diverse, but it is not clear if creating invalid molecule samples
also leads to low a”nity, indicating that task-relevant information have been destroyed.
We conduct the following experiment to understand the a”nity of DAGAs on benchmark
datasets.
Experimental setup. We measure a”nity as follows: (i) train a supervised PNA encoder on
the original training data, (ii) generate an augmented dataset by using random node/subgraph
dropping at 20% of the graph size, as suggested by [1] and (iii) evaluate on clean and augmented
training data separately. The di!erence between clean and augmented accuracy quantifies
the distribution shift induced by augmentations [13].
Hypothesis. We argue that while it is not expected that accuracy on augmented data will
match that of clean data, augmented accuracy should be nontrivial if augmentations are
indeed information-preserving [100, 103].

Results. In Table 3.2, we see a considerable di!erence between clean and augmented accuracy
across datasets. This implies low a”nity, i.e., a large shift between augmented and training
distributions, and confirms that DAGAs can destroy task-relevant information. Consequently,
training on such samples will harm downstream task performance, as shown by prior works
on VCL [103] and elucidated below for GCL.
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Table 3.2: Augmentation A”nity. A”nity [13], measured by the di!erence between original
and augmented accuracy of a supervised model, captures how much the data distribution
has changed as a result of augmentation. We see that DAGAs lead to low a”nity. This is
expected for molecular datasets, where it is easy to create invalid molecules, and is also true
for some social network datasets.

Dataset Clean Train Acc. Aug. Train Acc.
MUTAG 90.14 ± 1.36 37.67 ± 1.48
PROTEINS 70.70 ± 4.30 56.54 ± 8.11
NCI1 75.55 ± 4.60 60.15 ± 0.069
DD 84.06 ± 8.81 65.41 ± 14.87
REDDIT-BINARY 85.56 ± 3.21 50.56 ± 0.09
IMDB-BINARY 70.93 ± 0.046 50.11 ± 0.384
GOSSIPCOP 98.047 ± 0.37 96.03 ± 1.57

3.3.2 (O2) Domain-agnostic augmentations induce weak discrim-
inability

Recall that contrastive losses maximize the similarity between representations of positive
pairs while simultaneously minimizing the similarity amongst representations of negative
samples. However, Obs. (O1) identifies that DAGAs have low a”nity, which suggests that
task-relevant information has been significantly altered. This implies that representation
similarity will be maximized for samples that are not semantically similar, e.g., false positive
samples. Consequently, the resulting representations may not be discriminative with respect
to downstream classes—i.e., intra-class samples may have lower similarity than inter-class
samples, counter to what is expected. This claim is investigated in the following experiment.

Experimental setup. We measure the discriminative power of representations learned
using GCL as follows: given models trained using GraphCL, InfoGraph and MVGRL, we
extract representations for the entire dataset. Then, we calculate cosine similarity between
all representation pairs. Representational similarity from an untrained model is also included.

Hypothesis. If a model has learned discriminative representations, intra-class similarity
should be high while inter-class similarity should be low.

Results. In Fig. 3.2, we plot the normalized cosine similarity between representations
(sorted by class label), such that the upper left and lower right quadrants correspond to
the similarity between same-class representations. Results on additional datasets can be
found in Appendix A.1. We see that MVGRL (Fig. 3.2d) and InfoGraph (Fig. 3.2c) are less
likely to encounter false positive pairs as they, respectively, use di!usion-based views and
maximize mutual information over sampled subgraphs. GraphCL, which uses DAGAs, is more
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Table 3.3: Inductive Bias on Benchmark Datasets. Following the same evaluation
protocol as [14], we generate embeddings from an untrained N-Layer GIN encoder and perform
classification using an SVM classifier. Results for GraphCL and InfoGraph are reported from
[1]. Best accuracy is in bold; other models whose accuracy with standard deviation falls
within the standard deviation of the best accuracy are underlined. We see across all datasets
that untrained models have a strong inductive bias. On PROTEINS, DD, MUTAG DEEZER
and GITHUB-SGZR, untrained models perform competitively against trained models.

Dataset Random Init Random Init Random Init GraphCL InfoGraph
(# Samples) (3 layers) (4 layers) (5 layers) [1] [14]
IMDB-BINARY (1000) 67.22 ± 7.77 61.26 ± 7.01 60.43 ± 5.92 71.14 ± 0.44 73.03 ± 0.87
REDDIT-BINARY (2000) 72.34 ± 6.64 64.57 ± 8.03 67.32 ± 7.41 89.53 ± 0.84 82.50 ± 1.42
DEEZER (9629) 56.59 ± 0.01 54.99 ± 1.74 54.87 ± 2.60 56.19 ± 0.015 55.89 ± 0.88
GITHUB SGZR (12725) 64.51 ± 0.05 64.93 ± 0.04 64.93 ± 0.89 65.81 ± 0.413 Out of Time
MUTAG (188) 85.76 ± 7.38 86.36 ± 6.51 86.73 ± 10.33 86.80 ± 1.34 89.01 ± 1.13
PROTEINS (1113) 73.64 ± 5.464 74.46 ± 4.09 74.22 ± 2.85 74.39 ± 0.45 74.44 ± 0.31
DD (1178) 73.23 ± 8.25 72.15 ± 7.25 77.08 ± 4.18 78.62 ± 0.40 72.85 ± 1.78
NCI1 (4110) 70.65 ± 1.99 70.36 ± 3.11 70.49 ± 2.42 77.81 ± 0.41 76.20 ± 1.06

likely to encounter false positive samples that can harm discriminative power (Obs. (O1)).
Correspondingly, MVGRL and InfoGraph both learn representations with higher intra-class
similarity than inter-class similarity. In contrast, GraphCL has low intra-class similarity as
can be seen in the upper-left quadrant (Fig. 3.2b). This implies that the model has not learned
features that capture the semantic similarity between the samples belonging to this class.
However, we note that while MVGRL has learned discriminative representations, it requires
dual encoders and it is unclear what invariances are learnt by training with di!usion-based
views. Finally, we find that even though the randomly initialized, untrained model (Fig. 3.2a)
has higher absolute values for average intra- and inter-class similarities than trained methods,
it achieves inter-class similarity relatively lower than intra-class similarity, as required for
discriminative applications. We further elaborate on this point in the next section.

Proposed evaluation practice. Given that CL frameworks directly optimize the similarity
between representations, we argue that plotting representational similarity can serve as a sim-
ple sanity check for practitioners to assess the quality of their model’s learned representations.
Indeed, models are often only assessed through linear evaluation or task accuracy, which may
hide di!erences in the discriminative power of representations. For example, as shown in
Fig. 3.2, InfoGraph and MVGRL have similar task accuracy, but MVGRL has learnt more
discriminative representations.

Having established that DAGAs can lead to invalid or false positive augmented samples
and that training on such samples can lead to poorly-discriminative representations, we next
investigate whether other factors are bolstering GCL performance. Specifically, we discuss
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the role of randomly initialized, untrained GNN inductive bias and identify flaws in current
GCL evaluation practices.

3.3.3 (O3) Strong inductive bias of random models reduces GCL
ine”ciencies

As noted in Obs. (O2), randomly-initialized, untrained GNNs can produce representations
that are already discriminative without any training (Fig. 3.2a). While the strength of
inductive bias of GNNs in (semi-) supervised settings has been noted before [24, 141, 142, 117],
we aim to better contextualize the performance of GCL frameworks by conducting a systematic
analysis of the inductive bias of GNNs, using several datasets and architectures. Understanding
the performance of untrained models helps contextualize the cost of training.

Empirical setup. For DEEZER and GITHUB-SGZR, a PNA encoder is used to stabilize
training. All other datasets are trained with a GIN encoder. MVGRL ran out-of-memory so
we did not include it in this evaluation. See Appendix A.1 for more details.

Results. As shown in Table 3.3, randomly-initialized, untrained models perform competitively
against trained models on several benchmark datasets. It is likely that some of the negative
e!ects of training with DAGAs (Obs. (O1)–(O2)) were mitigated by this strong inductive
bias. However, note that it becomes di”cult to justify the additional cost of GCL on
datasets where task performance and representation quality are not noticeably better than
untrained models. Below, we discuss how to fairly evaluate GCL frameworks and how popular
benchmark datasets are, in fact, inappropriate for GCL.

Proposed evaluation practices. Given that randomly-initialized, untrained models are
a non-trivial baseline for GCL frameworks, we argue that they should be included when
evaluating novel frameworks to contextualize the benefits of unsupervised training. While
some recent works [143, 117] include untrained models in their evaluation, this practice
remains far from standardized.

Furthermore, CL frameworks often define negative samples through the other samples
in the batch. Given the limited size of popular benchmark datasets (Table 3.3), it can be
di”cult to ensure that each batch is large enough to train stably. Further, given that these
benchmarks are often binary classification tasks, half the samples, in a balanced setting,
are expected to share the positive pair’s label but be treated as negative samples. This
implies that representations learned with GCL may not be discriminative because models
have minimized similarity for semantically related examples. We thus argue that evaluating
GCL frameworks on these datasets is flawed and this practice should be discontinued.

We highlight that Dwivedi et al. [86] also find popular graph classification datasets are
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Table 3.4: Document Classification. We use domain-agnostic subgraph dropping (S) and
node-dropping (N) at 10% and 5% of sentence length, respectively, for baseline augmentations.
For task-aware augmentations, we stochastically apply synonym replacement (5%), random
insertion (5%), random swapping (5 %) and random deletion (10 %). Random Accuracy with
window-size = 2 is 58.46 ± 1.97. Random Accuracy with window-size = 4 is 63.93 ± 0.045.

GCN SAGE GIN
Augmentation SimSiam Acc. BYOL Acc. SimSiam Acc. BYOL Acc. SimSiam Acc. BYOL Acc.
S. vs. S (ws =2) 69.41 ± 7.28 62.98 ± 3.12 59.17 ± 8.36 67.17 ± 2.70 55.67 ± 4.61 65.02 ± 2.00
S vs. N (ws =2) 57.84 ± 4.31 65.78 ± 8.22 56.74 ± 1.70 63.77 ± 2.90 58.2 ± 8.24 74.26 ± 3.80
Context-Aware (ws = 2) 83.65 ± 2.31 78.12 ± 2.73 81.28 ± 2.54 78.23 ± 4.53 80.37 ± 4.07 77.79 ± 0.09
S vs. S (ws = 4) 61.76 ± 5.12 66.38 ± 2.29 54.68 ± 1.53 67.37 ± 1.11 54.71 ± 3.00 66.18 ± 2.34
S vs. N (ws = 4) 55.38 ± 1.99 68.311.88 59.23 ± 8.03 70.6 ± 4.85 53.31 ± 1.36 66.59 ± 1.57
Context-Aware (ws = 4) 81.12 ± 3.97 74.05 ± 5.465 80.67 ± 10.36 75.65 ± 5.54 75.30 ± 15.61 76.55 ± 7.43

problematic in general, but for the specific case of GraphCL, this point is of some urgency as
such small-scale datasets are part of standard GCL evaluation [97, 117]. However, we note
that self-supervised frameworks that do not rely on negative samples, such as BYOL[122] and
SimSiam[121], can be used as an appropriate alternative for binary datasets. Such frameworks
maximize similarity between sample augmentations and avoid degenerate solutions via stop-
gradient operations and exponentially moving average target networks.

3.3.4 Summary of Proposed Evaluation Practices

We summarize the practices that we hope will be adopted in future graph CL research:

• Given that DAGA can destroy task-relevant information and harm the model’s ability
to learn discriminative representations, there is need for designing context-aware graph
augmentations (Sec. 3.4).

• Randomly initialized, untrained GNNs have strong inductive bias and should be reported
during evaluation.

• Small, binary graph datasets are inappropriate for evaluating GCL frameworks.

• GCL frameworks should be comprehensively evaluated using metrics beyond accuracy
to assess representation quality.

3.4 Benefits & Design of Task-Aware Augmentations
In this section, we exemplify the benefits of adhering to key VCL principles by defining a broad
strategy for finding task-aware augmentations in scenarios where prior domain knowledge is
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(a) Original (b) Natural Language Space (c) Graph Space

Figure 3.3: Augmentations for Document Classification. Documents are represented as
co-occurrence graphs [2, 3], where words are treated as nodes with word2vec embeddings, and
edges indicate co-occurrence in a sliding windows [4]. As shown in (b), we perform synonym
replacement (purple) and random word insertion (green) to augment sentences without losing
task-relevant information [5]. In (c), we show random node (word) deletion (red). Our results
show that natural language space augmentations improve classification accuracy substantially
over baseline augmentations.

available. We note the goal of this strategy is not to resolve problematic data augmentations
in GCL. Instead, we use the proposed strategy to help elucidate the benefits of abiding by
VCL principles in two careful case studies.

Augmentation strategy: For many graph-based representation learning tasks, structured
data, such as documents [2], propagation patterns [83], molecules [95], maps [144], and point-
clouds [127], are first abstracted as graphs via a deterministic process before task-specific
learning can begin. In this practical setting, our idea is to leverage knowledge pertaining
to the original, structured data to find augmentations that will, in the abstracted graph
space, (i) preserve task-relevant information, (ii) break view symmetry, and (iii) introduce
semantically meaningful invariance. In our first case study, which focuses on a graph-based
document classification task, we achieve this goal by exploiting existing natural language
augmentations [5] and directly perturbing the raw input before its graph is constructed.
However, when given a su”ciently complex graph construction process, it can be unclear
if augmentations in the original space will induce useful invariances or retain task-relevant
information in the abstracted graph space. In our second case study, which focuses on image
classification using super-pixel nearest-neighbor graphs, we encounter this setting and propose
to avoid destruction of task-relevant information by deliberately introducing task-irrelevant
information. We then use augmentations designed to induce invariance to such irrelevant
information.
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3.4.1 Case Study 1: Document Classification

We first focus on a binary graph-based document classification task. As shown by prior
work [89], graph-based representations are e!ective at capturing not only the content but also
the structure of a document, leading to improved classification performance in this setting.
Here, our goal is to demonstrate adhering to VCL principles by using TAAs is needed to
improve task performance.

Dataset & Task. The task is to classify movie reviews and plot summaries according to
their subjectivity. Following [2], we convert the Subjectivity document dataset [145] (10k
samples) into co-occurrence graphs, where nodes represent words, edges indicate that two
words have co-occurred within the same window (e.g. window size 2 and 4), and node features
are word2vec [4] embeddings. An example of this conversion is shown in Fig. 3.3a. Note that
we only use positive-view-based self-supervised learning frameworks (e.g., SimSiam, BYOL)
because this is a binary classification task (see Sec 3.3.3). Accuracy is computed using a kNN
classifier.

Setup of GNN models. We use a Message Passing Attention Network [2] as the encoder,
and a 2-layer MLP as the predictor. The representation dimension is 64, and models are
trained using Adam [146] with LR=5e-4. Additional training details are given in Appendix A.2.
We report results with the original GCN layer used by [2], as well as with GraphSAGE [28]
and GIN [27] layers replacing it.

Domain-Agnostic Graph Augmentations. We conduct an informal grid search to select
which DAGAs and augmentation strengths to use. Among node, edge, and subgraph dropping
at {5%, 10%, 20%} of text length, we find generating both views using subgraph dropping
(10%) performs the best. Generating one view with subgraph dropping (10%) and the other
with node-dropping (10%) performs second best. We evaluate both strategies.

Task-Aware Augmentations. Recently, Wei et al. [5] proposed several intuitive augmenta-
tions for use in natural language processing, namely: synonym replacement, random word
insertion, random word swapping and random word deletion, where the augmentation strength
is determined by the sentence length. (See Fig. 3.3b for an example.) By design, these
augmentations introduce invariances that are useful to downstream tasks (e.g., invariance to
the occasional dropped word), preserve task-relevant information, and break view symmetry
in the natural language modality. Due to a co-occurrence based construction process, changes
in the underlying document will manifest in the corresponding graph, so it is likely that
augmentations remain e!ective for the abstracted space.

Results. As shown in Table 3.4, task-relevant, natural language augmentations perform
considerably better (up to +20%) than domain agnostic graph augmentations for both window
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sizes. Notably, TAAs are necessary to significantly improve performance over an untrained
baseline, indicating that adhering to key principles of VCL is indeed beneficial.

Potential Graph Space Augmentations. While natural language augmentations modify
samples prior to the graph construction process, it is easy to see that they can be converted
into graph augmentations, e!ectively infusing DAGAs with domain knowledge on how to
perturb co-occurence graphs. Specifically, synonym replacement is equivalent to replacing
node features of the selected word (node) with the closest word2vec embedding. Random
insertion can be approximated in the co-occurence graph by (i) creating a new node with a
randomly selected word2vec embedding and (ii) duplicating the connections of an existing
node. Random deletion can be represented by (i) randomly removing a node and (ii) rewiring
the modified graph to connect neighbors of the removed node. Random swap is equivalent to
swapping the features of two nodes. We highlight that domain-agnostic subgraph and node
dropping do not rewire the co-occurence graph. Thus, it is unclear what invariance to these
augmentations represents in the original data modality. In Appendix A.2, we show that
graph-space and document-space synonym replacement perform comparably, but leave the
evaluation of other converted graph space augmentations to future work.

In this case study, we were able directly leverage augmentations in the original modality,
which are known to preserve task-relevant information and induce useful invariances, to
significantly outperform DAGAs. The next case study focuses on a more challenging setting
where augmentations in the original modality are not immediately amenable to GCL due to
a complex graph construction process and GNN architectural invariances.

3.4.2 Case Study 2: Super-pixel Classification

Our second case study is based on super-pixel MNIST classification, a standard benchmark
for evaluating GNN performance [86, 147]. Here, we pursue an alternative strategy for task-
aware augmentation where augmentations must induce invariance to deliberately irrelevant
information (e.g., color for digit classification).

Dataset & Task. We follow the established protocols in [147, 86] to create super-pixel
representations of MNIST, where each image is represented as a k-nearest neighbors graph
between super-pixels (homogeneous patches of intensity). Nodes map to super-pixels, node
features are super-pixel intensity and position, and edges are connections to k neighbors. An
example is shown in Fig. 3.4.

Setup of GNN models. The following architecture is used for experiments. The encoder
is 5-layer GIN architecture similar to [1] and [86]. The projector is a 2-layer MLP and there
is no predictor. Models are trained for 80 epochs, using Adam [146] with LR of 1e-3, and
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(a) Original (b) Node Dropping (c) Colorizing

Figure 3.4: Augmentations for Super-pixel Classification. Node dropping alters graph
topology and it is unclear if task-relevant information is preserved. Colorizing preserves
task-relevant information by only perturbing node features.

Table 3.5: Super-pixel Classification. KNN Accuracy after unsupervised training with
Node Dropping or context aware graph augmentations (Colorize) is reported. Context aware
augmentations improve performance. Accuracy of randomly initialized model is 37.79 ± 0.03.

Aug. SimSiam Acc. SimCLR Acc. BYOL Acc.

Node Dropping (20%) 66.30 ± 0.33 68.56 ± 0.16 65.32 ± 0.95

Node Dropping (30%) 61.30 ± 0.48 68.07 ± 0.37 61.87 ± 1.03
Colorize 68.95 ± 1.20 73.67 ± 0.10 64.42 ± 2.385

the representation dimension is set to 110. The models are trained using SimSiam [121],
BYOL [122], and SimCLR [54]. We give more training details in section A.3. While composing
augmentations is known to improve performance on vision tasks, we avoid it here in order to
fairly compare to graph baselines, which only consider a single augmentation.

Domain-Agnostic Graph Augmentations. Following [1], we apply random node dropping
at 20% of the graph size to obtain both samples in the positive pair.

Task-Aware Augmentations. While geometric image augmentations [54], such as horizontal
flipping and rotating, generally preserve task-relevant information and introduce semantically
meaningful invariance, they cannot break view symmetry in GCL frameworks as GNNs are
permutation invariant. Therefore, the representations of a pair of flipped images will be similar
as their corresponding super-pixel graph representations are equivalent up to node reordering.
On the other hand, augmentations such as cropping may result in qualitatively di!erent
super-pixel graphs. Here, it is unclear if the super-pixel graph obtained after augmentation
preserves task-relevant information, even if cropping is information preserving with respect
to the original image. Therefore, it is not trivial to identify successful augmentations in the
abstracted domain that will also be successful in graph space.

Given the di”culty of identifying augmentations that perturb super-pixel graph topology
but also preserve task-relevant information, we focus on image space augmentations that
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lead to modified node features in the super-pixel graph. Specifically, we select random
colorization as the TAA as it (i) preserves task-relevant information as color is not relevant
property when classifying digits, (ii) breaks view symmetry because the node features of
augmented samples are di!erent and (iii) introduces a harmless invariance to colorization.
We briefly note that augmentations are generally selected to introduce invariances that are
useful to the downstream task. For example, cropping results in occlusion invariance, which
is useful for classification tasks where objects are often partially covered [102]. Here, we take
a complementary approach where augmentations introduce harmless information (color) and
the model learns to ignore it. This can be a useful strategy when it is di”cult to clearly
identify potentially useful invariances for a given task.

Results. In Table 3.5, we observe that training with an information-preserving, TAA
(colorizing) improves accuracy for both SimSiam and SimCLR. While BYOL generally
performs worse than SimSiam and SimCLR, colorizing is still within standard deviation of
DAGAs. Composing augmentations with colorizing would likely further improve performance,
but this investigation is left to future work. This confirms that learning invariance to irrelevant
information, as determined by knowledge of the original data modality, is indeed a viable
strategy for creating TAAs. Moreover, we note that randomly-initialized models have 37.79%
accuracy, indicating that super-pixel data can serve as a su”ciently complex benchmark for
future GCL evaluation [86] (see Appendix A.3 for a”nity and representational similarity
analysis).

3.5 Conclusion
In this work, we discuss limitations in the evaluation and design of existing instance-
discrimination GCL frameworks, and introduce new improved practices. In two case studies,
we show the benefits of adhering to these practices, particularly the benefits using task-
aware augmentations. First, through our analysis, we show that domain-agnostic graph
augmentations do not preserve task-relevant information and lead to weakly discriminative
representations. We then demonstrate that benchmark graph classification datasets are not
appropriate for evaluating GCL frameworks by contextualizing recent theoretical work in
VCL. Indeed, we show that the strong inductive bias of randomly initialized, untrained GNNs
obfuscates GCL framework ine”ciencies. While we acknowledge the community is moving
toward larger and more extensive benchmarks [86], we emphasize that it is fundamentally
incorrect to continue evaluating GCL on legacy graph classification benchmarks. Furthermore,
on two case studies with practically complex tasks, we show how to use domain knowledge to
perform information-preserving, task-aware augmentation and achieve significant improve-
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ments over training with domain-agnostic graph augmentations. In summary, GCL is an
exciting new direction in unsupervised graph representation learning and our work can inform
the evaluation of new methods as well as help practitioners design task-aware augmentations.
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CHAPTER 4

Analyzing Data Centric Properties for Graph
Contrastive Learning

4.1 Introduction
In the preceding chapter, we empirically identified several limitations in popular augmentation
strategies and proposed better practices. In this chapter, we take a complementary lens that
allows us to formally analyze properties of augmentations through a rigorous generalization
analysis and flexible synthetic data generating process. Together, these chapters allow Part I to
provide considerable insights into learning more powerful graph representations and accessing
the benefits beyond accuracy, e.g., robustness [57, 58], transferability [60, 95], and semantic
consistency [59], that self-supervised learning (SSL) [54, 121, 148, 55, 56, 59, 124, 114, 123]
has driven in visual representation learning

Ineed, this impressive empirical success has motivated a surge of e!orts that seek to
gain insights into SSL’s behavior [119, 7, 99, 100, 101, 8, 102, 122] or adapt successful
frameworks to di!erent modalities, including graph data [1, 51, 52, 149, 14]. Notably, many
analyses of SSL have converged upon the following data-centric properties as critical to its
success: (i) augmentations should induce invariance to task-irrelevant attributes, as to better
reflect the underlying data generation process and improve generalizability; (ii) samples
(and corresponding augmentations) from di!erent underlying classes should be separable in
some latent space, as to ensure a high-performing classifier is realizable; and (iii) labels of
augmented samples should be recoverable from the natural sample using which they were
generated [99, 102, 120] so that representations are semantically consistent for downstream

The material in this chapter is derived from the paper “Analyzing Data-Centric Properties for Graph
Contrastive Learning” [80], which appeared in the proceedings of NeurIPS 2022. Code can be found here.
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tasks. Due to the continuous representation of natural images and well-designed augmentation
strategies, these properties are indeed aligned with standard visual SSL practices [150].

However, despite the growing popularity of SSL for graph representation learning, it
appears unlikely that the above properties are supported for non-Euclidean, discrete data.
Indeed, the design of recoverable graph data augmentation [97, 112, 117] remains an open
research area because is it di”cult to determine prima facie what changes to a graph’s
topology or node features will preserve semantics. Moreover, as graphs are often abstract
representations of structured data, it is also unclear what invariances are relevant to the
downstream task. The assumption of a separable latent space may also be violated as
intermediate points in this latent space may be meaningless in the discrete, structured input
space. In contrast to natural image data, the systematic evaluation of these properties for
graph SSL is di”cult as it must accommodate both discrete and structured data.

Our Work. Better understanding the relationship between graph SSL practices and the
aforementioned properties can help explain the behavior of existing frameworks and inform
the design of new ones. Therefore, in this work, we take the first step by analyzing commonly
used generic graph augmentations (GGAs) and designing useful tools that enable probing of
these properties, including a theoretical framework and a synthetic data generation process
that helps disentangle the e!ects of unrecoverable augmentations from performance. Our
contributions can be summarized as follows:
Sec. 4.3: Analysis of Generalization and Separability. We provide the first generaliza-
tion error bound for graph CL when using GGAs, demonstrating that GGAs can induce a
performance-separability trade-o! that is determined by underlying dataset properties (see
Figure 4.1).
Sec. 4.4.1: Missing Invariance on Benchmark Datasets. On standard benchmarks, we
show that models trained with GGAs have marginal improvements in accuracy and induce
limited task-relevant invariance, at best, when compared to untrained encoders. We thus
reveal a fundamental misalignment between the objectives and practical behavior of graph
CL (see Figure 4.3).
Sec. 4.4.2: Synthetic Data Generation Process. We propose a synthetic data generation
process that allows for control over augmentation recoverability and dataset separability (see
Figure 4.2). Using this process, we validate our theoretical observations and demonstrate
that recently proposed automated and implicit augmentation methods struggle to induce
task-relevant invariances (see Figure 4.4).

27



4.2 Background & Related Work
In this section, we briefly discuss existing graph SSL paradigms. (Please see App. B.7
for additional discussion.) We then discuss the motivation behind data-centric properties
(task-relevant invariance, separability and recoverabilty) central to this work.

Self-Supervised Graph Representation Learning. Recent advancements in rep-
resentation learning have been driven by the SSL paradigm, where the goal is to ensure
representations have high similarity between positive views of a sample and high dissimilarity
between negative views. Existing SSL frameworks can be broadly categorized based on the
mechanism adopted for enforcing this consistency: contrastive learning (CL) frameworks
[54, 114, 124, 1, 97, 117, 53], such as GraphCL[1], use the InfoNCE loss; approaches that
rely only on positive pairs, such as SimSiam [121] and BGRL [52] use Siamese architectures
with stop gradient [121] and asymmetric branches [122] respectively; SpecCL [7] uses a
spectral clustering loss (SpecLoss) to enforce consistency; others attempt to directly reduce
redundancy between views [148, 151]. Despite these di!erences, all methods rely upon data
augmentation to generate positive views, which are assumed to share semantics. Generic graph
augmentations (GGAs) [1] are a popular strategy and assume limited changes to a graph’s
node features or topology are unlikely to alter its label. GGAs include random node dropping,
edge perturbation, masking node attributes and sampling subgraphs. Other strategies include
using di!usion matrices [51], GGAs with a non-uniform prior, automated methods which
rely upon bi-level optimization [97] or adversarial optimization [117], and implicit methods,
such as SimGRACE [53], which use weight-space perturbations as augmentations. Here, we
primarily focus on GGAs due to their popularity, simplicity and e!ectiveness. Please see
App. B.7 for additional discussion about augmentation paradigms.

Theoretical Analsyis of SSL. Several di!erent perspectives have recently been used to
successfully analyze SSL’s behavior, including learning theory [7, 119, 152], causality [101, 100],
information theory [120], and loss landscapes [153, 154, 155, 156]. Many of these analyses
assume, either implicitly [101, 152] or explicitly [7, 150, 157, 158], the existence of a latent
space that is invariant to augmentation functions and supports the properties of recoverability
and separability (also see Figure 4.1).

Invariance to Augmentations: Producing similar representations for positive views, i.e.,
augmentations, induces invariance to the corresponding transformation function. Indeed,
if augmentations are related by properties that are not relevant to the downstream task,
representations will become invariant to this relationship over the course of SSL training and
generalization will improve [159, 99]. Conversely, however, if augmentations induce invariance
to relevant properties, then representations will fail to represent this information and are
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likely to lose task performance (e.g, color invariance is harmful when classifying di!erent
Labradors) [102, 79]. This latter point is often ignored by the theoretical analyses mentioned
above. We note Tian et al.’s information theoretic framework [99] is a notable exception to
this critique; we discuss the limitations of their results in App. B.3.

Recoverability and Separability: These properties state that in the latent space which
instantiates the data generation process, two augmentations of a sample are close to each
other (e.g., a clear and blurry dog) and unrelated points (e.g., dogs and cats) are su”ciently
separated from each other. It is often implicitly assumed that only task-relevant augmentations
are allowed [7, 150]. While originally proposed for manifolds [157], both recoverability and
separability have been recently converted to graph connectivity properties [7] and verified
empirically on modern deep learning methods [150]. Specifically, recoverability and separability
can be used to bound generalization error on unseen data and we demonstrate how this can
be done for graph CL in Sec. 4.3.

Notations. Let X be a natural dataset with r di!erent classes. Our use of word
natural implies the samples in this dataset were collected via a natural sensing process
(e.g., molecules from wet-lab experiments or scene graphs from images). We use A(.|g) to
denote the distribution of augmentations for the sample g ↔ X . Here, A(g|g) represents
the probability of generating a particular augmentation g, and X := ⇐x↑PX

A(·|g) is the
set of all samples transformed via our set of augmentation functions. Let f : X → Rd be a
feature extractor, where f(x) can be used for downstream tasks. Unless otherwise noted,
let g be a natural (graph) sample from X , A(·|·) be some GGA, and g ⇒ A(·|g) be an
augmented graph generated using a given GGA. Vg and Eg correspond, respectively, to the
node and edge sets of g. We note our generalization analysis will specifically focus on the
recently proposed contrastive loss by HaoChen et al. [7], called SpecLoss (L(f)), which
we define as follows: let g ⇒ A(·|g), g+ ⇒ A(·|g), given g ↔ X , and g↓ ⇒ A(·|g↗), given
g↗ ⇒ PX ⇑ g↗ ↗= g. Then, for the positive/negative pairs (g, g+)/(g, g↓), SpecLoss is: L(f)
= ≃2 · Eg,g+

[
f(g)↘

f(g+)
]

+ Eg,g→

[(
f(g)↘

f(g↓)
)2]

. In a contemporary work, Saunshi et
al. [119, 159] developed a generalization analysis for general contrastive loss functionals,
including SpecLoss. Our analysis has a similar algorithmic flow as Saunshi et al.’s and hence
the takeaways from our work can be easily extended for other contrastive methods as well.
We provide additional discussion of this extension in App. B.1.

4.3 Generalization Bounds for CL with GGA
As discussed above, recent analyses have found that SSL generalization error can be bounded
under the assumptions of invariance to relevant augmentations, recoverability, and separability.
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Figure 4.1: Illustrating data-centric properties forming the core of our assumptions.
Our generalization analysis (Sec. 4.3) relies upon several data-centric properties, namely
recoverability, separability, and frequency of inconsistent samples. Here, we illustrate these
properties via a figure. (i) Separability: Samples from di!erent classes should be separable,
as illustrated by the existence of separate manifolds for di!erent classes. This property
helps assume the existence of a classifier h that can classify natural samples with low error.
(ii) Recoverability: Labels of augmented samples should be recoverable from the original
samples from which they were generated. This entails that augmentations generated from the
same original samples are expected to be closer in latent space than two arbitrary samples,
which will likely correspond to di!erent classes. This property helps assume a constraint on
the classifier h that it must also classify the augmentations of a sample to the same class
as that of the sample. (iii) Inconsistent Samples: While the likelihood of generating
augmentations that alter class semantics is low for image data, this if often note the case
in graphs, especially when using generic graph augmentations. We refer to augmentations
that can be generated from original samples belonging to di!erent classes as inconsistent,
and demonstrate that graph edit distance can be used to identify such samples. Overall,
our theory shows inconsistent samples decrease separability and recoverability, harming
generalization. (Figure inspired from Chung et al. [6] and HaoChen et al. [7].)
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In this section, we demonstrate how GGAs influence these properties by deriving a generaliza-
tion bound tailored for graph data. Notably, this bound allows us to demonstrate conditions
where using GGAs results in low separability and recoverability, motivating the need for
augmentations that induce task-relevant invariances that go beyond generic perturbative
graph transformations.

Key Insight: Our main idea for the following analysis is that GGAs can be instantiated in
a general manner as a composition of graph edit operations. This allows us to derive a unifying
assumption related to recoverability and separability in terms of the graph edit distance
(GED) between samples. Moreover, because GED amongst samples is a property intrinsic
to the dataset, we can now discuss how the tightness of a SSL generalization error bound
(SpecLoss’s, specifically) will change as a function of GED between samples of underlying
classes and augmentation strength.

We begin by defining GED and explaining how GGAs can be represented using graph edit
operators.

Definition 1 (Graph Edit Distance). Let the elementary graph operators comprise the
set of graph edits: these include node insertion, node deletion, edge deletion, edge addi-
tion, and an additional categorical feature replacement operator. Then, GED (g1, g2) =
min(e1,...,ek)↑P(g1,g2)

∑k
i=1 c (ei), where P (g1, g2) is the set of paths (series of edit operations)

that transforms graph g1 to be isomorphic to graph g2. Here, ei is i-th edit operation in the
path, and c(ei) is the cost for performing the edit.

As shown in Table 4.1, frequently used GGA transforms can be easily decomposed using
standard graph edit operators described in Def. 1. For example, assuming each operator has
a unit cost, the edge perturbation augmentation can be seen as applying the minimum cost
path consisting of edge deletion and edge addition operations to obtain g from g. Further,
augmentation strength and the set of possible augmentations for a given natural sample can
also be expressed in terms of GED:

Table 4.1: Generic Graph Augmentations vs. Graph Edit Operators. GGAs can be
straightforwardly expressed using graph edit operators. Please see section B.4 for a detailed
discussion.

Augmentations Graph Edit Operators
Node Dropping Node Deletion
Edge Perturbation Edge Deletion, Edge Addition
Categorical Attribute Masking Feature Masking Operator
Sub-graph Sampling Node Deletions
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Lemma 1. Allowable augmentations can be expressed using GED. Let ς represent
augmentation strength or the fraction of the graph that GGAs may modify. Then, φ ↔
{⇓ς|Vg|⇔, ⇓ς|Eg|⇔} represents the number of discrete, allowable modifications for the specified
GGA, so GED(g, g) ↖ φ. Correspondingly, we have g ↔ A(g) ↙ GED(g, g) ↖ φ.

For example, consider a graph g ⇒ A(·|g), generated via node dropping. Then, g contains
1 ≃ φ nodes and the minimum cost path to transform g to g contains only φ “node deletion”
operations. Further, all augmentations generated from g will have 1 ≃ φ nodes and thus
have GED(g, g) ↖ φ. In section B.4, we prove the above statement and demonstrate how
to approximate |A(g)| (e.g., the set of allowable augmentations for a given natural sample)
using a combinatorial, counting procedure that is dependent on φ. Because GGAs are
applied randomly, note that the probability of a generating a particular augmentation is
A(g|g) ∝ 1

|A(g)| . Given these definitions, we now derive a unifying assumption in terms of
GED between samples. We begin by formally introducing the separability and recoverability
assumptions, focusing on the recently proposed, unified version [7]:

Assumption 1 (Separability plus Recoverability Assumption, (Assm. 3.5 in [7])). Let g ↔ X
and y(g) be its label, and g ⇒ A(·|g). Assume that there exists a classifier h, such that
h(g) = y(g) with probability at least 1 ≃ ε. We refer to ε as the error of h.

See Figure 4.1 a visualization explaining this assumption. Intuitively, Assm. 1 states that
there must exist a classifier h that is able to associate a sample’s label with its augmentations,
hence enabling recoverability, i.e., representations of augmentations are close to each other.
Meanwhile, by ensuring augmentations of samples from a class with label “A” are classified
as “A” and from a class with label “B” are classified as “B”, the assumption simultaneously
enables separability, i.e., representations of samples from di!erent classes should be dissimilar.
As we will see, the generalization bound will be a function of ε, the probability that a classifier
satisfying Assm. 1 associates augmentations of a class’s samples with another class. As ε

grows larger, the generalization error bound becomes less tight. Therefore, it is important to
understand how the choice of augmentation and augmentation strength (ς) can influence the
error of h. We show one can also understand ε as a trade-o! between inter-class GED of
samples and augmentation strength.

Intuitively, h will incur error on augmented samples that can be generated from a set of
natural samples that belong to di!erent underlying classes, as it is unclear how these samples
should be embedded in a latent space. We now formally define such samples. First, using
Lemma 1, we can determine if two augmentations could have been generated from the same
sample.
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Corollary 2. (Co-occuring augmentations.) Let g ↔ X and g, g↗ ↔ X . Then, g ⇒ A(g)⇑g↗ ⇒
A(g) ↙ GED(g, g↗) ↖ 2φ, where φ = min{⇓ς|Vg|⇔, ⇓ς|Eg|⇔ ⇓ς|Vg|⇔, ⇓ς|Eg|⇔}.

Given the above result, we now define inconsistent samples as follows.

Definition 3 (Inconsistent Samples). Let g ↔ X , and y : X → r be a labeling function.
Further, let X in = {g|g ↔ X ⇑ GED(g, g) ↖ φ} be the set of natural samples that may have
generated g and Y

≃
in = {y(g)|g ↔ X in} be the set of unique labels. If g is an inconsistent

sample, |Y ≃
in| > 1.

Essentially, if two augmentations co-occur (see Corr. 2) from two or more di”erent natural
samples, such that the samples do not share the same underlying label, we refer to such
samples as inconsistent (also see Figure 4.1). Now, we assume the behavior of h on inconsistent
samples is fixed such that h(g) = y, for some fixed y ↔ Y

≃
in. This allows us to use h to

induce a r-way partition over X , such that each sample, g, belongs to a partition, Sh(g).
Further, because h incurs error on inconsistent samples, ε can be lower bounded by the ratio
of inconsistent to total samples. To this end, we use GED to identify inconsistent samples by
identifying disagreement amongst partitions as follows.

Lemma 2 (Using GED to identify inconsistent samples). Let g, g↗ ↔ X and GED(g, g↗) ↖ 2φ

such that g ↔ Si ⇑ g↗ ↔ Sj and i ↗= j, where partitions are induced by h. Then, at least one
g̃ ↔ {g, g↗} must be an inconsistent sample.

Note that the above lemma does not rely on ground-truth label information to identify
inconsistent samples, but only GED from natural samples. Given that the error on inconsistent
samples is irreducible, as it is unclear which y ↔ Yin is correct, we can lower bound the error
of h as follows:

Corollary 4 (Error bound due to Inconsistent Samples). The error of h can be lower-bounded
as

ε ′
∑r

i

∑
g↑Si,g↑ /↑Si

1(GED(g, g↗) ↖ 2φ)
|X | . (4.1)

Here, the number of inconsistent samples can be approximated via
∑r

i

∑
g↑Si,g↑ /↑Si

1(GED(g, g↗) ↖ 2φ) and |X | can be estimated using a combinatorial counting
procedure. Thus, the above corollary reflects the fact that error on inconsistent samples
cannot be reduced due to label un-identifiability.

As mentioned before, the generalization bound by HaoChen et al. [7] for SpecLoss is a
function of ε. Deriving a lower bound on ε will allow us to comment exactly when error is
likely to become vacuous. To this end, we need a final definition of partition dissimilarity
that induces a notion of clustering of similar datapoints in our analysis.
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Definition 5 (Partition Dissimilarity). Let S1, . . . , Sr be an r-way partition of X . Then, we
define the partition dissimilarity for a given partition as

↼X (Si) =
∑

g↑S,g↑ /↑S 1(GED(g, g↗) ↖ 2φ)
∑

g↑S |{g↗|GED(g, g↗) ↖ 2φ}| . (4.2)

Intuitively, we use the partitions induced by h as a proxy for class labels and co-occurrence
as a notion of similarity (see Lemma 1). Then, the quality of the partition is determined by
the ratio of the samples that belong to a given partition, but are also similar to samples from
other partitions, to the total number of samples that are close to the partition. Note that
partition dissimilarity is an often studied term in clustering problem and a general version of
conductance, the property used for spectral clustering on a similarity graph which forms the
basis of SpecLoss [7].

We are now ready to state our main result that re-derives the generalization error of
SpecLoss in terms of GGAs, using the definitions of co-occurring pairs (Def. 2) and dissimilar
partitions (Def. 5). Notably, we will decompose bound in terms of the number of co-
occurring augmentation-pairs within the same partition and the number of pairs that cross
partitions, which are defined respectively as, ↽ = ∑

g↑S↓,g↑↑S↓ 1(GED(g, g↗) ↖ 2φ), and
µ = ∑

g↑S↓,g↑ /↑S↓ 1(GED(g, g↗) ↖ 2φ).

Theorem 6 (Generalization Bound for SpecLoss with GGA). Assume the representation
dimension k ′ 2r and Assm. 4 holds for ε ′ 0. Let F be a hypothesis class containing a
minimizer f

≃
pop of SpecLoss, L(f), which produces a ⇓k/2⇔-way partition of X denoted by {S≃}.

Let its most dissimilar partition have dissimilarity denoted by ⇀⇐k/2⇒ = mini ↼(Si ↔ {S≃}).
Then, f

≃
pop has a generalization error bounded as:

E(f ≃
pop) ↖ Õ

(
ε/⇀

2
⇐k/2⇒

)
= Õ

(
r

|X |

[

µ + 2↽ + ↽
2

µ

])

, (4.3)

Discussion. By deriving expressions for ε and ↼ as well as equivalently representing the
original bound in terms of the more intuitive expressions, µ and ↽, we can gain insights into
several empirical and intuitive observations in graph CL. We will study these points further
in Sec. 4.4.2 via a synthetic dataset that was motivated from the analysis above and allows
more fine-grained evaluation.

Invariance and Relevance of Augmentations. GGAs assume that limited changes to
a graph’s structure will not alter its semantics and aggressively increasing augmentation
strength will eventually harm generalization. However, through our analysis, we see that
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the generalization error bound is non-decreasing with respect to φ when ω2

µ ↖ µ, i.e., the
number of cross partition pairs dominates the expression, as this ratio depends on φ. Indeed,
for some φ

↗ = φ + ⇁, where ⇁ > 0, µε↑ = ∑
g↑Si,g↑ /↑Si

1(GED(g, g↗) ↖ 2φ) + ∑
g↑Si,g↑ /↑Si

1(2φ ↖
GED(g, g↗) ↖ 2φ + ⇁) = µε + ∑

g↑Si,g↑ /↑Si
1(2φ ↖ GED(g, g↗)) ↖ 2φ + ⇁. Thus, the number

of cross partitions is always non-decreasing with respect to φ. Thus, we clearly see that
when augmentations are agnostic of the task, their corresponding invariances yield poor
representations with vacuous generalization.

Separability. Our analysis also demonstrates that the success of a particular augmentation
strength is dependent on the GED between samples belonging to di!erent classes. Given
that inter-class GED is an intrinsic dataset property that proxies dataset separability, this
implies that there are combinations of datasets and augmentation strengths for which GGAs
will necessarily incur vacuous bounds, even for low augmentation strengths. In such settings,
augmentations that improve recoverability and induce task-relevant invariances are necessary
to improve downstream task performance. While many works have conjectured that task-
relevant graph augmentations will improve performance, ours is the first to demonstrate
why they are needed. Indeed, in Sec. 4.4.1, we find that GGAs are unable to induce such
invariances on benchmark datasets.

Recoverability. As shown in Thm. 6, better recoverability will improve the tightness of
the generalization bound. However, we see that from Coll. 4, that recoverability will only
decrease as φ increases and as discussed above, there exist datasets where GGAs are not
amenable. This further motivates the need for task-relevant augmentations so that the e!ects
of poor augmentations are disentangled from method performance.

4.4 Experiments
In this section, we conduct experiments using both standard benchmarks (Sec. 4.4.1) and
our proposed synthetic dataset generation process (Sec. 4.4.2) to empirically validate our
theoretical conclusions.

4.4.1 A Closer Look at the E!ectiveness of Invariance to GGA

In Sec. 4.3, we demonstrated GGAs can harm generalization by influencing recoverability
and separability. Though computing these properties directly is intractable on benchmark
datasets, our analysis for graph datasets and prior works on vision [100, 101, 102] show
that if augmentations induce invariances that are task-relevant, downstream error should
reduce. This corresponds to meaningfully related samples having similar representations
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(recoverable) and unrelated samples having dissimilar representations (separable). However,
by using augmentations that perturb topology or features constrained to a small fraction of
the original graph, existing graph SSL methods assume such perturbations are relevant to
the downstream task. If this is the case, our analysis suggests we should see improvement in
performance with increased invariance; else, we will witness no tangible correlation.
Experimental Setup: We evaluate seven graph SSL methods on seven, popular benchmark
datasets. Specifically, we use the following representative algorithms: (i) GraphCL [1], a
popular and e!ective graph CL method; (ii) GAE, Graph Autoencoder [160] that uses a
reconstruction cost to learn representations; (iii) Augmentation-Augmented Autoencoder
[161], which we adapt to graphs to create the Augmentation Augmented Graph Autoencoder
(AAGAE) that minimizes the reconstruction error between the reconstruction for an aug-
mented sample and the original; (iv) SpecCL, which uses the SpecLoss [7] for contrastive
training; (v) SimSiam [121], a positive-sample-only framework that uses stop gradient; (vi)
BYOL [122], which avoids negatives samples by using asymmetric branches alongside a stop
gradient operation; and (vii) Untrained representations, which have been observed to be
surprisingly competitive baselines for graph-based learning [160, 48, 117, 79]. To the best of
our knowledge, ours is the first work to evaluate AAGAE and SpecCL for graph SSL. We use
the same augmentations and encoder architecture as GraphCL. We add a straight-through
estimator [162] to GAE/AAGAE’s decoder for better training. See section B.6 for further
details.

GGAs fail to induce task-relevant invariance on standard benchmarks. To
measure whether augmentations have induced invariance, we measure recoverability using
the representational similarity measures introduced by Wang and Isola [8]. Called Alignment
and Uniformity, the two measures are a generalized version of the InfoNCE loss and also
encompass other contrastive losses, such as SpecLoss. Formally, alignment is defined as:
Lalign (f ; A) ↭ E(g,g↑)⇑A(·|g) [∞f(g) ≃ f(g↗)∞2

2] . To determine if the invariance is task-relevant,
we determine if improved alignment is indicative of improved performance with respect to an
untrained baseline model.

Results. Fig. 4.3 shows the di!erence in invariance and kNN with respect to an untrained
model’s accuracy, averaged over 10 seeds. As can be seen, there is not noticeable correlation
between invariance and accuracy, especially with respect to the untrained baseline. Notably,
on the Reddit dataset, all methods have improved invariance, but do not have significantly
better kNN accuracy. Overall, this experiment demonstrates that learning invariance to GGAs
is both di”cult and often unrelated to task performance, clearly indicating the GGAs struggle
to induce task-relevant invariances and do not support recoverable, separable latent spaces
needed for good generalization. Moreover, given that GGAs have unknown recoverability on
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Figure 4.2: Synthetic Dataset Generation. A class-specific motif completely determines
the label, and is therefore considered “content”. To vary the amount of style, the size of
the background tree graph is a ratio of the number of “content” nodes. Our dataset goes
beyond binary benchmarks and allows for content-aware augmentations, a critical component
to understanding graph SSL.

standard datasets, and that trained models were not able to su”ciently outperform untrained
baselines, there is need for new datasets where it is possible to go beyond GGA and where
we can better understand the merits of di!erent graph SSL paradigms.

4.4.2 Evaluating Graph SSL Methods in a Controlled Setting

Our analysis indicates the role played by recoverability and separability under task-relevant
invariances dramatically influences generalization performance. However, given our results
that GGAs do not enable these properties and the fact that task-relevance is di”cult to
define on existing benchmark datasets, empirical verification of our claims requires a dataset
that directly enables control over the data generation process. We thus introduce a synthetic
dataset that allows us to illustrate how invariance and class separability must be jointly
considered when designing augmentations.

4.4.2.1 Synthetic Data Generation Process

Given that standard benchmark datasets and augmentation practices are uninformative when
evaluating the recoverability and invariance of augmentations, we propose a synthetic data
generation process that allows us to understand how the data-dependent assumptions of
SSL hold for graph datasets. This process not only enables oracle augmentations where
recoverability is known, but also allows us some control over dataset separability. Our
synthetic dataset generation process is designed in accordance to a latent variable model
which assumes that the underlying data generation latent representation space can be
partitioned into style and content. Here, style represents information that is irrelevant to the
downstream task and can be perturbed (i.e., augmented) without changing sample semantics,
while content represents task-relevant information and should be preserved. We note that
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while von Kügelgen et al. [100] used the same latent variable model to demonstrate that
SSL with data augmentation is able to recover features which disentangle style vs. content,
our objective for using this perspective is to develop a grounded benchmark that provides
adjustable knobs over content (task-relevant) and style (task-irrelevant) information. These
knobs allow us to understand how data-centric properties a!ect the performance of di!erent
graph SSL algorithms (see Fig. 4.4). While designing content-aware augmentations for
arbitrary graph datasets is a hard problem [79], with oracle knowledge of the data generation
process, we can evaluate content-aware augmentations (CAAs) with high recoverability at
varying levels of separability, which we approximate through di!erent style levels.

Figure 4.3: Invariance vs. KNN Acc.
The change in invariance (Inv.) and ac-
curacy w.r.t. to an untrained model is
plotted, where Inv. is measured accord-
ing to [8]. We see: Inv. has not signifi-
cantly increased for many datasets/meth-
ods, improved Inv. does not necessarily en-
tail better performance (see Reddit), and
AAGAE/GAE often sees decreased Inv.,
likely due to use of a decoder.

Generation Process: The proposed data
generation process has three components: a set of
C motifs, M, that uniquely determine C classes;
a random graph generator, RBG(n), parameter-
ized by the number of nodes (we can equivalently
define this based on number of edges); and ω,
the style multiplier, which controls how much
irrelevant information a sample contains. To
generate a sample, we attach a randomly gen-
erated background graph (i.e., style component)
to a motif (i.e., content) according to the style
multiplier. This simple process addresses several
limitations often encountered in graph CL evalua-
tion. Specifically, it (i) allows for varying levels of
content-aware augmentation (i.e., edges that can
be perturbed in the background graph without
harming the motif); (ii) is easily extended beyond
binary classification; (iii) contains relatively large
number of samples; and (iv) o!ers a natural test bed for GNN size generalization or transfer
learning [18].

4.4.2.2 Di”culties in Recovering Style Invariant Representations

Several real graph datasets can be understood through a style vs. content perspective. For
example, in drug discovery tasks [20], molecules can be split into functional groups (content)
and carbon rings or sca!old structure (style). One may thus ask: how does varying levels
of style vs. content a!ect the performance of graph URL algorithms, and how do di!erent
algorithms benefit from the use of content-aware augmentations? To answer these questions,
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Figure 4.4: Style Invariance over Paradigms. We evaluate several SSL algorithms with
di!erent augmentation paradigms and changing style vs. content ratios. We find several
notable results: (i) CAAs induce style invariance in contrastive methods, but GGAs do not;
(ii) reconstruction methods do not recover task-relevant invariances, even when using CAAs;
and (iii) advanced augmentations methods (AD-GCL, JOAO, SimGRACE) lose performance
as style increases, indicating they do not induce style-invariance.

we conduct the following experiment:
Experimental Setup. Let C = 6, ω = 4 and define RBG(n) through a random tree

generator, where n is number of the nodes belonging the motif, scaled by ω. Node features
are a constant 10-dimensional vector. To increase task di”culty, we randomly insert between
1-3 motif copies into each sample. Using the specified instaniation of the generation process,
we train GraphCL, AAGAE, GAE, and SpecLoss with content-preserving edge dropping
and random edge dropping at 20% and 60% augmentation strength. We also evaluate two
recently proposed automated augmentation methods, JOAO [97] and AD-GCL[117], as well
as SimGRACE [53], which uses implicit, weight space perturbations. JOAO is trained with
a GGA prior and an expanded GGA prior that includes content-preserving edge dropping.
AD-GCL is trained using a learnable edge-dropping augmentor. A 5-layer GIN encoder
is used and models are trained for 60 epochs using Adam (with a learning rate of 0.01).
After training, all models are evaluated using the linear probe protocol [54] at varying style
ratios. Given that style information is not relevant to the downstream task, we expect models
that have truly learned invariance to this information will retain strong performance across
di!erent ratios. See section B.6 for more model and training details.

Results. We make the following observations using Fig. 4.4, which clearly demonstrate the
value of the proposed benchmark in studying the behavior of di!erent SSL and augmentation
paradigms. (i) In accordance to Sec. 4.3, we empirically see that both GraphCL and SpecLoss
do not loss performance as the style ratio increases when using CAAs, indicating the model has
learned task-relevant invariances. (ii) Auto-encoding reconstruction methods are an alternative
SSL paradigm, but unfortunately also struggle to recover style-invariant solutions. Moreover,
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the use of the CAAs with such methods does not improve performance as e!ectively as in con-
trastive paradigms. (iii) For the first time, we are able to evaluate whether automated methods,
which aim to recover strong augmentations without expensive hyper-parameter tuning or hand
designing, are able to recover an optimal augmentation that generalizes across style ratios.

Figure 4.5: Invariance vs. Separabil-
ity. On our synthetic data with style-to-
content ratio ω = 6 and 20% augmentation
strength, GraphCL trained with random
augmentations produces representations
with high invariance but low separabil-
ity. In contrast, using content preserving
augmentations leads to almost as high in-
variance, but much greater separability.

Unfortunately, we see both AD-GCL [117] and
JOAO [97] lose performance as the style ratio
increases, indicating such a solution has not been
found. Indeed, JOAO is unable to find such a
solution even when the augmentation prior in-
cludes the oracle CAAs. These results not only
highlight the brittleness of such automated meth-
ods, but indicate our benchmark is a necessary
testbed for such methods. (iv) To avoid corrupt-
ing graph semantics when using input-space aug-
mentations, SimGRACE [53] instead uses implicit,
weight-space augmentations. However, we find,
despite tuning the perturbation parameter, Sim-
GRACE cannot recover strong, style-invariant
performance. Overall, using our grounded syn-
thetic benchmark, we are not only able to able
to compare the performance of graph SSL algo-
rithms when data-centric properties are supported (e.g., recoverable augmentations), but are
also able to identify limitations of advanced augmentation methods that were not apparent
using standard benchmarks.

4.4.2.3 Invariance vs. Separability

We now use our synthetic benchmark to investigate how augmentation recoverability influences
the balance of invariance and separability in the learned latent space. Considered in isolation,
invariance can be trivially satisfied through representation collapse, i.e., all samples are
mapped to highly similar representations. However, such representations are not separable
as they cannot meaningfully distinguish classes. Therefore, in the following experiment, we
jointly consider these properties to understand the benefits of CAAs.

Experimental Setup. Using a synthetic dataset at ω = 6, we respectively train GraphCL
with content-preserving and random edge dropping at 20% augmentation strength. We
compute an invariance score for each natural sample by computing the average cosine similarity
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of its representation with that 30 di!erent augmentations. We compute a separability score
by dividing the maximum cosine similarity to a sample of the same class by the maximum
cosine similarity to a sample of another class.

Results. Figure 4.5 shows kernel density estimates of the number of samples that have a
given invariance and separability, when training with GGA or CAA. GGA induces represen-
tations with somewhat higher invariance but much lower separability scores, suggesting some
representation collapse are occurred. Indeed, with a higher augmentation strength (60%),
we found that using GGA produced invariance and separability scores very close to 1 for all
samples, indicating strong collapse. On the other hand, CAA helps GraphCL achieve over an
order of magnitude higher separability and still preserves comparably high invariance. We
observed similar trends for SpecLoss.

Invariance vs. Separability in Realistic Settings. In App. B.2, we replicate this
experiment using BACE [10], a molecule-protein interaction dataset, and the biochemistry-
based augmentations proposed by Sun et al. [11] as CAAs. We find that our observations
continue to hold in this real-world use-case, demonstrating the generality of our theory and
practicality of our synthetic benchnmark.

4.5 Conclusion
In this work, we rigorously contextualize, theoretically and empirically, the role of data-
dependent properties for graph CL. We propose a novel generalization analysis which, for
the first time, formalizes the limitations of using GGAs in graph CL. As we note in Sec. 4.3,
our results can be extended to other contrastive frameworks by leveraging our insight on
representing graph augmentations as composable graph-edit operations and extending the
contemporary work of Saunshi et al. [159]. We suspect a similar extension can also be made
for predictive methods like BYOL by using the analysis of Wei et al. [150] (see App. B.1 for
further discussion). In line with our theory, we empirically demonstrate that GGAs fail to
induce useful task-relevant invariances on standard benchmarks. We note our empirical results
already demonstrate the generality of our results across di!erent methods. Moreover, our
insights motivate the design of a principled synthetic benchmark that provides a controlled
setting for studying the role of data-dependent properties in graph SSL. Our benchmark also
serves as a useful testbed for evaluating the abilities of automated or implicit augmentations
techniques. Given the shortcomings we illustrate for such methods on synthetic datasets, we
argue the development of domain specific strategies [11] may be a more fruitful direction for
future work.
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Part II: Uncertainty Estimation with
Graph Neural Networks
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CHAPTER 5

Accurate Estimation of Epistemic Uncertainty
for GNNs

5.1 Introduction
Having discussed how to improve representation expressivity in Part I, we turn to the equally
important problem of ensuring that these representations and models are trust-worthy and safe.
To this end, in Part II, we focus on improving the uncertainty estimation of the GNN-based
models, as this property underlies several key safety tasks. Indeed, as GNNs are increasingly
deployed in critical applications with test-time distribution shifts [22, 163, 164, 92, 165], it
becomes necessary to expand model evaluation to include safety-centric metrics, such as
calibration errors [34], out-of-distribution (OOD) rejection rates [62], and generalization
error predictions (GEP) [61], to holistically understand model performance in such shifted
regimes [166, 167]. Notably, improving on these additional metrics often requires reliable
uncertainty estimates, such as maximum softmax or predictive entropy, which can be derived
from prediction probabilities. Although there is a clear understanding in the computer
vision literature that the quality of uncertainty estimates can noticeably deteriorate under
distribution shifts [168, 169], the impact of such shifts on graph neural networks (GNNs)
remains relatively under-explored.

Post-hoc calibration methods [34, 170, 171, 172], which use validation datasets to rescale
logits to obtain better calibrated models, are an e!ective, accuracy-preserving strategy
for improving uncertainty estimates and model trust-worthiness. Indeed, several post-hoc

The material in this chapter is derived from the paper “Accurate and Scalable Estimation of Epistemic
Uncertainty for Graph Neural Networks” [81], which appeared in the proceedings of the International
Conference on Learning Representations 2024. Code can be accessed here.
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calibration strategies [42, 41] have been recently proposed to explicitly account for the non-
IID nature of node-classification datasets. However, while these methods are e!ective at
improving uncertainty estimate reliability on in-distribution (ID) data, they have not been
evaluated on OOD data, where they may become unreliable. To this end, training strategies
which produce models with better intrinsic uncertainty estimates are valuable as they will
provide better out-of-the-box ID and OOD estimates, which can then be further combined
with post-hoc calibration strategies if desired.

The #UQ training framework [173] was recently proposed as a scalable, single model
alternative for vision models ensembles and has achieved state-of-the-art performance on
calibration and OOD detection tasks. Central to #UQ’s success is the concept of anchored
training, where models are trained on stochastic, relative representations of input samples in
order to simulate sampling from di!erent functional modes at test time (Sec. 5.2.) While, on
the surface, #UQ also appears as a potentially attractive framework for obtaining reliable,
intrinsic uncertainty estimates on graph-based tasks, there are several challenges that arise
from the structured, discrete, and variable-sized nature of graph data that must be resolved
first. Namely, the anchoring procedure used by #UQ is not applicable for graph datasets,
and it is unclear how to design alternative anchoring strategies such that su”ciently diverse
functional modes are sampled at inference to provide reliable epistemic uncertainty estimates.

Proposed Work. Thus, our work proposes G-#UQ, a novel training paradigm which
provides better intrinsic uncertainty estimates for both graph and node classification tasks
through the use of newly introduced graph-specific, anchoring strategies. Our contributions
can be summarized as follows:
• (Partially) Stochastic Anchoring for GNNs. We propose G-#UQ, a novel training
paradigm that improves the reliability of uncertainty estimates on GNN-based tasks. Our
novel graph-anchoring strategies support partial stochasticity GNNs as well as training with
pretrained models. (Sec. 5.3).
• Evaluating Uncertainty-Modulated CIs under Distribution Shifts. Across covariate,
concept and graph-size shifts, we demonstrate that G-#UQ leads to better calibration.
Moreover, G-#UQ’s performance is further improved when combined with post-hoc calibration
strategies on several node and graph-level tasks, including new safety-critical tasks (Sec. 5.5).
• Fine-Grained Analysis of G-#UQ. We study the calibration of architectures of varying
expressivity and G-#UQ ’s ability to improve them under varying distribution shift. We
further demonstrate its utility as a lightweight strategy for improving the calibration of
pretrained GNNs (Sec. 5.6).
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5.2 Background & Related Work
While uncertainty estimates are useful for a variety of safety-critical tasks [62, 61, 34],
DNNs are well-known to provide poor uncertainty estimates directly out of the box [34].
To this end, there has been considerable interest in building calibrated models, where
the confidence of a prediction matches the probability of the prediction being correct.
Notably, since GEP and OOD detection methods often rely upon transformations of a
model’s logits, improving calibration can in turn improve performance on these tasks as
well. Due to their accuracy-preserving properties, post-hoc calibration strategies, which
rescale confidences after training using a validation dataset, are particularly popular. Indeed,
several methods [34, 170, 171, 172] have been proposed for DNNs in general and, more
recently, dedicated node-classifier calibration methods [42, 41] have also been proposed to
accommodate the non-IID nature of graph data. (See App. C.9 for more details.) Notably,
however, such post-hoc methods do not lead to reliable estimates under distribution shifts,
as enforcing calibration on ID validation data does not directly lead to reliable estimates on
OOD data [169, 168, 174].

Alternatively, Bayesian methods have been proposed for DNNs [175, 176], and more
recently GNNs [177, 178], as inherently “uncertainty-aware” strategies. However, not only
do such methods often lead to performance loss, require complicated architectures and
additional training time, they often struggle to outperform the simple Deep Ensembles (DEns)
baseline [179]. By training a collection of independent models, DEns is able to sample
di!erent functional modes of the hypothesis space, and thus, capture epistemic variability
to perform uncertainty quantification [180]. Given that DEns requires training and storing
multiple models, the SoTA #UQ framework [173] was recently proposed to sample di!erent
functional modes using only a single model, based on the principle of anchoring.

Background on Anchoring. Conceptually, anchoring is the process of creating a relative
representation for an input sample in terms of a random “anchor.” By randomizing anchors
throughout training (e.g., stochastically centering samples with respect to di!erent anchors),
#-UQ emulates the process of sampling and learning di!erent solutions from the hypothesis
space.

In detail, let Dtrain be the training distribution, Dtest be the testing distribution, and
Danchor := Dtrain be the anchoring distribution. Existing research on stochastic centering has
focused on vision models (CNNs, ResNets, ViT) and used input space transformations to
construct anchored representations. Specifically, given an image sample with corresponding
label, (I, y), and anchor C ↔ Danchor, anchored samples were created by subtracting and
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Figure 5.1: Overview of G-#UQ models. Here, we present a conceptual overview of how
G-#UQ induces partially stochastic models. This figure is complementary to C.1.

then channel-wise concatenating two images: [I ≃ C||C]∗. Given the anchored representation,
a corresponding stochastically centered model can be defined as fϑ : [I ≃ C||C] → ŷ, and
can be trained as shown in Fig. 5.2. At inference, similar to ensembles, predictions and
uncertainties are aggregated over di!erent hypotheses. Namely, given K random anchors, the
mean target class prediction, µ(y|I), and the corresponding variance, ω(y|I) are computed
as: µ(y|I) = 1

K

∑K
k=1 fϑ([I≃Ck, Ck]) and ω(y|I) =

√
1

K↓1
∑K

k=1(fϑ([I ≃ Ck, Ck]) ≃ µ)2. Since
the variance over K anchors captures epistemic uncertainty by sampling di!erent hypotheses,
these estimates can be used to modulate the predictions: µcalib. = µ(1 ≃ ω). Notably, the
rescaled logits and uncertainty estimates have led to state-of-the-art performance on image
outlier rejection, calibration, and extrapolation [181, 182].

5.3 Graph-!UQ: Uncertainty-Aware Predictions
Given #-UQ’s success in improving calibration and generalization [182] under distribution
shifts on computer vision tasks and the limitations of existing post-hoc strategies, stochastic
centering appears as a potentially attractive framework for obtaining reliable uncertainty
estimates when performing GNN-based classification tasks. However, there are several chal-
lenges that must be addressed before to applying it to graph data. Namely, while input
space transformations, which induce fully stochastic models, were su”cient for sampling
diverse functional hypotheses from vision models, it is (i) non-trivial to define such transfor-
mations when working with variable sized, discrete graph data and (ii) unclear whether full
stochasticity is in fact needed when working with message passing models. Below, we explore
these issues through novel graph anchoring strategies. However, we begin with a conceptual

∗For example, channel wise concatenating two RGB images creates a 6 channel sample.
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discussion of the role of anchoring strategies in generating reliable uncertainty estimates.
What are the goals of anchoring?: As discussed in Sec. 5.2, epistemic uncertainty can

be estimated by aggregating the variability over di!erent functional hypotheses [183]. Indeed,
the prevalent wisdom behind the success of DeepEns is its ability to sample diverse functional
hypotheses. Since these hypotheses are more likely to di!er on OOD inputs, aggregating
them can lead to better generalization and uncertainity estimates. Insofar as stochastic
centering seeks to simulate an ensemble through a single model, a key goal of the anchoring
distribution/strategy is then to ensure that sampled hypotheses are also diverse. [173] obtained
su”cient diversity by using input space anchoring to sample a fully stochastic network.

Figure 5.2: Training and In-
ference with Anchoring.

However, in the context of Bayesian neural networks (BNNs),
it was recently shown that partial stochasticity can perform
equally well with respect to fully stochastic BNNs at signif-
icantly less cost [184]. This suggests that in addition to the
”amount” of diversity, the ”e!ective” or functional diversity
is also important for performance. However, in practice,
it is di”cult to control this balance, so existing methods
default to heuristics that only promote diverse hypotheses.
For example, DeepEns uses di!erent random seeds or shuf-
fles the batch order when creating ensemble members, and
#-UQ relies upon fully stochastic models. To this end, we
propose three di!erent anchoring strategies that only handle
the di”culties of working with graph data and GNNs, but
also induce di!erent scales of the aforementioned balance. At a high-level, our strategies
trade-o! the amount of stochasticity (i.e., amount of diversity) and the semantic expressivity
of the anchoring distribution to accomplish this.

Notations. Let G = (X0
, A, Y ) be a graph with node features X0 ↔ RN→d, adjacency

matrix A ↔ [0, 1]N→N and labels Y , where N, d, q denote the number of nodes, feature
dimension and number of classes, respectively. When performing graph classification, Y ↔
{0, 1}q; for node classification, let Y ↔ {0, 1}N→q.

We define a graph classification GNN consisting of ϱ message passing layers (MPNN),
a graph-level readout function (READOUT), and classifier head (MLP) as follows: Xϖ+1 =
MPNN

ϖ+1
(
Xϖ

, A
)
, G = READOUT

(
Xϖ+1

)
, and Ŷ = MLP (G) where Xϖ+1 ↔ RN→dω is the

intermediate node representation at layer ϱ + 1, G ↔ R1→dω+1 is the graph representation, and
Ŷ ↔ {0, 1}q is the predicted label. When performing node classification, we do not include the
READOUT layer, and instead output node-level predictions: Ŷ = MLP

(
Xϖ+1

)
. We use subscript

i to indicate indexing and || to indicate concatenation.
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We begin by introducing a graph anchoring strategy for inducing fully stochastic
GNNs. Due to size variability and discreteness, performing a structural residual op-
eration by subtracting two adjacency matrices would be ine!ective at inducing an an-
chored GNN. Indeed, such a transform would introduce artificial edge weights and
connectivity artifacts. Likewise, when performing graph classification, we cannot di-
rectly anchor over node features, since graphs are di!erent sizes. Taking arbitrary
subsets of node features is also inadvisable as node features cannot be considered
IID. Further, due to iterative message passing, the network may not be able to con-
verge after aggregating l hops of stochastic node representations (see C.15 for details).

Figure 5.3: Node Feature Anchoring
Pseudocode.

Furthermore, there is a risk of exploding stochas-
ticity when anchoring MPNNs. Namely, after l

rounds of message passing, a node’s representa-
tions will have aggregated information from its
l hop neighborhood. However, since anchors are
unique to individual nodes, these representations
are not only stochastic due to their own anchors
but also those of their neighbors.

To address both these challenges, we instead
fit a d-dimensional Gaussian distribution over the
training dataset’s input node features which is
then used as the anchoring distribution (see Fig.
5.3). While a simple solution, the fitted distribu-
tion allows us to easily sample anchors for arbi-
trarily sized graphs, and helps manage stochastic-
ity by reducing the complexity of the anchoring
distribution, ensuring that overall stochasticity
is manageable, even after aggregating the l-hop
neighborhood. (See C.15 for details.)

We emphasize that this distribution is only
used for anchoring and does not assume that the
dataset’s node features are normally distributed.
During training, we randomly sample a unique
anchor for each node. Mathematically, given anchors CN→d ⇒ N (µ, σ), we create the anchored
node features as: [X0 ≃ C||X0]. During inference, we sample a fixed set of K anchors and
compute residuals for all nodes with respect to the same anchor after performing appropriate
broadcasting, e.g., c1→d ⇒ N (µ, σ), where C := REPEAT(c, N) and [X0 ≃ Ck||X0] is the kth
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anchored sample. For datasets with categorical node features, anchoring can be performed
after embedding the node features into a continuous space. If node features are not available,
anchoring can still be performed via positional encodings [185], which are known to improve
the expressivity and performance of GNNs [186]. Lastly, note that performing node feature
anchoring (NFA) is the most analogous extension of #-UQ to graphs as it results in fully
stochastic GNNs. This is particularly true on node classification tasks where each node can
be viewed as an individual sample, similar to a image sample original #UQ formulation.

5.3.1 Hidden Layer Anchoring for Graph Classification

While NFA can conceptually be used for graph classification tasks, there are several nuances
that may limit its e!ectiveness. Notably, since each sample (and label) is at a graph-level, NFA
not only e!ectively induces multiple anchors per sample, it also ignores structural information
that may be useful in sampling more functionally diverse hypotheses, e.g., hypotheses which
capture functional modes that rely upon di!erent high-level semantic, non-linear features.
To improve the quality of hypothesis sampling, we introduce hidden layer anchoring below,
which incorporates structural information into anchors at the expense of full stochasticity in
the network (See Fig. 5.2):
Hidden Layer and Readout Anchoring: Given a GNN containing ϱ MPNNlayers, let
2 ↖ r ↖ ϱ be the layer at which we perform anchoring. Then, given the intermediate
node representations Xr↓1 = MPNN

r↓1(Xr↓2
, A), we randomly shu$e the node fea-

tures over the entire batch, (C = SHUFFLE(Xr↓1
, dim = 0)), concatenate the residuals

([Xr↓1 ≃ C||C]), and proceed with the READOUT and MLP layers as usual. (See C.2 for
corresponding pseudocode.) Note the gradients of the query sample are not considered
when updating parameters, and MPNN

r is modified to accept inputs of dimension dr ↓ 2
(to take in anchored representations as inputs). At inference, we subtract a single an-
chor from all node representations using broadcasting. Hidden layer anchoring induces
the following GNN: Xr↓1 = MPNN

r↓1(Xr↓2
, A), Xr = MPNN

r ([Xr↓1 ≃ C||C], A), and
Xϖ+1 = MPNN

r+1...ϖ (Xr
, A), and Ŷ = MLP(READOUT

(
Xϖ+1

)
) .

Not only do hidden layer anchors aggregate structural information over r hops, they induce
a GNN that is now partially stochastic, as layers 1 . . . r are deterministic. Indeed, by reducing
network stochasticity, it is naturally expected that hidden layer anchoring will reduce the
diversity of the hypotheses, but by sampling more functionally diverse hypotheses through
deeper, semantically expressive anchors, it is possible that naively maximizing diversity is
in fact not required for reliable uncertainty estimation. To validate this hypothesis, we
thus propose the final variant, READOUT anchoring for graph classification tasks. While
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conceptually similar to hidden layer anchoring, here, we simultaneously minimize GNN
stochasticity (only the classifier is stochastic) and maximize anchor expressivity (anchors are
graph representations pooled after ϱ rounds of message passing). Notably, READOUT anchoring
is also compatible with pretrained GNN backbones, as the final MLP layer of a pretrained
model is discarded (if necessary), and reinitialized to accommodate query/anchor pairs. Given
the frozen MPNNbackbone, only the anchored classifier head is trained.

In Sec. 5.5, we empirically verify the e!ectiveness of our proposed G-#UQ variants and
demonstrate that fully stochastic GNNs are, in fact, unnecessary to obtain highly generalizable
solutions, meaningful uncertainties and improved calibration on graph classification tasks.

5.4 Node Classification Experiments: G-!UQ Improves
Calibration

In this section, we demonstrate that G-#UQ improves uncertainty estimation in GNNs,
particularly when evaluating node classifiers under distribution shifts. To the best of our
knowledge, GNN calibration has not been extensively evaluated under this challenging setting,
where uncertainty estimates are known to be unreliable [169]. We demonstrate that G-
#UQ not only directly provides better estimates, but also that combining G-#UQ with
existing post-hoc calibration methods further improves performance.

Experimental Setup. We use the concept and covariate shifts for WebKB, Cora and
CBAS datasets provided by [35], and follow the recommended hyperparameters for training.
In our implementation of node feature anchoring, we use 10 random anchors to obtain
predictions with G-#UQ. All our results are averaged over 5 seeds and post-hoc calibration
methods (described further in App. C.9) are fitted on the in-distribution validation dataset.
The expected calibration error and accuracy on the unobserved “OOD test” split are reported.

Results. From Table 5.1 (and expanded in Table. C.9), we observe that across 4 datasets
and 2 shifts that G-#UQ, without any post-hoc calibration (✁), is superior to the vanilla
model on nearly every benchmark for better or same accuracy (8/8 benchmarks) and better
calibration error (7/8), often with a significant gain in calibration performance. Moreover,
we note that combining G-#UQ with a particular posthoc calibration method improves
performance relative to using the same posthoc method with a vanilla model. Indeed, on
WebKB, across 9 posthoc strategies, “G-#UQ +¡calibration method¿” improves or maintains
the calibration performance of the corresponding “no G-#UQ +¡calibration method¿” in
7/9 (concept) and 6/9 (covariate) cases. (See App. C.8 for more discussion.) Overall, across
post hoc methods and evaluation sets, G-#UQ variants are very performant achieving (best
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Figure 5.4: E!ect of Anchoring Layer. Anchoring at di!erent layers (L1, L2, L3) induces
di!erent hypotheses spaces. Variations of stochastic anchoring outperform models without it,
and the lightweight READOUT anchoring in particular generally performs well across datasets
and architectures.

accuracy: 8/8), best calibration (6/8) or second best calibration (2/8).

5.5 Graph Classification Uncertainty Experiments with
G-!UQ

While applying G-#UQ to node classification tasks was relatively straightforward, performing
stochastic centering with graph classification tasks is more nuanced. As discussed in Sec.
5.3, di!erent anchoring strategies can introduce varying levels of stochasticity, and it is
unknown how these strategies a!ect uncertainty estimate reliability. Therefore, we begin by
demonstrating that fully stochastic GNNs are not necessary for producing reliable estimates
(Sec. 5.5.1). We then extensively evaluate the calibration of partially stochastic GNNs on
covariate and concept shifts with and without post-hoc calibration strategies (Sec. 5.5.2), as
well as for di!erent UQ tasks (Sec. 5.3). Lastly, we demonstrate that G-#UQ’s uncertainty
estimates remain reliable when used with di!erent architectures and pretrained backbones
(Sec. 5.6).

5.5.1 Is Full Stochasticity Necessary for G-#UQ?

By changing the anchoring strategy and intermediate anchoring layer, we can induce varying
levels of stochasticity in the resulting GNNs. As discussed in Sec. 5.3, we hypothesize that the
decreased stochasticity incurred by performing anchoring at deeper network layers will lead to
more functionally diverse hypotheses, and consequently more reliable uncertainty estimates.
We verify this hypothesis here, by studying the e!ect of anchoring layer on calibration under
graph-size distribution shift. Namely, we find that READOUT anchoring su”ciently balances
stochasticity and functional diversity.
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Experimental Setup. We study the e!ect of di!erent anchoring strategies on graph
classification calibration under graph-size shift. Following the procedure of [17, 18], we create
a size distribution shift by taking the smallest 50%-quantile of graph size for the training set,
and evaluate on the largest 10% quantile. Following [17], we apply this splitting procedure
to NCI1, NCI09, and PROTEINS [111], consider 3 GNN backbones (GCN [24], GIN [27],
and PNA [26]) and use the same architectures/parameters. (See Appendix C.6 for dataset
statistics.) The accuracy and expected calibration error over 10 seeds on the largest-graph
test set are reported for models trained with and without stochastic anchoring.

Results. We compare the performance of anchoring at di!erent layers in Fig. 5.4.
While there is no clear winner across datasets and architectures for which layer to perform
anchoring, we find there is consistent trend across all datasets and architectures the best
accuracy and ECE is obtained by a G-#UQ variant. Overall, our results clearly indicate
that partial stochasticity can yield substantial benefits when estimating uncertainty (though
suboptimal layers selections are generally not too harmful). Insofar, as we are the first to
focus on partially stochastic anchored GNNs, automatically selecting the anchoring layer
is an interesting direction of future work. However, in subsequent experiments, we use
READOUT anchoring, unless otherwise noted, as it is faster to train (see App. C.13), and
allow our methods to support pretrained models. Indeed, READOUT anchoring (L3) yields top
performance for some datasets and architectures such as PNA on PROTEINS, compared
to earlier (L1, L2) and, as we discuss below, is very performative on a variety of tasks and
shifts.

5.5.2 Calibration under Concept and Covariate Shifts

Next, we assess the ability of G-#UQ to produce well-calibrated models under covariate and
concept shift in graph classification tasks. We find that G-#UQ not only provides better
calibration out of the box, its performance is further improved when combined with post-hoc
calibration techniques.

Experimental Setup. We use three di!erent datasets (GOODCMNIST, GOODMotif-
basis, GOODSST2) with their corresponding splits and shifts from the recently proposed
Graph Out-Of Distribution (GOOD) benchmark [35]. The architectures and hyperparameters
suggested by the benchmark are used for training. G-#UQ uses READOUT anchoring and 10
random anchors (see App. C.7 for more details). We report accuracy and expected calibration
error for the OOD test dataset, taken over three seeds.

Results. As shown in Table 5.1, we observe that G-#UQ leads to inherently better
calibrated models, as the ECE from G-#UQ without additional post-hoc calibration (✁)
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Table 5.1: Calibration under Covariate and Concept shifts. G-#UQ leads to better
calibrated models for node-(GOODCora) and graph-level prediction tasks under di!erent
kinds of distribution shifts. Notably, G-#UQ can be combined with post-hoc calibration
techniques to further improve calibration. The expected calibration error (ECE) is reported.
Best, Second.

Shift: Concept Shift: Covariate

Accuracy (∈) ECE (∋) Accuracy (∈) ECE (∋)
Dataset Domain Calibration No G-# UQ G-# UQ No G-# UQ G-# UQ No G-# UQ G-# UQ No G-# UQ G-# UQ

✁ 0.581±0.003 0.595±0.003 0.307±0.009 0.13±0.011 0.47±0.002 0.518±0.014 0.348±0.032 0.141±0.008
CAGCN 0.581±0.003 0.597±0.002 0.135±0.009 0.128±0.025 0.47±0.002 0.522±0.025 0.256±0.08 0.231±0.025
Dirichlet 0.534±0.007 0.551±0.004 0.12±0.004 0.196±0.003 0.414±0.007 0.449±0.01 0.163±0.002 0.356±0.01

ETS 0.581±0.003 0.596±0.004 0.301±0.009 0.116±0.018 0.47±0.002 0.523±0.003 0.31±0.077 0.141±0.003
GATS 0.581±0.003 0.596±0.004 0.185±0.018 0.229±0.039 0.47±0.002 0.521±0.011 0.211±0.004 0.308±0.011
IRM 0.582±0.002 0.597±0.002 0.125±0.001 0.102±0.002 0.469±0.001 0.522±0.004 0.194±0.005 0.13±0.004

Orderinvariant 0.581±0.003 0.592±0.002 0.226±0.024 0.213±0.049 0.47±0.002 0.498±0.027 0.318±0.042 0.196±0.027
Spline 0.571±0.003 0.595±0.003 0.080±0.004 0.068±0.004 0.459±0.003 0.52±0.004 0.158±0.01 0.098±0.004

GOODCora Degree

VS 0.581±0.003 0.596±0.004 0.306±0.004 0.127±0.002 0.47±0.001 0.522±0.005 0.345±0.005 0.146±0.005

✁ 0.499±0.003 0.497±0.002 0.439±0.078 0.334±0.066 0.348±0.009 0.355±0.034 0.551±0.147 0.423±0.172
Dirichlet 0.495±0.009 0.510±0.008 0.303±0.012 0.304±0.007 0.350±0.053 0.335±0.059 0.542±0.091 0.406±0.076

ETS 0.499±0.011 0.500±0.013 0.433±0.014 0.359±0.013 0.348±0.037 0.336±0.067 0.538±0.077 0.467±0.088
IRM 0.499±0.006 0.500±0.010 0.285±0.004 0.283±0.008 0.348±0.049 0.336±0.071 0.416±0.084 0.425±0.093

Orderinvariant 0.499±0.030 0.500±0.028 0.379±0.050 0.386±0.042 0.348±0.036 0.337±0.059 0.475±0.077 0.542±0.104
Spline 0.495±0.008 0.497±0.010 0.29±0.007 0.291±0.008 0.346±0.051 0.335±0.071 0.414±0.085 0.425±0.093

VS 0.499±0.007 0.500±0.012 0.439±0.006 0.377±0.009 0.349±0.037 0.336±0.067 0.549±0.071 0.468±0.089

GOODCMNIST Color

Ensembling 0.505±0.001 0.509±0.004 0.437±0.082 0.343±0.004 0.397±0.005 0.408±0.006 0.423±0.017 0.327±0.013

✁ 0.925±0.001 0.925±0.003 0.095±0.014 0.078±0.007 0.691±0.001 0.689±0.002 0.329±0.274 0.342±0.266
Dirichlet 0.925±0.011 0.923±0.010 0.081±0.015 0.103±0.007 0.686±0.009 0.681±0.009 0.337±0.067 0.316±0.047

ETS 0.925±0.009 0.927±0.012 0.095±0.010 0.096±0.013 0.691±0.011 0.699±0.016 0.314±0.041 0.304±0.049
IRM 0.925±0.014 0.93±0.013 0.087±0.018 0.097±0.010 0.691±0.011 0.698±0.016 0.316±0.051 0.305±0.045

Orderinvariant 0.925±0.010 0.928±0.011 0.091±0.009 0.093±0.007 0.691±0.011 0.690±0.011 0.321±0.050 0.319±0.041
Spline 0.925±0.010 0.927±0.011 0.091±0.008 0.089±0.012 0.691±0.010 0.689±0.016 0.324±0.055 0.313±0.051

VS 0.925±0.009 0.927±0.012 0.095±0.010 0.095±0.013 0.683±0.013 0.680±0.018 0.326±0.057 0.311±0.059

GOODMotif Basis

Ensembling 0.932±0.002 0.943±0.006 0.086±0.016 0.047±0.003 0.714±0.012 0.699±0.009 0.298±0.383 0.321±0.196

✁ 0.694±0.002 0.693±0.001 0.288±0.017 0.277±0.011 0.826±0.002 0.828±0.004 0.159±0.027 0.154±0.039
Dirichlet 0.686±0.02 0.683±0.001 0.15±0.021 0.138±0.015 0.793±0.005 0.8±0.012 0.15±0.02 0.131±0.007

ETS 0.685±0.02 0.683±0.001 0.21±0.009 0.211±0.003 0.794±0.005 0.8±0.011 0.287±0.007 0.296±0.014
IRM 0.685±0.019 0.682±0.002 0.239±0.002 0.231±0.006 0.796±0.006 0.801±0.011 0.26±0.005 0.265±0.011

Orderinvariant 0.685±0.02 0.683±0.001 0.225±0.002 0.222±0.003 0.794±0.005 0.8±0.011 0.226±0.003 0.224±0.007
Spline 0.684±0.02 0.683±0.002 0.233±0.005 0.23±0.005 0.79±0.004 0.794±0.016 0.259±0.005 0.263±0.012

VS 0.685±0.019 0.683±0 0.334±0.044 0.374±0.002 0.787±0.008 0.8±0.013 0.307±0.116 0.32±0.011

GOODSST2 Length

Ensembling 0.705±0.002 0.709±0.004 0.276±0.038 0.248±0.022 0.838±0.001 0.842±0.006 0.154±0.032 0.132±0.019

is better than the vanilla (”No G-#UQ”) counterparts on 5/6 datasets. Moreover, we find
that combining G-#UQ with a particular post-hoc calibration methods further elevates
its performance relative to combining the same strategy with vanilla models. Indeed, for
a fixed post-hoc calibration strategy, G-#UQ improves the calibration, while maintaining
comparable if not better accuracy on the vast majority of the methods and datasets. There
are some settings where combining G-#UQ or the vanilla model with a post-hoc method
leads decreases performance (for example, GOODSST2, covariate, ETS, calibration) but
we emphasize that this is not a short-coming of G-#UQ. Posthoc strategies, which rely
upon ID calibration datasets, may not be e!ective on shifted data. This further emphasizes
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the importance of our OOD evaluation and G-#UQ as an intrinsic method for improving
uncertainty estimation.

Table 5.2: GOOD-Datasets, OOD Detection Performance. The AUROC of the binary
classification task of classifying OOD samples is reported. G-#UQ variants outperform
the vanilla models on 6/8 datasets. We further note that end-to-end G-#UQ does in fact
lose performance relative to the vanilla model on 4 datasets. Investigating why pretrained
G-#UQ is able to increase performance on those datasets is an interesting direction of future
work. It does not appear that a particular shift is more di”cult for this task: concept
shift is easier for GOODCMNIST and GOODMotif(Basis) while covariate shift is easier for
GOODMotif(Size) and GOODSST2. Combining G-#UQ with more sophisticated, uncertainty
or confidence based OOD scores may further improve performance.

CMNIST (Color) MotifLPE (Basis) MotifLPE (Size) SST2

Method Concept(∈) Covariate(∈) Concept(∈) Covariate(∈) Concept(∈) Covariate(∈) Concept(∈) Covariate(∈)

Vanilla 0.759 ± 0.006 0.468 ± 0.092 0.736 ± 0.021 0.466 ± 0.001 0.680 ± 0.003 0.755 ± 0.074 0.350 ± 0.014 0.345 ± 0.066
G-!UQ 0.771 ± 0.002 0.470 ± 0.043 0.758 ± 0.006 0.328 ± 0.022 0.677 ± 0.005 0.691 ± 0.067 0.338 ± 0.023 0.351 ± 0.042
Pretr. G-!UQ 0.774 ± 0.016 0.543 ± 0.152 0.769 ± 0.029 0.272 ± 0.025 0.686 ± 0.004 0.829 ± 0.113 0.324 ± 0.055 0.446 ± 0.049

Table 5.3: RotMNIST-Calibration. Here, we report expanded results (calibration) on the
Rotated MNIST dataset, including a variant that combines G-#UQ with Deep Ens. Notably,
we see that anchored ensembles outperform basic ensembles in both accuracy and calibration.

Architecture LPE? G-#UQ Calibration Avg.ECE (∋) ECE (10) (∋) ECE (15) (∋) ECE (25) (∋) ECE (35) (∋) ECE (40) (∋)

✁ ✁ ✁ 0.038 ±0.001 0.059 ±0.001 0.068 ±0.340 0.126 ±0.008 0.195 ±0.012 0.245 ±0.011
✁ ! ✁ 0.018 ±0.008 0.029 ±0.013 0.033 ±0.164 0.069 ±0.033 0.117 ±0.048 0.162 ±0.067
✁ ✁ Ensembling 0.026 ±0.000 0.038 ±0.001 0.042 ±0.001 0.084 ±0.002 0.135 ±0.001 0.185 ±0.003

GatedGCN

✁ ! Ensembling 0.014 ±0.003 0.018 ±0.005 0.021 ±0.005 0.036 ±0.012 0.069 ±0.032 0.114 ±0.056

! ✁ ✁ 0.036 ±0.003 0.059 ±0.002 0.068 ±0.340 0.125 ±0.006 0.191 ±0.007 0.240 ±0.008
! ! ✁ 0.022 ±0.007 0.028 ±0.014 0.034 ±0.169 0.062 ±0.022 0.109 ±0.019 0.141 ±0.019
! ✁ Ensembling 0.024 ±0.001 0.038 ±0.001 0.043 ±0.002 0.083 ±0.001 0.139 ±0.004 0.181 ±0.002

GatedGCN

! ! Ensembling 0.017 ±0.002 0.024 ±0.005 0.027 ±0.008 0.030 ±0.004 0.036 ±0.012 0.059 ±0.033

! ✁ ✁ 0.026 ±0.001 0.044 ±0.001 0.052 ±0.156 0.108 ±0.006 0.197 ±0.012 0.273 ±0.008
! ! ✁ 0.022 ±0.001 0.037 ±0.005 0.044 ±0.133 0.091 ±0.008 0.165 ±0.018 0.239 ±0.018
! ✁ Ensembling 0.016 ±0.001 0.026 ±0.002 0.030 ±0.000 0.066 ±0.000 0.123 ±0.000 0.195 ±0.000

GPS

! ! Ensembling 0.014 ±0.000 0.023 ±0.002 0.027 ±0.003 0.055 ±0.004 0.103 ±0.006 0.164 ±0.006

5.5.3 Using Confidence Estimates in Safety-Critical Tasks

While post-hoc calibration strategies rely upon an additional calibration dataset to provide
meaningful uncertainty estimates, such calibration datasets are not always available and
may not necessarily improve OOD performance [169]. Thus, we also evaluate the quality
of the uncertainty estimates directly provided by G-#UQ on two additional UQ-based,
safety-critical tasks [166, 32, 167]: (i) OOD detection [174], which attempts to classify
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samples as in- or out-of-distribution, and (ii) generalization error prediction (GEP) [61],
which attempts to predict the generalization on unlabeled test datasets (to the best of our
knowledge, we are the first to study GEP of graph classifiers). In the interest of space, we
present the results on GEP in the appendix.

OOD Detection Experimental Setup. By reliably detecting OOD samples and
abstaining from making predictions on them, models can avoid over-extrapolating to irrelevant
distributions. While many scores have been proposed for detection [174, 187, 188, 189, 190],
popular scores, such as maximum softmax probability and predictive entropy [62], are derived
from uncertainty estimates. Here, we report the AUROC for the binary classification task of
detecting OOD samples using the maximum softmax probability as the score [191].

OOD Detection Results. As shown in Table 5.2, we observe that G-#UQ variants im-
prove OOD detection performance over the vanilla baseline on 6/8 datasets, where pretrained
G-#UQ obtains the best overall performance on 6/8 datasets. G-#UQ performs comparably
on GOODSST2(concept shift), but does lose some performance on GOODMotif(Covariate).
We note that vanilla models provided by the original benchmark generalized poorly on this
particular dataset (increased training time/accuracy did not improve performance), and this
behavior was reflected in our experiments. We suspect that poor generalization coupled with
stochasticity may explain G-#UQ’s performance here.

5.6 Fine Grained Analysis of G-!UQ
Given that the previous sections extensively verified the e!ectiveness of G-#UQ on a variety
of covariate and concept shifts across several tasks, we seek a more fine-grained understanding
of G-#UQ’s behavior with respect to di!erent architectures and training strategies. In
particular, we demonstrate that G-#UQ continues to improve calibration with expressive
graph transformer architectures, and that using READOUT anchoring with pretrained GNNs is
an e!ective lightweight strategy for improving calibration of frozen GNN models.

5.6.1 Calibration under Controlled Shifts
Recently, it was shown that modern, non-convolutional architectures [192] are not only
more performant but also more calibrated than older, convolutional architectures [34] under
vision distribution shifts. Here, we study an analogous question: are more expressive GNN
architectures better calibrated under distribution shift, and how does G-#UQ impact their
calibration? Surprisingly, we find that more expressive architectures are not considerably
better calibrated than their MPNN counterparts, and ensembles of MPNNs outperform
ensembles of GTrans. Notably, G-#UQ continues to improve calibration with respect to
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these architectures as well.
Experimental Setup. (1) Models. While improving the expressivity of GNNs is an active

area of research, positional encodings (PEs) and graph-transformer (GTran) architectures [193]
are popular strategies due to their e!ectiveness and flexibility. GTrans not only help mitigate
over-smoothing and over-squashing [194, 195] but they also better capture long-range
dependencies [196].

Meanwhile, graph PEs help improve expressivity by di!erentiating isomorphic nodes,
and capturing structural vs. proximity information [186]. Here, we ask if these enhance-
ments translate to improved calibration under distribution shift by comparing architectures
with/without PEs and transformer vs. MPNN models. We use equivariant and stable PEs
[185], the state-of-the-art, “general, powerful, scalable” (GPS) framework with a GatedGCN
backbone for the GTran, GatedGCN for the vanilla MPNN, and perform READOUT anchoring
with 10 random anchors. (2) Data. In order to understand calibration behavior as distribution
shifts become progressively more severe, we create structurally distorted but valid graphs by
rotating MNIST images by a fixed number of degrees [12] and then creating the corresponding
super-pixel graphs [86, 147, 25]. (See Appendix, Fig. C.2.) Since superpixel segmentation
on these rotated images will yield di!erent superpixel k-nn graphs but leave class information
unharmed, we can emulate di!erent severities of label-preserving structural distortion shifts.
We note that models are trained only using the original (0⇓ rotation) graphs. Accuracy (see
appendix) and ECE over 3 seeds are reported for the rotated graphs.

Figure 5.5: Out-of-
distribution Calibration
Error. G-#UQ is applied in
end-to-end training vs. to a
pretrained model, which is a
simple yet e!ective way to use
stochastic anchoring.

Results. In Table 5.3, we present the OOD calibration
results, with results of more variants and metrics in the
supplementary Table C.2 and C.5. First, we observe that
PEs have minimal e!ects on both calibration and accuracy
by comparing GatedGCN with and without LPEs. This
suggests that while PEs may enhance expressivity, they do
not directly induce better calibration. Next, we find that
while vanilla GPS is better calibrated when the distribution
shift is not severe (10, 15, 25 degrees), it is less calibrated
(but more performant) than GatedGCN at more severe
distribution shifts (35, 40 degrees). This is in contrast to
known findings about vision transformers. Lastly, we see
that G-#UQ continues to improve calibration across all
considered architectural variants, with minimal accuracy
loss. Surprisingly, however, we observe that ensembles of
G-#UQ models not only e”ectively resolve any performance
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drops, they also cause MPNNs to be better calibrated than
their GTran counterparts.

5.6.2 How does G-#UQ perform with pretrained models?

As large-scale pretrained models become the norm, it is beneficial to be able to perform
lightweight training that leads to safer models. Thus, we investigate if READOUT anchoring is
such a viable strategy when working with pretrained GNN backbones, as it only requires
training a stochastically centered classifier on top of a frozen backbone. (Below, we discuss
results on GOODDataset, but please see C.4 for results on RotMNIST and C.12 for additional
discussion.)

Results. From Fig. 5.5 (and expanded in Fig. C.4), we observe that across datasets,
pretraining (PT) yields competitive (often superior) OOD calibration with respect to end-to-
end (E2E) G-#UQ. With the exception of GOODMotif (basis) dataset, PT G-#UQ improves
the OOD ECE over both vanilla and E2E G-#UQ models at comparable or improved OOD
accuracy (6/8 datasets). Furthermore, PT G-#UQ also improves the ID ECE on all but the
GOODMotif(size) (6/8), where it performs comparably to the vanilla model, and maintains
the ID accuracy. Notably, as only an anchored classifier is trained, PT G-#UQ substantially
reduces training time relative to E2E G-#UQ and vanilla models (see App. C.13), highlighting
its strengths as a light-weight, e!ective strategy for improving uncertainty estimation.

5.7 Conclusion
We propose G-#UQ, a novel training approach that adapts stochastic data centering for
GNNs through newly introduced graph-specific anchoring strategies. Our extensive experi-
ments demonstrate G-#UQ improves calibration and uncertainty estimates of GNNs under
distribution shifts.
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CHAPTER 6

On Link Prediction Calibration with
Stochastic Centering

6.1 Introduction
Having discussed improving the uncertainty estimates of GNN-based node and graph classifiers
in the preceding chapter, here, we focus on link prediction (LP) [197, 22], which as high-impact
applications ranging from product recommendation [23] to biological network completion
(e.g., gene-gene interaction or drug-drug interactions) [20, 96]. Most often, the predicted
links are used to invoke expensive actions or time-consuming experiments. Consequently, in
addition to obtaining accurate predictions, it is important that practitioners are able to trust
a model’s confidence in its predictions [32]. This has led to the emergence of a large class
of calibration techniques [179, 34, 198, 176]. Calibration is the process of adjusting output
probabilities or confidence scores produced by a model to ensure that they accurately reflect
the true likelihood associated with a specific prediction [199, 34]. While most existing studies
on GNN calibration have extensively focused on node [42, 41, 200] or graph classification [81],
the calibration behavior of LP models remains considerably less studied.

At a high level, link prediction architectures contain an encoder, which produces node-
level features, and a light-weight decoder, which aggregates two node representations (vi, vj)
to predict whether a given edge (e(i,j)) is plausible. Indeed, it is challenging to directly
extend state-of-the-art approaches for improving calibration from node or graph classification
literature to LP settings. Though one can systematically estimate uncertainties from the
encoder module, the lack of any node-level task makes it challenging to ensure that those

The material in this chapter is derived from the paper “On Estimating Link Prediction Uncertainty
using Stochastic Centering” [79], which appeared in the proceedings of the IEEE International Conference on
Acoustics, Speech and Signal Processing in 2024. Code can be accessed here.
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Figure 6.1: Overview of E-#UQ. We propose three di!erent stochastic centering variants
that induce varying levels of stochasticity in the underlying GNN. Variant (E-#UQ (v1))
directly models the epistemic uncertainties arising from the sampling of edges in di!erent
parts of the (node) feature space. Variant (E-#UQ (v2)) performs stochastic centering in
the encoder network itself and implicitly leverage those uncertainties to produce calibrated
edge probabilities. E-#UQ (v3)) uses the auxiliary attribute masking task to first calibrate
the node-level uncertainties and subsequently estimate the edge-level uncertainties similar to
E-#UQ (v2). We show the attribute masking task above and use shu$ed node features as
the anchoring distribution.

uncertainties are well calibrated. Furthermore, it is highly non-trivial to model the interaction
between node uncertainties for di!erent LP decoder choices (e.g., node feature concatenation,
scalar dot product). For example, it is unclear if an edge (vi, vj) between two nodes with high
(node-level) uncertainties in their features is always guaranteed to have higher (edge-level)
uncertainty compared to another edge (v↗

i, v
↗
j) with only one node with high uncertainty.

Recently, [201] proposed a Bayesian approach for link prediction, which places an explicit
prior over node features (in each layer) and uses a hierarchical Gaussian process (GP) to
combine node-level priors to obtain edge-level predictions. While such an approach allows
for closed-form aggregation of node-level uncertainties, it has a number of challenges. First,
it requires a specific link-predictor structure (hierarchical edge-GP), which may not be
compatible with the di!erent decoder choices used in practice. Second, given the high
computational costs associated with GP inferencing, this can be especially problematic when
scaling to larger, production-scale datasets. Third, it is not straightforward to integrate any
additional (or auxiliary) node-level tasks that can help better calibrate the node features [95].

To circumvent these challenges, we propose a non-parametric, architecture-agnostic,
LP uncertainty estimator based on the recently proposed stochastic centering framework
[173, 182]. We choose this framework for its flexibility to be adopted to any architecture, as
well as, its strong generalization behavior under challenging distribution shifts [81].
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Extending stochastic centering to edge-level uncertainty (Sec. 3): We first extend
stochastic centering to link prediction networks by considering the node features to be
deterministic and enabling uncertainty estimation only in the decoder module. This variant
(E-#UQ (v1)) directly models the epistemic uncertainties arising from the sampling of
edges in di!erent parts of the (node) feature space.

Creating Meaningful Node-level uncertainties (Sec. 3): Despite the simplicity of the
previous variant and its performance in practice, incorporating the node-level uncertainties
can lead to richer LP models. Hence, we propose to invoke stochastic centering in the
encoder network itself (E-#UQ (v2)) and implicitly leverage those uncertainties to produce
calibrated edge probabilities. Finally, we consider a sophisticated variant (E-#UQ (v3))
where we leverage an auxiliary task to first calibrate the node-level uncertainties and
subsequently estimate the edge-level uncertainties similar to E-#UQ (v2).

Experimental Evaluation (Sec. 4): Using a suite of citation network datasets, we
systematically evaluate the three proposed uncertainty estimation techniques and demonstrate
their behavior in terms of both fidelity of the predicted links and calibration error metrics.
This work, for the first time, delves into the important problem of appropriately handling
node-level uncertainties in LP architectures.

6.2 Background & Related Work
In this section, we briefly discuss the notations and related work relevant to problem setting
and approach.
Notations. Let G = (X, A) be a graph with node features X ↔ RN→dω , and adjacency matrix
A ↔ RN→N , where N, m, dϖ, denotes the number of nodes, number of edges, and feature
dimension. We wish to predict unobserved edges that are missing from A given the observed,
training graph and nodes. Thus, we can define a LP GNN consisting of a node Encoder

with ϱ message passing layers (MPNN), and Decoder which predicts whether an edge e(i, j)
exists between two nodes, given their representations (Xi, Xj):

Xϖ+1 = Encoder

(
Xϖ

, A
)

, (6.1)

E(i,j) = Decoder

(
Xϖ+1

i Xϖ+1
j

)
(6.2)

where Xϖ+1 is the intermediate node representations. Popular decoder architectures include
taking the dot product or concatenating representations and then passing the resulting

60



representation through some linear layers. Models are trained by treating LP as a binary
classification task, where true edges in A are considered positive class samples and non-edges
in A are considered negative class samples.

Calibration and Stochastic Centering. While several strategies have been proposed to
improve calibration [179, 34, 198, 176] of vision models and GNN-based node classification
calibration [42, 41, 200, 81], these methods are not suited for link prediction calibration
because they cannot ensure reliable node-level calibration without node-level supervision
(see Sec. 6.1) and often struggle to outperform the simple, but prohibitively expensive deep
ensemble (DEns) [179] baseline. Unfortunately, DEns, which takes the mean prediction
over a set of independently trained models, requires training and storing multiple models.
Recently, however, [173] proposed a state-of-the-art, single model uncertainty estimation
method, #-UQ, based on the principle of anchoring, which is capable of simulating the
behavior of an ensemble through only a single model.

Conceptually, anchoring is the process of creating a relative representation for an input
sample x in terms of a random anchor c (which is used to perform the stochastic centering),
[x ≃ c, c]. By choosing di!erent anchors randomly in each training iteration, #-UQ emulates
the process of sampling di!erent solutions from the hypothesis space (akin to an ensemble).
During inference, #-UQ aggregates multiple predictions obtained via di!erent random anchors
and produces uncertainty estimates.

Formally, given a trained stochastically centered model, fϑ : [X ≃ C, C] → Ŷ, let
C := Xtrain be the anchor distribution, x ↔ Xtest be a test sample, and anchor c ↔ C be
anchor. Then, the mean target class prediction, µ(y|x), and corresponding variance, ω(y|x)
over K random anchors are computed as:

µ(y|x) = 1
K

K

k=1
fϑ([x ≃ ck, ck]) (6.3)

ω(y|x) =

 1
K ≃ 1

K

k=1
(fϑ([x ≃ ck, ck]) ≃ µ)2 (6.4)

Since the variance over K anchors captures epistemic uncertainty by sampling di!erent
hypotheses, these estimates can be used to modulate the predictions: µcalib. = µ(1 ≃ ω).
The resulting calibrated predictions and uncertainty estimates have led to state-of-the-art
performance on vision [173, 182] and graph classification tasks [81], while still only requiring
a single model. Given its impressive performance and flexibility, we focus on adapting
stochastic centering to our link prediction calibration setting. Namely, we discuss in detail
design considerations that arise from aggregating node-level uncertainties into edge-level
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confidence estimates.

6.3 Proposed Approach
In this section, we introduce our proposed approach, and discuss the three variants, for
improving GNN-based link prediction calibration using stochastic centering (see Fig. 6.1).
Furthermore, we will demonstrate the importance of creating and aggregating meaningful
node-level uncertainties. Indeed, as discussed in Sec. 6.1, on the one hand, LP calibration
is di”cult since node-level uncertainties must be correctly aggregated in order to produce
consistent edge-level uncertainties. On the other hand, due to the lack of suitable node-level
tasks, the uncertainties associated with the node features can themselves be poorly calibrated.
Consequently, even a sophisticated aggregation strategy in LP decoders can lead to sub-par
calibration of edge probabilities. Below, we introduce three di!erent variants of our proposed
method, where each variant gradually seeks to improve the characterization of node-level
uncertainties, and subsequently leverages the stochastic centering framework to produce edge
uncertainties.
E-#UQ (v1) – Deterministic node features: While stochastic centering can be performed
at any layer of the GNN, in this variant, stochastic centering is only performed prior to
decoder. In other words, the node representations are assumed to be deterministic and that
the epistemic uncertainties arise from the non-uniform samples of edges in di!erent parts
of the feature space. While, this assumption indicates that we expect the least amount of
change on the reliability of node-level features, we perform stochastic feature aggregation
over pairs of nodes by utilizing the anchoring framework. Given that the LP decoder
paramterizes an edge based on a chosen aggregation function on the given pair of nodes,
through anchoring, we sample di!erent possible aggregation hypotheses before marginalizing
over anchors according to Eq. 6.6. In other words, given the features xi and xj for a node pair,
we perform stochastic centering using a randomly chosen anchor c (from a pre-specified anchor
distribution). Formally, we define this operation for dot-product and concatenation-style LP
decoder modules as follows:

Decoderdot : [(xi ≃ c) △ (xj ≃ c), c] (6.5)

Decoderconcat : [(xi ≃ c||xj ≃ c), c] (6.6)

Similar to standard anchored model training, this tuple is taken as input by the LP decoder
and trained using the standard cross entropy loss. Note, in each iteration of training, a
di!erent anchor c is randomly chosen.
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E-#UQ (v2) – Partially stochastic encoder: As discussed earlier, it is reasonable to
expect the node-level uncertainties can be utilized to improve the calibration of the edge
probabilities obtained using LP. This is motivated by the fact that, the encoder architecture
(implemented using GNNs) can be susceptible to epistemic uncertainties arising from the
distribution of node attributes and hence, they can singificantly influence the subsequent
predictions on pairs of nodes. Hence, in this variant, we invoke anchoring in the intermediate
layers of the encoder architecture itself, and obtain stochastic node representations. Formally,

Xr+1 = Encoder
1...r(X, A)

Xϖ+1 = Encoder
r+1...ϖ

(
[Xr+1 ≃ C, C], A

)

Ê(i,j) = Decoder

(
Xϖ+1

i , Xϖ+1
j

)

However, it is important to note that this approach results in partially stochastic encoder
model (i.e., first few layers of the encoder are deterministic) and the anchoring process
leverages the structural information (through the message passing in GNN layers). By
introducing anchoring in the encoder and performing end-to-end training of the LP model,
we are able to e!ectively sample the hypothesis space for joint node feature learning and LP
decoding. We expect this increased diversity to help improve the quality of our link-level
predictions.
E-#UQ (v3) – Partially stochastic encoders + Node-level pretraining. While the
aforementioned variants use stochastic centering to implicitly improve the aggregation of
uncertainty over pairs of nodes, they do not explicitly improve the quality of node-level
uncertainties. Indeed, this is di”cult as node-level calibration supervision cannot be assumed
on LP tasks. Therefore, we combine E-#UQ (v2) with an unsupervised node-level pretraining
task to prime the encoder’s node-level uncertainties before LP training. In particular, we
pretrain the encoder with an auxillary node feature attribute masking task, and then train
both the encoder and decoder with the standard link-prediction loss. Formally, assuming
M ↔ [0, 1]N→d denotes a random binary mask, we use that to mask portions of the input
node feature matrix and define a self-supervised objective as follows:

Xr+1 = Encoder
1...r(X ▽ M, , A)

Xϖ+1 = Encoder
r+1...ϖ

(
[Xr+1 ≃ C, C], A

)

LAttr =


(i,j)↑M
||Xϖ+1 ≃ X||2 · M(i,j)
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Here, ∞.∞2 denotes the ϱ2 norm and the reconstruction loss is measures only using the masked
parts of the feature matrix. After completing the attribute masking-based pretraining, the
encoder is equipped to produce node-level uncertainties. Subsequently, both the encoder and
decoder modules of the LP architecture are trained end-to-end, following E-#UQ (v2). While
other pretraining tasks can be considered, we use attribute masking for e!ectiveness and ease
of implementation.

6.4 Experiments

Table 6.1: Dataset Statistics.

Name #nodes #edges #features

Cora 2,708 10,556 1,433
CiteSeer 3,327 9,104 3,703
PubMed 19,717 88,648 500

In this section, we experimentally validate the e!ectiveness
of our three LP calibration variants. Experimental Set-up:
We consider three di!erent datasets (Cora, Citeseer,
Pubmed) and use the publicly available train-test splits
for evaluation. A 3-layer GraphSAGE [28] backbone is
used for the encoder, with either a dot-product decoder
(Cora) or a concatenation decoder (Citeseer, Pubmed)
(Table 6.4). Ten anchors are used for all E-#UQ variants.
Hyper-parameters are shared between vanilla and E-#UQ models. The AUPRC and expected
calibration error are reported over 10 seeds. We report results for the best intermediate
anchoring layer according to validation AUPRC. We make the following observations from
Table 6.4.

Observation 1: Stochastic centering variants improves the calibration on all datasets over
the vanilla model. Indeed, the improvement is particularly large on Cora, where ECE is
decreased by 50%, and Citeseer, where ECE is decreased by 16%. While we do not see as
large gains on Pubmed, we do note that no E-#UQ variants increases the calibration error.
This clearly suggests that our stochastic centering approach is e!ective.

Observation 2: Stochastic centering variants perform comparably on AUPR, with E-
#UQ variants performing the best on 2/3 datasets. Generally, we see that E-#UQ variants
improve AUPR 4/9, though we suspect that E-#UQ performance could be further improved
if we tuned method-specific hyper-parameters.

Observation 3: Amongst E-#UQ variants, E-#UQ (v3) obtains the best calibration on
2/3 datasets. This suggests there is value to our pretraining method, which seeks to
improve node-level calibration. We suspect that E-#UQ (v3)’s performance could be fur-
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ther improved with better auxiliary tasks, but we leave the design of such tasks to future work.

Observation 4: E-#UQ (v2) induced better calibration than E-#UQ (v1) on 3/3 datasets, and
has better AUPR on 2/3 datasets. This supports our argument better node-level calibration
is critical for also improving LP calibration.

6.5 Conclusion

Table 6.2: Link Prediction Calibration.

Dataset Method AUPR (∈) ECE (∋)

E-#UQ (v3) 0.8409 ±0.0115 0.2591 ±0.0178

E-#UQ (v2) 0.8548 ±0.0076 0.2833 ±0.0075

E-#UQ (v1) 0.8070 ±0.0218 0.3056 ±0.0109
Citeseer

Vanilla 0.8236 ±0.0115 0.3002 ±0.0062

E-#UQ (v3) 0.8886 ±0.0042 0.1554 ±0.0060

E-#UQ (v2) 0.8888 ±0.0062 0.1731 ±0.0181

E-#UQ (v1) 0.8598 ±0.0207 0.2640 ±0.0125
Cora

Vanilla 0.8936 ±0.0066 0.3503 ±0.0146

E-#UQ (v3) 0.8775 ±0.0098 0.1818 ±0.0048

E-#UQ (v2) 0.8701 ±0.0016 0.1538 ±0.0059

E-#UQ (v1) 0.9069 ±0.0063 0.1801 ±0.0117
Pubmed

Vanilla 0.8897 ±0.0091 0.1980 ±0.0035

In this work, we proposed and evaluated
three variants of stochastic centering for im-
proving the calibration of graph neural net-
works for link prediction. Our key finding is
that properly accounting for node-level uncer-
tainty is critical for obtaining well-calibrated
edge-level confidence estimates. Our exper-
iments on three citation networks demon-
strated that our proposed E-#UQ methods
can substantially reduce the expected cal-
ibration error compared to vanilla models.
Overall, this work provides novel insights
into the importance of node-level uncertainty
modeling for link prediction calibration and
our proposed stochastic centering framework
o!ers a flexible way to incorporate epistemic uncertainty into existing GNN architectures in a
principled manner. An interesting direction for future work is exploring additional auxiliary
pretraining objectives to further improve the meaningfulness of node uncertainties.
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Part III: Large Language Models and
Graph Representation Learning
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CHAPTER 7

Large Language Model Guided Graph
Clustering

7.1 Introduction
While the preceding parts of this thesis focused on improving training protocols for accessing
better representation qualities, in Part III, we focus on how combining natural language and
structural data can help surpass limitations of the data when performing various graph machine
learning tasks. We begin, in this chapter, by studying graph clustering, an unsupervised
task which seeks to assign nodes to di!erent clusters such that the resulting assignments
capture salient topology and uncover useful concepts, under this setting. Notably, many
real-world problems can naturally be formulated as graph clustering, including recommending
groups of items in an e-commerce shopping graph or identifying groups of friends in social
networks [202, 203, 204]. Most modern, performative clustering methods utilize GNN encoders
due to their expressivity [27], scalability, and ability to e!ectively handle vector-valued node
attributes [24, 25].

Recently, however, there has been growing interest in text-attributed graphs (TAGs) [75, 76],
where natural language text is available as an additional node attribute. Unfortunately,
GNNs are not able to directly handle this information rich text and instead utilize semantic
embeddings, potentially limiting overall performance. To this end, a variety of (pre/co/joint)
training-based [66, 67, 68, 69] and graph specific prompting-based strategies [205, 71, 72,
73, 74] have been recently proposed for using large language models (LLMs) [65, 64] in
conjunction with GNNs on supervised tasks, e.g., link prediction, node classification, and
graph classification, to directly handle this text and take advantage of the LLM’s impressive
world-knowledge.

While clustering on TAGs could also benefit from joint LLM+GNN methods, it not only
remains unclear how to adapt existing supervised approaches for unsupervised graph clustering,
but also is prohibitively expensive in many real-world applications due to significant hardware
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Figure 7.1: Overview of GCLR. Given an initial GNN-based graph clustering solution,
F, GCLR identifies uncertain nodes, obtains LLM guidance through prompting and then
fine-tunes the GNN accordingly. Thus, incorporating both graph, world, and semantic
(through sentence transformer node attributes) knowledge in clustering assignments.

requirements, incurred through training or hosting LLMs, or API expenditure, incurred by
prompting over large sets of nodes. Given that GNN clustering methods are scalable to large
graphs by design and have much lighter hardware requirements [206, 78, 77, 207, 208, 209],
it is more cost e!ective to selectively use the LLM to improve the GNN’s initial clustering
assignment; thereby limiting the overall expenditure. While a natural framework for such
a resource constrained setting is active learning (AL) [210, 63, 211, 212], which selectively
queries an expensive oracle for labels to maximize performance under a fixed budget, there
are several di!erences arising from an LLM oracle and the unsupervised nature of graph
clustering that must be addressed. Namely, that (i) it is unclear how to select, query, and
incorporate LLM feedback to improve GNN clustering solutions, and (ii) the LLM is an
imperfect oracle, complicating how the model should be updated.

Our Contributions. To this end, we propose GCLR (Graph Clustering with LLM
Refinement), a flexible active learning framework specifically designed for clustering on TAGS.
It uses carefully designed prompting strategies to elicit more reliable and useful feedback for
clustering from the LLM and uses simple strategies when fine-tuning to improve tolerance
to noisy labels, overall outperforming GNN-only clustering methods. Our contributions are
summarized as follows:
• Eliciting Graph Clustering Feedback from LLMs (Sec. 7.4.1.) We rigorously study
how to obtain feedback from LLMs that is both amenable to clustering and a useful signal
for fine-tuning.
• Incorporating Noisy Feedback from LLMs (Sec. 7.4.2.) Given the feedback provided
by the LLM, we propose training protocols that support fine-tuning deep graph clustering
algorithms with imperfect feedback.
• Extensive Experiments Refining Clustering with GCLR (Sec.7.5) Across three
text-attributed graphs with four di!erent graph clustering algorithms, we demonstrate that
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GCLR can improve the graph clustering performance.

7.2 Background & Related Work
In this section, we briefly introduce deep attributed graph clustering and relevant works for
combining LLMs and GNNs when working with TAGs. Please see [30] and [213], respectively,
for comprehensive surveys.

Deep Attributed Graph Clustering. While unattributed graph clustering has a
rich history in network analysis through modularity maximization, spectral clustering, and
cuts-based approaches, the success of GNNs in graph representation learning has lead to
growing interest in deep clustering methods that e”ciently leverage both node-level attributes
and topology. Broadly, such methods either (i) learn node representations using a self-
supervised or unsupervised objective, and then perform clustering given these representations
or (ii) learn both the embeddings and clustering assignments end-to-end through specialized
clustering-based losses. While reconstructive [214, 215] and adversarial frameworks [216]
were initially popular, in this work, we focus on contrastive [77, 217, 52, 78] and pooling-
based methods [209, 207, 208]. Such methods, which, respectively, use contrastive losses
to learn discriminative node representations or propose novel pooling layers that optimize
for clustering-based losses (e.g., spectral relaxations of modularity or mincut), are more
performative, e”cient, and scalable than adversarial or reconstructive approaches. Moreover,
as we will discuss in Sec. 7.4.2, these methods are more amenable to fine-tuning. Indeed,
fine-tuning contrastively pre-trained representations is well-known to induce state-of-the-art
performance on a variety of supervised tasks in both vision and graph representation learning.

LLMs + Graphs. Recent approaches that seek to combine graphs/GNNs and natural-
language/LLMs can be categorized as being “predictors” (the LLM provides predictions),
“encoders” (sentence transformers or other LLMs are used to provide input node features), or
“aligners” (GNNs and LLMs jointly trained to perform the task) [213]. Various mechanisms,
including prompting [218], fine-tuning [219], variational expectation maximization [67], joint
optimization [9], and distillation [220], have been proposed to fulfill these roles, typically on
supervised tasks. Instead, GCLR uses the LLM as a refiner and enhancer, as the LLM is
only prompted to provide feedback for updating the underlying GNN-based graph clustering
solution and sentence transformers are used to provide input node embeddings. This allows
us to avoid the expensive fine-tuning of either LLMs or pre-trained language models, as well
as exploit the scalability of graph clustering algorithms.
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7.3 Problem Formulation
In this section, we formally introduce our problem setting, as well as assumptions and
constraints.

Notations. Let G = (V , E , T , X , [Y ]) represent a graph with its respective node set, edge
set, raw node-based text information, embedded node attribute information (e.g., some
embedding of a node’s text), and optional ground-truth cluster assignment. Further, let
N be the number of the nodes, M be the number of edges, K be the desired (or ground-
truth) number of clusters, d the dimension of the hidden representation, A ↔ RN→N be the
corresponding adjacency matrix, and X ↔ RN→d be a matrix representation of X .

Problem statement. Let F : (A, X) → ZN→d be a GNN-based encoder that outputs
d-dimensional node representations, and C : (Z, K) → [0, K]N be an embedding-based
clustering algorithm, e.g., k-means, pooling layer, where C may optionally be parameterized
and optimized end-to-end with the encoder. Then, the clustering assignments, KN→K can
be obtained as: K = C(F(A, X), K). K is assumed to be an imperfect assignment, i.e.,
there exist samples that are mis-assigned to clusters and/or cluster topics are noisy. We
seek to use the LLM’s world-knowledge and natural language understanding to improve K.
Given that K is already topology-aware due to the GNN encoder and semantic-aware since
pre-trained sentence transformers are used to encode the raw text, the LLM provides an
complementary source of information. Indeed, the performance of LLMs in zero-shot node
classification suggests that their world knowledge is well-suited for graph tasks. We assume
pre/co/joint-training is prohibitively expensive and only prompting is available to obtain
LLM feedback, and further make the reasonable assumption that there is a limited budget,
B, for API calls/prompting. Thus, our objective is to induce the best refined assignment,
Krefine, while remaining under budget. This problem setting is amenable to active learning,
which we introduce conceptually here but note that subsequent sections will discuss how
GCLR instantiates AL for clustering.

Active Learning. While much of deep learning is data-intensive and requires large labeled
datasets for strong performance, deep active learning seeks to maximize performance in a
setting where labels or feedback is expensive to obtain. AL consists of three key components:
a query function, Q, which determines which samples from the unlabeled data pool should be
selected for obtaining feedback, an oracle, which provides feedback to create a labeled dataset,
Dfeedback, and a training protocol, which defines a loss, Lfeedback, and update procedure for
how the model will incorporate said feedback.

Query functions [221, 222, 223] are broadly designed to identify the samples where labeling
will have the most impact. E!ective functions often use sample uncertainty, di”culty or
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coverage to select points. The oracle serves as a proxy for an expensive but reliable labeling
procedure, for example human annotators or wet-lab experiments. The training protocol
is designed to ensure stability, and avoid over-fitting when operating over small batches of
data. While some graph AL strategies have been recently proposed, these methods focus on
semi-supervised node classification and are not directly applicable to our problem setting.

Moreover, we emphasize that while AL traditionally assumes that (i) the oracle is trust-
worthy, we do not know apriori the reliability of the LLM’s feedback and (ii) our problem
is unsupervised, so existing AL query functions, and training protocols may not be well-
suited [197, 224, 225]. Lastly, we note that while it is possible to receive dataset-level or
task-level feedback, we focus on node-level feedback as it is more scalable for larger graphs
(only a subset of nodes will receive feedback), and is more amenable with contrastive and
pooling-based graph clustering algorithms, as they already provide node-level embeddings
and assignments. In subsequent sections, the design of Q and Lfeedback for clustering on TAGs
is discussed in detail.

7.4 GCLR: Graph Clustering with LLM Refinement
In this section, we formally introduce GCLR, our framework for graph clustering with
LLM refinement (Fig. 7.1). We begin by discussing how to obtain useful feedback for
graph clustering from LLMs and then present how to identify and refine the initial solution
accordingly.

7.4.1 Eliciting Feedback from LLM for Graph Clustering

While feedback in traditional AL typically corresponds to an oracle selecting a label from a
predefined set of classes, it is less clear what form the feedback should take when performing
clustering. Intuitively, feedback should help improve the similarity of the queried node with
the cluster that it belongs to. However, the precise form of the feedback may vary, and its
unclear how to prompt the LLM to accurately ascertain this information.

To this end, we discuss the advantages and disadvantages of three di!erent strategies
for prompting the LLM to obtain clustering feedback. We begin by discussing a recently
proposed strategy for LLM guided text clustering.

Triplet-Based Prompting. ClusterLLM [226] is a recently proposed state-of-the-art
LLM guided text clustering method that first selects uncertain samples (e.g., queries), Qi, and
two random samples from each query’s two nearest clusters, and then prompts the LLM to
predict which of the two samples is “more similar” to Qi; the more similar sample is considered
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(a) Triplet Based Feedback (b) Concept Based Prompt

(c) In-Context Based

Prompt

Figure 7.2: Example of LLM Feedback. Using the example graph in Fig. 7.3, we prompt
chat-gpt-3.5-turbo with di!erent strategies to demonstrate the importance of aligning
the LLM’s and GNN’s implicit similarity functions to obtain valid feedback. Indeed, we see
that triplet-based prompting can be unreliable as it does not allow the LLM to infer the
underlying similarity. For example, with the query, “Baboon” with triplets containing the
land animals from from Cluster 1 (starts with B) and aquatic animals from Cluster 2, the
LLM assigns Baboon to cluster 1 (Baboon, Bobcat, Archer Fish), which is consistent with the
graph solution. However, when we prompt chat-gpt-3.5 with a triplet containing aquatic
animals from Cluster 1 and land animals from Cluster 2 (Baboon, Bluegill, Antelope), the
LLM assigns the query to Cluster 2 as it is also a land animal. In contrast, we find that both
concept-based and incontext-based prompting are able to correctly infer the GNN’s similarity
function and provide valid feedback.

a “positive” sample and the other is a “negative” sample. Here, Dfeedback corresponds to the
set of triplets (query, positive, negative) determined by the LLM and Lfeedback is InfoNCE.
While such an approach can conceptually be applied to graph clustering, there are some
limitations.

Insofar as clustering requires learning a similarity function that can be used to partition
samples into meaningful groups, it is important that the oracle is aware of this function so
the resulting feedback is aligned to existing the partitioning. In text clustering, since both
the encoder (BERT, E5, etc) and the larger, oracle LLM (Chat-GPT, Llama) are text based
models, they share a similar prior for this similarity function. In contrast, when performing
graph clustering, the GNN incorporates topological information unavailable to the LLM and
may utilize a di!erent function that the LLM. Indeed, in Fig. 7.3, we construct a simple
synthetic example where the GNN and LLM utilize di!erent similarity functions to identify
concepts by design. We observe, in Fig. 7.2a, that the oracle (chat-gpt-3.5-turbo) provides
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unreliable feedback when the triplet prompt contains random samples that do not overlap
with the GNN’s similarity function, but is reliable when the random samples are selected to
align with the LLM’s implicit similarity function.

Figure 7.3: Unaligned Notions of Simi-
larity. The following stochastic block model
graph has clusters that correspond to whether
a particular animal’s name begins with “A”
or “B.” However, an alternative clustering ac-
cording to “land” vs. “aquatic” animals is
also valid and more semantically interesting.
Indeed, when GPT-3.5 is asked whether a “Ba-
boon” is more similar to a “Bluegill” or “Ante-
lope,” it replies with “Antelope” as it is also a
land mammal. This emphasizes that (i) simple
pairwise comparisons may not be su”cient for
providing feedback and (ii) LLMs and GNN
clustering algorithms may utilize disparate no-
tions of similarity.

Finally, we note that the performance of
triplet-based feedback is closely tied to the
quality of the initial clustering solution, arti-
ficially handicapping the LLM’s performance.
Given that the initial clustering solution is
imperfect, randomly selecting samples from
the two closest clusters can create triplets
that do not actually represent the correspond-
ing clusters, leading the LLM to perform a
meaningless selection. Moreover, there is
a loose upper-bound of the triplet formula-
tion as the queries’ “correct” cluster must be
within the top-2 closest clusters. If this is not
the case, the LLM will necessarily have to
respond to an ill-formed triplet and will pro-
vide incorrect feedback. Due to the rapidly
increasing capabilities of LLMs, it is possible
that future LLMs will achieve perfect perfor-
mance on valid triplets, however, the error
incurred by ill-formed triplets is irreducible.

In-Context Similarity Learning. As
discussed above, it is critical that the LLM
can infer the similarity function implemented
by the GNN. Given the impressive in-context learning capabilities of LLMs [227, 228], we
consider a prompt that allows the LLM to directly infer it by providing several examples of
the node’s raw text and their corresponding cluster IDs, and the text of the unlabeled query
(See Fig. 7.2b for an example.) Here, the LLM can be seen as performing a prediction task
amongst pseudo-labels defined by the initial clustering, where Dfeedback = {([0, . . . K]|i ↔ Q}.
We note that the choice of Lfeedback is flexible and discuss it in detail later. Notably, by
ensuring that the prompt contains samples from all clusters, the LLM can (i) more holistically
infer what concepts underlie clusters and (ii) predict an assignment for a query that does
not belong to the top-2 clusters. This allows us to circumvent the previous issue where the
upper-bound on refined performance was restricted by the number of samples where the
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preferred assignment was contained in the top-2 clusters.
However, directly inferring the similarity function from in-context examples becomes more

di”cult as the number of clusters grows as (i) the number of exemplars must correspondingly
reduce to remain within the context length and (ii) if the number of clusters is su”ciently
large, it is not possible to provide exemplars from all clusters. Furthermore, the selection
and ordering of exemplars can have a significant impact of the LLM’s ability to correctly
predict a query’s assignment, leading to potential loss of performance during fine-tuning.

Concept-based Prompting. To avoid the aforementioned issues with incontext-
prompting, we draw inspiration from topic modeling [229, 230] and design an additional
”concept-based” prompting strategy where we first prompt the LLM to infer the concepts that
were used to group samples and then create a prediction task where the LLM is prompted to
select amongst the generated concepts. (See Fig. 7.2b for an example.) To generate concepts,
we provide the LLM samples from each cluster and ask it to provide a ”title” and ”short
description” that explains how these samples are grouped together. These generated titles
and descriptions are then provided as options for the LLM to identify the most similar cluster
for a particular query. Notably, by providing the titles/descriptions of all clusters, we can
avoid the upper-bound encountered by triplets while simultaneously allowing the LLM to at
least partially infer the GNN’s similarity function.

Experimental Setup. We verify the e!ectiveness of the proposed feedback elicitation
strategies on several public graph datasets, where the provided node labels serve as ground-
truth cluster labels. mixtral-8x-7b is used as the oracle, and four di!erent graph clustering
backbones are used to obtain the initial clustering solutions. We sort the samples according
to the entropy of the distance to the two nearest clusters (a proxy for sample di”culty)
and prompt the LLM for each sample as per the discussed strategies. The accuracy of the
LLM’s solutions with respect to the ground-truth solution is reported, where the Hungarian
algorithm to align clusters to labels. Please see App. D.2 for example prompts, comprehensive
experimental details and dataset statistics.

Results. The following observations are made from Table 7.1. We observe that across
datasets and clustering methods, that the “concepts” strategy is the best or second best
performing prompting strategy most often. While In-Context prompting achieves comparable
performance on some datasets, we note that it is significantly more expensive. Indeed, every
InContext prompt contains multiple exemplars per cluster, while “concepts” only processes
these exemplars once to obtain the generated titles and descriptions, which are then directly
used in the prompt. “Triplets” is the cheapest strategy in terms of token length, but lags
behind on performance, failing to achieve the best performance on any dataset. Lastly, we
note that the GNN outperforms the LLM on full dataset (100th percentile) accuracy on 9/12
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Table 7.1: Reliability of LLM as an Annotator. The accuracy of the GNN-based
clustering solution and three prompting strategies are reported at the 10\50\100-th most
di”cult percentile of the dataset. The best performance overall is bolded, while any
prompting-based method is colored if it exceeds the accuracy of the GNN, and the 2nd best
prompting based method is underlined.

Dataset Method GNN Concepts Incontext Triplets
Graph Only LLM Only

citeseer di!pool 32.1\36.2\49.7 36.2 \41.1 \49.1 34.6 \36.2 \46.7 29.2\34.1\44.0
dinknet 40.6\54.7\70.3 30.8\32.9\47 48.7\48.3\59.6 43.1\50.6\62.1
dmon 36.5\38.2\44.1 40.9\39.9\43.9 36.2\37.7\42.9 36.8\38\41.7
mincut 35.8\52.2\66.5 38.4\46.1\58.5 42.1\50.5\60.5 34.3\46.5\57.1

cora di!pool 32.6\40\54.7 35.6\36.0\37.7 34.4\36.6\50.2 33.7\36.9\48.8
dinknet 37.4\50.7\65.8 32.2\36.8\39 24.8\36.0\52.7 35.2\47\58.2
dmon 42.6\52.4\60.9 36.3\41.4\40.7 46.3\51.3\56.9 40\47.9\54
mincut 40\53.6\68.4 42.2\46.5\55.7 43.7\50.5\63.3 37.8\49.8\60.9

wikics di!pool 25.5\32.2\48.3 36.0\40.4\52.7 33.9\37.1\47.9 25.9\30.8\44.2
dinknet 37.7\51.2\66.5 51.2\56.5\64.8 35.8\36.9\51.1 35.0\44.5\54.8
dmon 28.1\31.2\36.9 55.2\55.2\57.2 39.9\41.3\41.3 28.7\31.2\35.8
mincut 36.5\24.4\26.9 31.9\29.6\29.8 37.5\27.9\31.0 32.4\24.1\25.2

settings, indicating that, in addition to being prohibitively expensive, prompting the LLM for
every node would not be as e!ective as the initial GNN solution. Indeed, there are several
situations where the LLM’s feedback is less e!ective than the GNN’s, highlighting that care
must be taken when updating the GNN.

7.4.2 Refining GNN-Based Clustering with Feedback

While the proposed prompting strategies help improve the LLM’s feedback, we must now
incorporate this imperfect feedback into the GNN to scalably improve the overall clustering
solution. Indeed, even with oracle feedback, it is not immediately guaranteed that the training
dynamics of di!erent graph clustering approaches will be readily refined and induce to better
solutions. We begin by discussing at a high-level how to fine-tune di!erent types of graph
clustering frameworks.

Finetuning Setup. While reconstructive [214, 215] and adversarial frameworks [216] were
initially popular for graph clustering, we focus on more recent contrastive [77, 217, 52, 78]
and pooling-based methods [209, 207, 208] as they are more scalable and performative.
Furthermore, there is extensive literature on fine-tuning contrastively pre-trained models
(typically for supervised tasks) that we can leverage when defining Lfeedback. Indeed, both
in-context and concept-based prompting induce a dataset, Dfeedback = {([0, . . . K]|i ↔ Q},
that consists of queried nodes and their predicted cluster assignments. Thus, we can consider
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refinement as a supervised task with LLM-provided pseudo-labels.
When working with pooling-based methods (DMon, MinCut, and Di!Pool, etc), F directly

predicts the cluster assignment as the node features are pooled to the number of clusters. For
contrastive methods like DinkNet, we can initialize a classifier using parameterized cluster
centers or those obtained using KMeans. Then, given the classifier and Dfeedback, we can
naturally define Lfeedback(Dfeedback, F) using the cross-entropy loss. While other losses (triplet,
InfoNCE, SupCon) are certainly possible, we empirically find that cross-entropy is e!ective.
However, since Dfeedback is expected to contain incorrect labels, but the error-generating
process is unknown, naively training on the labels may diminish performance. Thus, we
consider the following simple but e!ective strategies for improving the finetuning performance.

Strategies for Handling Noisy Labels. Given that our prompting strategies induce a
classification task, we consider using the model’s predicted confidence in order to eliminate
potentially noisy labels. Namely, we compute the LLM’s confidence in its predictions by
obtaining log-probability of the top-2 tokens corresponding to cluster predictions. Alternative
prompting strategies and specialized losses have been proposed for better calibration [231,
232, 233] but we do not consider them due to their additional expense.

To further stabilize and improve training, we consider augmenting Dfeedback with samples
well-clustered by the GNN, where probits of the predicted clusters are used to identify
confident assignments. The loss is computed separately for the LLM-labeled and GNN-
labeled samples, and aggregated as εLfinetune,LLM + ϑLfinetune,GNN , where ε and ϑ are
constrained to be a convex combination. By varying ε and ϑ, we can express di!erent levels
of certainty in the feedback. Since the optimal weighting is not known apriori, creating a
simple deep ensemble [179] by varying ε, ϑ to train multiple independent models may further
improve performance. Though this incurs additional training expenditure, it is not substantial
with respect to training the initial model as clustering losses often approximate quadratic
operations, or obtaining feedback. We assess the e!ectiveness of each of these components
and GCLR as a whole in the following section. Additionally, we use a simple ensembling
strategy to further stabilize performance.

Namely, the loss is computed separately for the LLM-labeled and GNN-labeled samples,
and then computed as εLfinetune,LLM + ϑLfinetune,GNN , where ε and ϑ are constrained to
be a convex combination. By varying ε and ϑ, we can express di!erent levels of certainty
when updating the model. However, as we do not know a priori the optimal weighting,
we create a DeepEns that samples D di!erent ε, ϑ to train D independent models. To
reduce computational and memory costs, only the classifier or a limited portion of the GNN
encoder is updated and stored. We emphasize that our training expenditure is not substantial
with respect obtaining the initial model as clustering losses often approximate quadratic
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Table 7.2: LLM Labels Provide Complementary Information For Active Learning.
To understand how GCLR improves clustering, we compare the performance of di!erent
feedback mechanisms (None, GNN pseudo labels, LLM feedback) and finetuning losses (triplet
vs. cross entropy). We observe that (i) while both LLM (9/12 Acc.) and GNN (10/12 Acc)
feedback generally improves performance over the initial starting solution, that LLM feedback
with the cross entropy loss achieves the best accuracy overall (8/12), though performance on
intrinsic metrics is more mixed; (ii) on Cora, where GNN feedback was more reliable than
LLM feedback, we see understandably, that using the GNN pseudo labels is more e!ective;
(iii) in contrast, on WikiCS, where LLM feedback is much more reliable, we see dominant
performance by LLM feedback with cross entropy loss; and (iv) we see see that the cross
entropy loss (9/12 Acc., 7/12 Modularity, 7/12 NMI) is more e!ective than the triplet for
finetuning with LLM feedback. Overall, our results demonstrate there is value to refining with
LLM feedback. We note that GCLR’s performance can further be improved with confidence
filtering (Table 7.4) and ensembling (Table 7.3).

(starting performance) \ GNN Feedback + Cross Ent. Loss \ LLM Feedback + Triplet Loss \ LLM Feedback + Cross Ent. Loss
Dataset Method Acc. (∈) NMI (∈) F1 (∈) ARI (∈) COND (∋) MOD (∈)

citeseer

di!pool (47.09) \54.69 \48.05 \58.96 (25.59) \25.94 \21.50 \26.84 (23.08) \23.57 \14.65 \19.70 (43.09) \43.33 \33.22 \41.41 (0.23) \0.23 \0.25 \0.24 (0.56) \0.56 \0.45 \0.50
dinknet (66.46) \66.43 \67.36 \67.40 (43.08) \43.30 \19.16 \36.97 (42.43) \41.30 \16.37 \27.16 (60.39) \60.58 \42.49 \47.91 (0.07) \0.07 \0.29 \0.09 (0.70) \0.70 \0.51 \0.62
dmon (47.89) \49.85 \48.75 \49.87 (28.49) \28.77 \27.11 \27.12 (24.29) \24.61 \18.86 \14.46 (43.65) \43.71 \34.14 \29.87 (0.19) \0.19 \0.25 \0.15 (0.60) \0.60 \0.45 \0.47
mincut (64.18) \66.70 \69.82 \67.51 (44.41) \46.21 \40.48 \39.60 (41.95) \43.25 \38.54 \35.81 (61.72) \62.11 \59.54 \59.81 (0.08) \0.09 \0.13 \0.17 (0.73) \0.73 \0.67 \0.64

cora

di!pool (59.97) \63.6 \43.38 \51.35 (43.46) \42.70 \20.97 \22.21 (36.58) \35.65 \7.83 \6.49 (56.76) \55.64 \29.3 \29.05 (0.24) \0.25 \0.38 \0.32 (0.60) \0.60 \0.33 \0.34
dinknet (68.26) \66.84 \67.32 \65.16 (51.98) \50.87 \25.01 \23.42 (44.21) \40.50 \15.16 \9.25 (62.09) \59.20 \41.86 \27.40 (0.12) \0.11 \0.30 \0.08 (0.70) \0.67 \0.49 \0.29
dmon (57.56) \60.27 \59.06 \56.70 (41.60) \42.24 \30.18 \30.06 (33.76) \34.64 \20.66 \13.67 (50.94) \51.40 \39.44 \29.40 (0.27) \0.26 \0.38 \0.12 (0.56) \0.58 \0.42 \0.33
mincut (64.17) \66.63 \59.91 \61.62 (48.92) \48.92 \39.74 \41.61 (40.35) \40.35 \29.43 \30.54 (58.33) \58.33 \47.28 \54.01 (0.14) \0.14 \0.21 \0.28 (0.70) \0.70 \0.56 \0.54

wikics

di!pool (43.15) \49.69 \55.44 \58.03 (26.27) \26.36 \37.20 \35.03 (18.87) \19.50 \31.10 \26.28 (39.88) \39.70 \41.12 \46.48 (0.34) \0.35 \0.30 \0.34 (0.48) \0.47 \0.36 \0.44
dinknet (66.80) \73.65 \67.48 \74.00 (49.00) \51.84 \47.49 \51.25 (47.80) \53.04 \46.18 \51.57 (56.23) \63.06 \56.97 \63.06 (0.23) \0.21 \0.28 \0.23 (0.55) \0.55 \0.52 \0.54
dmon (38.60) \39.68 \43.28 \51.87 (27.47) \27.49 \29.33 \32.51 (20.55) \20.65 \27.48 \31.04 (34.02) \34.18 \34.48 \36.49 (0.48) \0.47 \0.42 \0.26 (0.33) \0.33 \0.33 \0.31
mincut (24.70) \32.84 \38.52 \46.36 (6.14) \8.32 \17.99 \16.52 (-0.37) \-0.32 \18.02 \4.8 (7.91) \8.45 \24.71 \24.36 (0.04) \0.04 \0.45 \0.47 (0.03) \0.05 \0.30 \0.27

operations, for example modularity maximization. Lastly, we note that hyper-parameter
tuning or early-stopping on unsupervised problems can be di”cult as there is not necessarily
a validation set available. To this end, we use the conductance, an extrinsic, label free metric,
throughout our experiments to tune the learning rate and perform early stopping. We assess
the e!ectiveness of each of these components and GCLR as a whole in the following section.

7.5 Experiments
In this section, we verify the e!ectiveness of GCLR in refining graph clustering solutions
across several public datasets with di!erent graph clustering algorithms.

Experimental Setup. Our set-up is as follows. Baselines. We consider the following
graph clustering baselines: MinCutPool [207], DMoN [209], Di!Pool [208], and DinkNet [77].
Metrics. As we use public datasets with available ground-truth clustering, we report accu-
racy, Normalized Mutual Information, F1, and Adjusted Rand-Index between the predicted
and labeled clusters. We intrinsically assess the clustering quality using conductance and
modularity (see App D.3 for their precise definitions). Datasets. We provide the dataset
statistics in Table D.4. Training. Both the initial GNN and subsequently finetuned models
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are trained with early-stopping and the learning rate is tuned amongst 1e-4 and 1e-3.
GCLR. Unless otherwise noted, we use mixtral-8x-7b as the oracle LLM and seek

feedback on at most 10% of the nodes in the dataset. The query function, Q, is defined
to select nodes according to prediction entropy [222]. Here, high entropy nodes are less
well-clustered, and labeling them would provide useful information. ε and ϑ are both set to
0.5, unless otherwise noted. Results are averaged over 10 seeds.

Results. We begin by confirming that the LLM provides valuable information through
its feedback by demonstrating, in Table. 7.2, that subsequent finetuning not only improves
performance over the starting clustering solution but also over finetuning on GNN pseudo
labels, when reliable. Additionally, we find that using the cross entropy loss is more e!ective
than the triplet loss when finetuning using the LLM feedback. This is in contrast to
ClusterLLM, which focused on triplets. Overall, this suggests that GCLR does provide a
viable strategy for improving performance clustering performance.

Observation 2. Next, we seek to understand how filtering samples according to confidence
can improve GCLR’s performance.

We do note that both the GNN and LLM feedback are not guaranteed to be calibrated,
but nonetheless empirically find their confidences useful. In particular, in Table. 7.4, we set
ε = 0.5 and ϑ = 0.5, and consider 2 di!erent filterings : one where the GNN’s confidence
interval is high and the other where the LLM’s confidence interval is high. We find that
updating the model usin only high confidence LLM feedback (80th percentile) and GNN
feedback at lower percentile improves the accuracy 8/12 times. We posit that the relatively
large set of low confidence GNN samples help stabilize training, while the high confidence
LLM feedback helps enhance the overall clustering solution.

Observation 3. In settings where the LLM’s feedback is less reliable than the GNN’s, it is
possible to harm the initial clustering solution when updating the intial clustering solution.
For example, in Table 7.1, on Cora, the LLM’s feedback is less reliable than the GNN’s,
and in Table 7.2, we see finetuning on GNN feedback leads to better performance than the
LLM’s. However, we note that even if the LLM’s feedback is unreliable it may still contain
valuable information. To this end, we create a simple deep ensemble that captures di!erent
levels of certainity in either source’s feedback by varying ε and ϑ when aggregating the
loss. In particular, we train 5 di!erent models, where we sample ε ↔ [0, 0.1, . . . 0.5] and
ϑ ↔ [0.5, 0.6 . . . 1] at evenly spaced intervals. In Table 7.3, we show that using this ensemble
can improve performance over a single model where ε = ϑ = 0.5, and see that GCLR
improves over the initial clustering solution as desired.

Observation 4. While the above experiments identify query samples according to their
entropy, other query functions are viable. In Table. D.1, we consider the following alternative
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Table 7.3: Ensembling Improves Performance with Unreliable Feedback. Even when
the LLM feedback’s is unreliable relative to the GNN’s, it can still be valuable as there may
be samples where the LLM corrects the GNN’s misclustered samples. However, as we do
not know beforehand how reliable either feedback source is, we create a deep ensemble by
sampling di!erent ε and ϑ to simulate di!erent levels of confidence in each ensemble source.
On Cora, where the LLM’s feedback is known to be unreliable, we find that ensembling
improves the performance of over a single model where ε = 0.5 and ϑ = 0.5, and surpasses
the performance of the starting solution as desired. Overall, this indicates that GCLR can
help improve the initial clustering solution even with unreliable feedback.

Method Ens? Acc. NMI F1 ARI COND MOD

di!pool
starting 59.97 43.36 36.58 56.76 0.24 0.60

✂ 51.35 22.21 6.49 29.05 0.32 0.34
✃ 61.88 45.74 38.97 58.20 0.22 0.62

dinknet
starting 68.26 51.98 44.21 62.09 0.12 0.70

✂ 65.16 23.42 9.25 27.40 0.08 0.29
✃ 69.36 52.66 45.28 63.12 0.12 0.70

dmon
starting 57.56 41.60 33.76 50.94 0.27 0.56

✂ 56.70 30.06 13.67 29.40 0.12 0.33
✃ 60.60 43.25 37.60 52.41 0.24 0.58

mincut
starting 64.17 48.92 40.35 58.33 0.14 0.70

✂ 61.62 41.61 30.54 54.01 0.28 0.54
✃ 64.63 48.96 40.77 58.79 0.14 0.70

query functions: random sampling, sampling the least confidence queries, and sampling queries
with the smallest margin between the top-2 predicted clusters. While random sampling
incurs some loss in performance, we find that margin sampling performs similarly to entropy
sampling and sampling according to least confidence improves performance in some cases.
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Table 7.4: E!ect of Confidence Filtering. While we do not know the reliability of either
the LLM or GNN’s feedback apriori, we can use their confidence to select samples where the
feedback is more likely to be reliable to avoid finetuning on misleading samples. Here, we
filter samples based on the ascending confidence percentile, so the 80th percentile corresponds
to samples whose confidence is greater than or equal to 80% of total samples. We observe
that filtering improves performance without filtering (11/24 Acc.) and over the starting (no
finetuning) solution (17/24 Acc.). In particular, 80% LLM and 20% GNN filtering improves
performance over no filtering (8/12 NMI, 10/12 Mod.) On WikiCS, no filtering performs the
best, suggestive of the LLM’s better reliability. Best performance is bolded and accuracy of
the starting solution is in parentheses.

Dataset Method LLM GNN Acc. NMI F1 ARI COND MOD

citeseer

di”pool
(47.09)

20 80 53.04 22.67 15.06 34.93 0.31 0.45
80 20 56.71 26.94 23.18 41.90 0.21 0.56

0 0 58.96 26.84 19.70 41.41 0.24 0.50

dinknet
(66.35)

20 80 67.61 38.14 32.03 50.99 0.08 0.64
80 20 67.43 40.23 37.88 56.47 0.10 0.67

0 0 67.40 36.97 27.16 47.91 0.09 0.62

dmon
(47.89)

20 80 51.21 26.85 18.27 31.64 0.15 0.50
80 20 51.14 30.06 25.30 41.72 0.17 0.59

0 0 49.87 27.12 14.46 29.87 0.15 0.47

mincut
(64.17)

20 80 61.42 31.79 26.94 47.84 0.26 0.56
80 20 65.40 41.32 38.01 59.37 0.13 0.69

0 0 67.51 39.60 35.81 59.81 0.17 0.64

cora

di”pool
(59.97)

20 80 55.28 29.53 16.07 39.33 0.39 0.39
80 20 61.94 41.64 36.77 55.67 0.27 0.57

0 0 51.35 22.21 6.49 29.05 0.32 0.34

dinknet
(66.20)

20 80 67.15 36.21 24.09 42.83 0.13 0.50
80 20 67.87 48.03 36.82 52.04 0.12 0.66

0 0 65.16 23.42 9.25 27.40 0.08 0.29

dmon
(57.55)

20 80 58.07 36.72 24.99 40.19 0.23 0.47
80 20 62.06 41.79 35.56 50.52 0.25 0.57

0 0 56.70 30.06 13.67 29.40 0.12 0.33

mincut
(64.17)

20 80 61.04 38.40 28.22 48.95 0.34 0.50
80 20 64.55 47.15 38.89 57.82 0.19 0.65

0 0 61.62 41.61 30.54 54.01 0.28 0.54

wikics

di”pool
(43.34)

20 80 51.53 27.52 17.87 37.83 0.41 0.39
80 20 50.60 24.03 16.68 34.87 0.40 0.42
0 0 58.03 35.03 26.28 46.48 0.34 0.44

dinknet
(71.25)

20 80 66.51 45.90 41.76 54.10 0.26 0.53
80 20 66.79 48.39 41.85 55.66 0.23 0.54

0 0 74.00 51.25 51.57 63.06 0.23 0.54

dmon
(37.515)

20 80 42.81 27.14 19.03 30.33 0.37 0.29
80 20 40.92 28.11 20.24 32.39 0.46 0.33

0 0 51.87 32.51 31.04 36.49 0.26 0.31

mincut
(24.70)

20 80 42.79 19.16 7.50 17.07 0.27 0.23
80 20 43.58 14.74 3.77 19.57 0.30 0.14
0 0 46.36 16.52 4.80 24.36 0.47 0.27
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Observation 5. While the above experiments identify query samples according to their
entropy, other query functions are viable [222, 223]. In Table. D.1, we consider the following
alternative query functions: random sampling, sampling the least confidence queries, and
sampling queries with the smallest margin between the top-2 predicted clusters. While
random sampling incurs some loss in performance, we find that margin sampling performs
similarly to entropy sampling and sampling according to least confidence actually improves
performance in some cases.

Observation 6. Traditional active learning generally benefits from increasing the labeling
budget as the oracle provides additional reliable feedback. In contrast, we find in Table. D.2
that increasing the budget does not have a substantial impact on performance. We believe
this is partially due to an imperfect oracle and the bootstrapping that occurs from stabilizing
training with GNN provided pseudo-labels.

7.6 Conclusion
In this work, we proposed GCLR to improve graph clustering solutions on text attributed
graphs by eliciting feedback from LLMs. In order to avoid large prompting expenditure,
GCLR actively queries the LLM on only on uncertain nodes and uses various prompting
strategies to obtain clustering feedback. This feedback is then used to update the initial
GNN based clustering solution. Since LLM and GNN feedback can be unreliable, confidence
filtering and ensembling are used to further improve performance. Given that GCLR’s e”cacy
is constrained by the quality of the LLM provided feedback, future directions of work include
designing prompting/training strategies to improve the reliability of the LLM oracle.
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CHAPTER 8

Exploring the Robustness of LLM+GNN
models on text-attributed graphs

8.1 Introduction
Having discussed graph clustering on text-attributed graphs in the preceding chapter, we
turn our attention to the equally important task of node classification on TAGs. Indeed,
LLMs [64, 65] are increasingly being combined with GNNs [66, 67, 68, 69, 70] to perform
to node classification in this setting [75, 76], due to their impressive world knowledge,
reasoning and natural language understanding capabilities [234, 235, 236, 237, 238, 239, 240,
241, 242]. While such joint approaches generally report improved performance, e.g., better
node classification accuracy, this is a coarse-grained analysis of a model’s generalization
ability and the mechanisms by which LLM+GNN models makes their predictions remain
relatively under explored. Indeed, GNNs, like vision models, are well-known to be susceptible
to adversarial attacks [33], i.e. imperceptible input perturbations designed to decrease
performance. However, to the best of our knowledge, the robustness of LLM+GNNs has
been relatively under studied with respect to (i) traditional structural or node attribute
attacks [36, 37] or (ii) natural language perturbations to text attributes [243], a new avenue
of attack for joint models. To this end, this chapter rigorously explores the robustness of
di!erent types of LLM+GNN to both attack avenues, and outlines several interesting avenues
for further research.

8.2 Background & Related Work
In this section, we briefly discuss relevant background on graph learning for text-attributed
graphs, graph adversarial attacks and textual attributes. For an in-depth discussion, please
see the following surveys respectively: [213], [244] and [245].
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8.2.1 LLM+GNN Models

Recent works on LLM+GNN models can be broadly categorized into the following taxon-
omy [9]: (i) enhancers, which use both LLMs and smaller pretrained language models (PLMs)
to obtain better node attribute embeddings prior to training the GNN [70, 246, 247], (ii)
predictors, which provide the LLM with textual and structural information in order to directly
make predictions[71, 73, 72] and (iii) aligners, which aims to establish a jointly aligned
subspace that can be used for other tasks [67, 248, 69]. Insofar as aligners often require paired
data, most LLM+GNNs focused on node classifications are either enhancers or predictors.

For example, [205] recently proposed TAPE, an enhancer consists of prompting, embedding
and training phases. First, TAPE prompts an LLM (Llama-2, GPT) to obtain node label
prediction and corresponding explanation. Then, a PLM (DeBerta [249], RoBerta [250]) is
finetuned on a node classification loss to obtain embeddings for the explanation, prediction
and original text. Finally, the embeddings extracted from the PLM are used to train
a GNN to make predictions. Notably, the obtained node embeddings can substantially
improve performance over previously used “shallow” embeddings, such as bag-of-words [4] or
TF-ID [251], by infusing semantic awareness into the model.

In contrast, predictors must ensure that the input to the LLM contains structural informa-
tion as the LLM will directly make the final prediction. As an example, [73] recently proposed
GPT4GRAPH, which uses the graph markup language and summaries over neighborhood
node attributes to capture topological information when prompting the LLM for a prediction.
Finding an appropriate natural language graph representation is an open challenge and several
other strategies have been proposed including natural narration, alphabetizing node ids, and
creating graph syntax trees [72]. On datasets with strong textual attributes, predictors have
impressive zero-shot performance relative to traditional GNNs. However, due to limited
context length, it can be challenging to include multi-hop information or capture long-range
dependencies. This issue will become less problematic as LLMs which support larger windows
are developed.

8.2.2 Graph Adversarial Attacks

Like their image counterparts, graph adversarial attacks seek to create “imperceptible”
perturbations which negatively e!ect performance [36, 37]. Attacks are considered targeted
when the goal is to misclassify a particular node, and untargeted when the goal is to decrease
performance overall. Attacks are further categorized as poisoning or evasion , depending on if
the perturbed input is used during or after training, respectively. Typically, structural attacks
are constrained to modify only a portion of the overall edges, as a proxy to imperceptibility.
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(a) LLM-As-Enhancer (b) LLM-As-Predictor

Figure 8.1: LLM+GNN Methods O!er New Avenues of Vulnerability. While
combining LLMs and GNNs for tasks on text-attributed graphs has led to the improved
performance, we note that both LLM-As-Enhancers and LLM-As-Predictors contain new
avenues for adversarial attacks. Here, we show traditional GNN-only or LLM-only avenues in
orange, and highlight new avenues in red. (Figured adapted from [9]).

It remains an open question if such a constraint is able to preserve the semantics of the
original class label [43]. Indeed, if semantics are altered and the classifier correctly predicts
the new semantically consistent label, then the perturbed sample can no longer be considered
adversarial. In addition to structural attacks, it is possible to attack the node attributes,
where perturbations are restricted to some normed ball. In the case of untargeted attacks,
the accuracy over the entire test set should be maximally harmed, while in targeted attacks,
the goal is to change the label of a particular node.

8.3 Perturbations
In this section, we introduce the text and structural perturbations used throughout our study.

8.3.1 Natural Language Perturbations

As discussed above, existing attacks are not directly designed for text-attributed graphs nor
LLM+GNNs. However, directly, perturbing natural language o!ers an interesting perspective
as it is possible to perform semantically consistent perturbations, as one can broadly gauge
if the semantics of the text have changed. In contrast, when changing graph structure, as
recent work has argued, most changes are in-fact not semantically consistent. In addition
to academic interest, perturbing text can be a more natural threat model, where attackers
may try to embed keywords or phrases to trigger certain responses; potentially exploiting
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inherited vulnerabilities of LLMs to prompt injection, backdoor [252] or jailbreaking [253]
attacks.

Indeed, it was recently shown that LLMs used in search engine [254] or product recommen-
dation systems [255, 256] can be manipulated to return specific items that may be factually
inaccurate or not align with the users interests. For example, [257] recently demonstrated
that adding ”strategic text sequences” can lead to previously low-ranked products to be
highly listed. Given that text-attributed graphs are often found in recommendation settings,
such vulnerabilities are particularly concerning as such strategies may be combined with
structural perturbations to increased detriment.

Here, we consider both adversarial text attacks and semantics preserving text perturbations,
and compare the e!ects of both strategies on exemplar LLM-As-Predictor and LLM-As-
Enhancer methods. We begin by discussing semantic preserving text perturbations.

8.3.2 Semantics Preserving Text Perturbations

While adversarial attacks necessarily seek to generate inputs challenging for the model, often
by performing gradient descent against the loss, here, we consider a more benign setting that
seeks to understand the sensitivity of models to artifacts of the provided text attributes. Our
investigation is motivated by findings that PLMs can be sensitive to mis-spellings, l33t-speak,
and synonym substitution amongst other natural modifications. While LLMs display more
robustness to such modifications, they are nonetheless susceptible to seemingly unimportant
phrasing alterations such as changing the order of multiple choice options or few-shot examples.
Indeed, [258] recently argued for performing multi-prompt evaluation, as models exhibit
considerable variance when tasks are presented using di!erent prompts. Insofar as Enhancers
rely upon PLMs to obtain semantic embeddings and Predictors rely upon LLMs to output
decisions, it is important to understand how such perturbations a!ect performance and how
incorporating structural information, through neighborhood aggregation or tailored prompts,
may influence performance.

While the aforementioned strategies are designed to broadly preserve the intent of the
un-attacked text, [259] have argued that intent may in fact be harmed during synonym
substitution, leading to malformed adversarial examples. This issue may be exacerbated
under more challenging natural perturbations. Recognizing this limitation, here, we directly
prompt an LLM to create the altered text, taking care to instruct the LLM to avoid altering
the semantics or unique features. We consider five such perturbations whose prompts are
shown in Table. 8.1. We manually inspected the generated text on a subset of examples to
ensure that the semantics were indeed not altered and adjusted the prompt to get the desired
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Table 8.1: Prompts for Generating Natural Perturbations. Motivated by how users
may seek to rephrase their queries, here, we consider five natural perturbations and provide
the prompts we used to generate the perturbed text. For readability, the instructions are
shown only once but included in all perturbations, while the example is adapted accordingly.

Perturbation Prompt Instruction
Synonym Sub-
stitution

Replace key terms with synonyms while preserving
meaning. Please avoid altering the primary intent or
unique features, and follow the format EXACTLY as
shown in the examples when answering, making sure to
not provide extra information. This is very important
for the response to be parsed correctly. Thanks!

[EXAMPLE]
Original Text: ”The quick brown fox jumps over the
lazy dog.”
[EXAMPLE ANSWER]
{”modified”: ”The speedy brown fox leaps over the lazy
dog.”}

Paraphrasing Paraphrase the text, preserving primary intent and
unique features.

Adding Noise Insert irrelevant sentences or phrases into the text. En-
sure additions are unrelated to main topic.

Truncation Shorten the text by removing non-essential details; keep
the key message clear.

Reordering Rearrange sentence order while maintaining coherence.
Key points should remain clear.

behavior. (See Table. 8.2 for an example.)

8.3.3 Adversarial Text Perturbations

As discussed in Sec 8.2, a variety of adversarial strategies have been proposed to decrease
the performance of the PLMs and LLMs. Here, we focus on PLM attacks that perturb
the natural language input and use the perturbed input to evaluate both Enhancers, after
embedding the perturbed input, and Predictors, by prompting the LLM with the perturbed
input. We leave the exploration of adversarial prompt engineering techniques for future work.

Adversarial PLM attacks can broadly be categorized by granularity of their perturbations,
namely, sentence-level, word-level or character-level. Here, we consider four representative
PLM attacks, using the OpenAttack library (see Table. 8.3.3), and introduce them briefly.
VIPER [260] is a black-box character-level attack that replaces individual characters with
those that appear visually similar, e.g., ”o → 0.” Though humans are fairly robust to such
visual substitutions, PLMs appear to struggle and LLMs have also demonstrated vulnerability
to prompt reformatting, including changes around adding spaces or changing cases [261, 258].
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Table 8.2: Natural Perturbation Example on OGBN-Products.

Perturbation Description
None Historic Stage Routes of San Diego County is a product of the County

of San Diego Department of Parks and Recreation and their Parks
Society, many generous historical societies, historians, and people
who love the stage routes. Ellen L. Sweet is a local researcher with
extensive knowledge of San Diego history. Lynne Newell, PhD, is an
archaeologist...

Synonym Substitution Vintage Stage Routes of San Diego County is a product of the County
of San Diego Department of Parks and Recreation and their Parks
Association, many charitable historical organizations, scholars, and
people who love the stage routes.

Adding Noise The historic Route 66 is one of the most famous roads in the US.
Historic Stage Routes of San Diego County is a product of the County
of San Diego Department of Parks and Recreation and their Parks
Society, many generous historical societies, historians, and people who
love the stage routes...

Truncation Historic Stage Routes of San Diego County is a product of the County
of San Diego Department of Parks and Recreation and their Parks
Society, authored by Ellen L. Sweet and Lynne Newell, PhD.

Paraphrasing San Diego County’s Historic Stage Routes is a collaboration between
the County of San Diego Department of Parks and Recreation, their
Parks Society, various historical societies, historians, and stage route
enthusiasts. Local historian Ellen L. Sweet and archaeologist Lynne
Newell, PhD, and former county historian...

Reordering Lynne Newell, PhD, is an archaeologist and the former county historian,
and Ellen L. Sweet is a local researcher with extensive knowledge of
San Diego history. They are also the authors of Ranchos of San Diego
County. Historic Stage Routes of San Diego County is a product of
the County...

HotFlip [262] is a word and character-level white box attack that uses a combination of
adversarial gradient descent and beam search to perform ”flips”, i.e. character changes, that
harm classifier performance. TextFooler [263] is a black-box attack that uses an importance
score to identify words that are influential in the classifier’s decision and then uses synonym
substitution, part-of-speech verification to ensure that the perturbed sentence is semantically
consistent. Bert-Attack [264] is a black-box method that first computes the importance scores
of di!erent words to select a set of candidates for replacement and then uses BERT (without
any task finetuning) to help identify replacements that still respect the surrounding context.
In practice, BERT-Attack proven to be a strong baseline.
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Table 8.3: Overview of Adversarial Attack Methods. Reproduced from [15].

Method Type Level Description
BERT-ATTACK Score Word Greedy contextualized word substitution
HotFlip Gradient Word, Char Gradient-based word or character substitution
TextFooler Score Word Greedy word substitution
VIPER Blind Char Visually similar character substitution

8.3.4 Structural Perturbations

While both feature and topology (structural) attacks have been studied to craft adversarial
examples for GNNs, structural attacks are better researched and typically more harmful.
This e!ectiveness has been attributed to several causes, including decreasing homophily, the
amplifying e!ects of message passing and the creation of inconsistent samples [265, 88]. As
discussed in Sec. 8.2, a variety of methods have been proposed, with various attack model
assumptions. Here, we consider a whitebox setting so that we may evaluate the robustness of
Enhancers and Predictors under the strongest attack setting.

To ensure e”ciency to large-scale graphs, we utilize the Projected Randomized Block Co-
ordinate Descent (PRBCD) adversarial attack [266], which uses randomized block coordinate
descent to avoid simultaneously computing the gradient of O(n2) potential edge perturba-
tions, and provides strong attacks across graph-size. We perform a targeted evasion attack
using PRBCD for Enhancers and use the perturbed graph when crafting structurally aware
prompts with Predictors. In this setting, we are primarily interested in the transferability
of GNN-based structural attacks to Predictors so we do not consider other attack models.
Alternative poisoning and black or gray box settings are left to future work.

8.4 Experiments
In this section, we evaluate the e!ects of the structural and text-based perturbations on
exemplar LLM-As-Enhancer and LLM-As-Predictor strategies. We note that while there
has been growing research in more sophisticated strategies for both these paradigms, we
leave them to future work due to the prohibitive computational burden incurred during our
comprehensive evaluation.
Experimental Set-up. Datasets. All experiments are conducted on four datasets for 5 seeds
unless, otherwise noted. The test-set is sub-sampled to 500 samples, such that all classes are
equally represented. Models. For the baseline GNN performance, we use two types of shallow
embeddings, Bag-of-Words (bow) and term frequency-inverse document frequency (tfidf). We
further consider 4 di!erent parameterized networks, RevGAT, SAGE, GCN and MLP, as
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(a) Unperturbed Performance. Results for the MLP and RevGAT-based Enhancer and a
Llama-3.1-8b-instruct Predictor. The unperturbed accuracy is typically highest with Enhancer
(RevGAT), followed by Enhancer (MLP) and Predictor (Llama). Enhanced embeddings outperform
shallow embeddings (bow and tfidf). Although the predictor occasionally surpasses the performance
of Enhancer with shallow embeddings, it struggles to be a top performer overall.

(b) Perturbed Performance. Average performance over five natural and four adversarial text
perturbations. While Predictor struggled to achieve the best performance, it is generally less
sensitive to text perturbations, with some exceptions on Cora and Products. The MLP shows the
most sensitivity to perturbations, followed by RevGAT. In some cases, Predictor even improves
performance.

Figure 8.2: Aggregated Performance on Text Perturbations.

structure free option [205]. For the Enhancer, we utilize bert-base-uncased and e5-large-v2
as the underlying PLMs from which node attributes are obtained. For the Predictor, we
use simple structurally aware prompts introduced in [267], which incorporate one-hop or
two-hop neighbhors into the prompt. Note that using the entire neighborhood can exhaust
the context-length if large, so a fixed number of nodes are randomly sampled from k-hop
neighborhood. l lama-3.1-8b-instruct is used as the predictor. Textual Perturbations. We use
the OpenAttack library [15] with default settings. A bert-base-uncased model is finetuned
for 3 epochs for the surrogate trained PLM classifier. Perturbations are generated for seed
and corresponding split. Natural Perturbations. Using the prompts discussed in Sec. 8.3.2,
we prompt llama-3.1-8b-instruct to generate the perturbed text. Structural Perturbations.
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Table 8.4: Predictor Performance on Textual Perturbations. The change in per-
formance of the Predictor (llama-3.1-8b-instruct) with respect to the clean data is shown,
where improvements over 1% are shown in green and decreases over 1% are shown in red.
We observe that adversarial text-attacks are relatively e!ective on Cora and Products, but
have limited, even positive e!ect, on Arxiv 2023 and Arxiv. Natural perturbations do not
significantly harm performance, with the exception of Cora.

Dataset Prompt BertAttack HotFlip TextFooler Viper Noise Paraphrase Reordering Syn. Sub. Trunc.
Arxiv 2023 onehop 0.38 0.28 -0.40 1.98 1.46 0.00 1.50 -0.58 3.08

twohop 0.36 -0.52 -0.54 -0.24 0.06 -0.04 0.08 -0.46 3.50
zeroshot 0.88 2.30 1.16 2.06 2.86 0.74 0.06 0.26 6.28

Cora onehop -5.96 -0.85 -3.53 -3.88 -2.76 -1.55 -2.03 -0.58 -0.44
twohop -1.18 -2.26 -2.28 -0.56 -1.54 1.00 -0.26 1.46 1.42
zeroshot -5.48 -4.56 -5.68 -6.26 -1.14 -1.94 -0.96 -1.78 -3.88

Arxiv onehop 0.02 -0.30 0.65 -0.28 -0.30 -0.85 0.33 1.45 1.40
twohop 0.06 0.68 -1.02 -0.35 0.86 -0.62 0.50 -1.06 -0.84
zeroshot -0.48 0.82 0.17 2.58 0.98 1.50 -0.13 0.35 4.00

Products onehop -1.40 -1.58 -2.28 -0.50 -1.43 -0.20 0.45 -0.70 0.50
twohop -1.98 -0.68 -2.78 0.38 -0.68 0.10 0.75 0.88 -0.60
zeroshot -0.92 -1.58 -1.35 -0.27 -0.35 -0.85 -0.80 0.05 -0.60

As discussed above, we use the PRBCD attack. The attack strength is set to 5% of the
total number of edges. We perform a targeted attack on the test nodes so as to model the
strongest attack setting.

Here, we are interested in the e!ectiveness and transferability of di!erent perturbations
with respect to Enhancers and Predictors. We make the following observations.

Observation 1. Predictors demonstrate less sensitivity to textual perturbations. As shown in
Fig. 8.4, Enhancers have better performance than the Predictor on the unperturbed data and
overall. However, when evaluating the average performance on the five natural perturbations
and four text perturbations discussed above, we observe that the Predictor experiences less
loss of performance on most datasets and prompts, even improving performance on the Arxiv
2023 dataset, relative to the unperturbed data. In contrast, we observe that Enhancer(MLP)
loses the most performance. We hypothesize that the MLP is most prone to overfitting to the
training data, and, unlike the RevGAT model, are unable to use neighborhood aggregation
to mitigate the e!ects of the perturbation.

Observation 2. E”ectiveness of Individual Text Perturbations on Predictors. While
Predictors were relatively una!ected by text perturbations, we observe that adversarial
attacks do seems to be relatively more detrimental than natural perturbations, especially
on the Cora and Products dataset. The advanced reasoning capabilities of LLMs bolsters
performance against such perturbations. Notably, there does not seem to be a consistent
e!ect of prompt style on performance, indicating that incorporating additional neighbor
information may not be particularly useful in this setting particular attack setting.
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Table 8.5: Enhancer Performance on Text Perturbations. Results show that all
perturbations except reordering reduce performance, with truncation causing the most
significant average loss. Adversarial attacks e!ectively degrade model performance across
most settings, though shallow embeddings on Cora and Arxiv 2023 are less a!ected, possibly
due to the limited impact of new characters or words introduced by the attacks using. Further
investigation is suggested.

Adversarial Perturbation Natural Perturbation
Model Dataset Sentence Model BertAttack HotFlip TextFooler Viper Adding Noise Paraphrasing Reordering Synonym Substitution Truncation

M
LP

Arxiv 2023 bert-base-uncased -2.78 -2.92 -5.30 -1.72 -1.84 -0.66 -0.66 -1.44 -4.72
e5-large-v2 -3.86 -5.88 -5.98 -0.02 -2.64 -0.50 -0.12 -1.54 -4.12
bow -2.53 -0.95 -2.65 -0.95 -0.76 -1.85 -0.53 -2.63 -5.80
tfidf 0.00 0.00 0.00 0.00 -0.42 -1.74 -0.08 -2.76 -5.84

cora bert-base-uncased -9.80 -7.82 -15.92 -2.50 -4.46 -3.66 0.00 -2.76 -4.54
e5-large-v2 -12.32 -7.62 -10.06 -2.06 -4.62 -1.80 -0.14 -3.04 -5.32
bow 0.00 0.00 0.00 0.00 -1.14 -1.34 -0.16 -3.34 -4.70
tfidf 0.00 0.00 0.00 0.00 -1.64 -1.84 -0.74 -3.86 -4.02

ogbn-arxiv bert-base-uncased -3.51 -4.30 -6.24 -1.72 -1.84 -1.12 -0.25 -0.35 -5.16
e5-large-v2 -2.83 -4.63 -4.10 -0.23 -2.23 0.10 0.23 -0.10 -2.50
bow -5.34 -4.26 -5.96 -6.62 -0.34 -1.02 0.32 -1.44 -5.20
tfidf -4.56 -3.98 -5.62 -6.16 -0.78 -1.46 -0.08 -2.16 -5.14

ogbn-products bert-base-uncased -5.08 -4.55 -7.35 -1.25 -4.73 -0.92 -0.85 -0.57 -1.62
e5-large-v2 -4.98 -6.93 -5.68 -1.30 -4.58 -0.70 -0.30 -0.25 -1.65
bow -5.60 -3.13 -7.40 -2.90 -1.53 -1.00 -0.43 -1.33 -3.73
tfidf -4.53 -3.38 -7.30 -2.20 -2.08 0.32 -0.28 -1.03 -3.88

R
ev

G
A

T

Arxiv 2023 bert-base-uncased 1.72 -2.16 -3.20 1.04 -1.62 -0.32 -0.62 -1.32 -2.70
e5-large-v2 -2.12 -1.90 -2.65 0.80 -2.04 -0.42 -0.22 -1.52 -2.28
bow 1.14 0.00 1.92 1.24 0.00 -1.42 -0.44 -2.14 -3.92
tfidf 0.00 0.00 0.00 0.00 -1.84 -1.74 -0.04 -2.10 -3.90

cora bert-base-uncased -7.82 -5.62 -8.76 -1.74 -4.42 -0.82 -0.54 -2.54 -4.32
e5-large-v2 -5.12 -4.34 -6.08 -2.42 -3.68 -1.28 0.22 -2.36 -3.56
bow 0.00 0.00 0.00 0.00 -1.62 -0.52 -0.24 -2.52 -3.34
tfidf 0.00 0.00 0.00 0.00 -1.58 -1.22 -0.12 -2.86 -3.46

ogbn-arxiv bert-base-uncased -2.12 -3.14 -4.78 1.36 -2.12 -1.32 -0.18 -0.28 -2.94
e5-large-v2 -2.54 -3.62 -3.62 0.30 -1.62 0.40 -0.36 -0.08 -2.30
bow -4.10 -3.46 -5.02 -4.32 -0.52 -0.72 0.14 -1.22 -4.34
tfidf -3.76 -2.82 -4.16 -4.58 -0.62 -1.12 -0.02 -1.96 -3.86

ogbn-products bert-base-uncased -4.20 -3.72 -5.44 0.00 -3.92 -0.40 -0.62 -0.32 -1.26
e5-large-v2 -4.16 -5.02 -4.38 -0.32 -3.42 -0.28 -0.18 -0.16 -1.08
bow -4.90 -2.42 -5.64 -0.92 -0.83 -0.52 -0.48 -1.02 -2.98
tfidf -3.96 -2.68 -5.52 -0.62 -2.82 -0.08 -0.12 -1.18 -3.10

G
C

N

Arxiv 2023 bert-base-uncased -2.94 -3.20 -4.46 -0.96 -2.02 -0.18 0.08 -0.20 -4.52
e5-large-v2 -4.64 -4.94 -4.96 -0.38 -2.68 -1.44 -0.96 -2.10 -4.10
bow -2.34 -0.10 -2.20 -0.10 -0.12 -0.74 -0.46 0.64 -3.14
tfidf 0.00 0.00 0.00 0.00 -0.74 -2.38 -0.64 -2.64 -6.02

cora bert-base-uncased -2.15 -1.38 -2.63 -0.60 -0.73 -0.45 0.26 -0.98 -0.46
e5-large-v2 -1.50 -0.87 -1.43 -0.02 -0.59 -0.36 0.10 -0.39 -0.69
bow 0.00 0.00 0.00 0.00 -0.24 0.17 0.37 -0.23 -0.13
tfidf 0.00 0.00 0.00 0.00 -0.10 0.88 -0.02 -0.24 0.27

ogbn-arxiv bert-base-uncased -0.40 -0.87 -0.60 0.25 -0.68 -0.10 -0.15 -0.50 -0.55
e5-large-v2 -0.20 0.00 -0.40 0.00 0.20 0.00 0.70 0.70 -0.40
bow -0.58 -0.60 -0.92 -0.82 -0.25 0.17 -0.08 -0.25 -0.20
tfidf -0.35 -0.18 0.00 -0.98 -0.18 0.08 -0.05 -0.10 0.12

SA
G

E

Arxiv 2023 bert-base-uncased 1.54 -2.48 -1.90 1.20 -3.10 -1.34 -0.44 -2.40 -4.02
e5-large-v2 -2.34 -3.26 -4.00 0.70 -2.14 -0.24 -0.38 -2.70 -3.68
bow 1.02 0.00 1.70 1.22 0.00 -1.36 -0.32 -2.12 -3.80
tfidf 0.00 0.00 0.00 0.00 -1.62 -1.72 -0.04 -2.30 -4.20

cora bert-base-uncased -7.20 -5.50 -8.40 -2.00 -4.60 -0.90 -0.60 -2.80 -4.20
e5-large-v2 -5.00 -4.00 -6.20 -2.80 -3.80 -1.40 0.20 -2.50 -3.60
bow 0.00 0.00 0.00 0.00 -1.54 -0.50 -0.20 -2.40 -3.30
tfidf 0.00 0.00 0.00 0.00 -1.80 -1.30 -0.10 -2.70 -3.40

ogbn-arxiv bert-base-uncased -2.30 -3.00 -4.60 1.20 -2.20 -1.20 -0.10 -0.20 -3.00
e5-large-v2 -2.70 -3.50 -3.80 0.20 -1.70 0.20 -0.30 -0.05 -2.60
bow -4.40 -3.20 -5.00 -3.60 -0.50 -0.60 0.12 -1.10 -4.20
tfidf -3.80 -2.50 -4.00 -4.20 -0.70 -1.00 -0.05 -2.00 -3.80

ogbn-products bert-base-uncased -4.30 -3.90 -5.50 0.00 -4.10 -0.50 -0.70 -0.60 -1.40
e5-large-v2 -4.00 -5.30 -4.80 -0.40 -3.90 -0.30 -0.20 -0.25 -1.20
bow -5.00 -2.80 -6.00 -0.90 -0.90 -0.50 -0.55 -1.50 -3.20
tfidf -3.70 -3.00 -5.40 -0.60 -2.90 -0.10 -0.15 -1.70 -3.50

Observation 3. E”ectiveness of Individual Text Perturbations on Enhancers. From the
results in Table. 8.4, we observe that all but the re-ordering perturbation seem to e!ect
the performance of the Enhancers, across di!erent types of embeddings. In particular,
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Table 8.6: Enhancer Performance on Structural Perturbations. A targeted PRBCD
attack at 5% global budget is performed for Enhancer with a GCN backbone and di!erent node
featurizations. The unperturbed clean performance and post-attack perturbation performance
are reported. As expected there is a significant decrease in performance, however, we do
not necessarily see a clear benefit of the semantically aware embeddings (bert/e5) used by
Enhancers.

Dataset Sentence Model Clean Performance Perturbed Performance Change
Arxiv 2023 bert-base-uncased 42.38 7.02 -35.36

e5-large-v2 50.03 11.53 -38.50
bow 35.74 5.94 -29.80
tfidf 37.00 5.74 -31.26

Cora bert-base-uncased 81.02 70.30 -10.72
e5-large-v2 79.83 69.68 -10.15

bow 82.65 70.75 -11.90
tfidf 81.44 70.66 -10.79

Arxiv bert-base-uncased 40.48 0.00 -40.48
e5-large-v2 41.70 0.00 -41.70

bow 30.70 0.58 -30.12
tfidf 31.38 0.40 -30.98

Products bert-base-uncased 38.23 9.00 -29.23
e5-large-v2 40.03 10.44 -29.59

bow 32.13 7.13 -25.00
tfidf 33.23 7.10 -26.13

truncation appears to be the most detrimental natural perturbation (based on the average
loss of performance). The adversarial attacks are e!ective against both Enhancer(MLP)
and Enhancer(RevGAT), but we note that there is an interesting exception where shallow
embeddings are not e!ected on Cora and Arxiv 2023. We hypothesize that this may be
because the attacks introduced a small number characters or words that were not considered
in the original corpus and could be e!ectively ignored, though future investigation is needed.

Observation 4. E”ectiveness of Structural Perturbations on Enhancers. As discussed in
Sec. 8.2.2, we perform a targeted PRBCD attack and therefore expect a significant decrease
in performance. Here, we are mainly interested if the semantically aware embeddings used
by Enhancers can help mitigate this decrease. While bert and e5 (the semantically aware
embeddings) outperform the shallow embeddings on Arxiv 2023 with respect to minimize the
decreased performance and maximizing the final accuracy, we see on Products that semantic
embeddings have a bigger decrease in performance but better overall accuracy. On Arxiv, all
models e!ectively collapse, though the starting accuracy of the semantic embeddings was
better.

Observation 5. E”ectiveness of Structural Perturbations on Predictors. As shown in Table.
8.7, we see that structural attacks are primarily e!ective on Cora and Products. Indeed,
on Arxiv 2023 and Arxiv, we observe that performance can increase relative to the clean
accuracy. Furthermore, we do not see that using a particular sentence model leads to more
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Table 8.7: Predictor Performance on Structural Perturbations. To determine if
structural attacks from GNN-based models transfer to Predictors, we evaluate the Predictor
on the attacked graph structured obtained after attacking a GCN trained with di!erent
node embeddings. The post-attack and clean accuracy are reported for the one-hop and
two-hop prompting styles, while the structure-free prompt’s performance on the clean graph
is indicated in parenthesis, where improvements over 1% are shown in green and decreases
over 1% are shown in red.

Dataset Prompt Bert e5-large-v2 bow tfidf Clean
Arxiv 2023 (32.24) onehop 39.40 37.97 38.10 37.50 35.80

twohop 38.97 39.50 39.33 39.80 38.17
Cora (57.26) onehop 60.13 58.97 59.53 59.07 61.53

twohop 58.20 58.67 58.03 59.87 59.37
Arxiv (32.95) onehop 39.73 39.75 40.87 40.87 38.15

twohop 40.43 41.45 42.87 41.30 39.47
Products (33.375) onehop 31.07 29.87 30.03 29.53 31.87

twohop 31.87 30.53 30.80 31.80 32.13

transferability when attacking the Predictor nor that a particular prompting style is more
susceptible to the attack. We suspect that randomly sampling the number of nodes included
in the prompt from the neighborhood may help mitigate the e!ect of structural attacks. With
su”cient perturbation budget or low-degree nodes, we suspect that the attacks will transfer
more e!ectively.

Overall, our results indicate that there is considerable scope to better understand how
interaction of modalities may lead to transferable or previously unexplored attack avenues.
We discuss some broader implications of our analysis and future directions next.

8.5 Conclusion & Discussion
Our analysis highlights the importance of studying the vulnerability of GNN+LLM models
on text-attributed graphs as they do exhibit vulnerability to di!erent attack modalities.
There are several directions of future work that we believe are worth exploring, and will
likely prove even more detrimental than those studied here. First, while this analysis focuses
on existing text-only and structure-only attacks, designing attacks that jointly attack both
modalities natively are likely to lead to considerable more damage. For example, one may use
techniques from structural attacks to select vulnerable nodes, and use the LLM to generate
the corresponding adversarially perturbed node attributes. Indeed, we suspect that such
joint attacks would be better able to break both structural and feature homophily, which has
been shown to harm both GNN adversarial robustness and bolster GNN+LLM performance.
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Another interesting line of work is to design backdoor and instruction tuning attacks, where
the “trigger” or sensitive words are captured through both the graph structure and text
attributes, making it harder to detect such malicious behavior. Indeed, we suspect that more
sophisticated LLM+GNN methods, which often perform some instruction or finetuning, may
be particular sensitive to such attacks. Overall, our analysis indicates the importance of
studying the robustness and sensitivity of these models and believe there are many directions
worth pursuing.
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CHAPTER 9

Conclusions and Future Work

9.1 Summary
In this thesis, we considered three lenses for improving graph representation learning beyond
accuracy. Namely, we (1) rigorously analyzed limitations of popular constrastive learning
training protocols, (2) proposed novel methodologies for improving uncertainty estimation
of graph-neural network based classifiers, and (3) studied joint models, which combine
the world knowledge of large language models with GNNs, on two text-attributed graph tasks.

Augmentations in Graph Contrastive Learning. In Part I of the thesis, we focused on the
role augmentations play in graph constrastive learning (CL) through empirical and theoretical
analyses. In Chapter 3, we empirically identified several limitations of popular domain
agnostic graph augmentations (DAGAs). We reported that such augmentations often destroy
task-relevant information, which can lead to deteriorated downstream performance. Indeed,
we found that the invariances induced by DAGAs are often irrelevant to downstream tasks.
To reconcile the discrepancy between known desirable CL properties and performance, we
identified that the inductive bias of randomly initialized GNNs is a bolstering factor. Building
upon these insights, we conducted two case studies that demonstrated the benefits of two broad
domain aware augmentation strategies: generating augmentations in the abstracted modality
or designing augmentations that create invariance to purely task-irrelevant information (to
avoid destroying useful information).

Building upon these empirical insights, we analyzed graph constrastive learning
through a set of data-centric properties in Chapter 4. We conducted a generalization
analysis of graph contrastive learning that decomposed DAGAs as a series of graph
edit operations that allowed us to demonstrate there exists a performance-separability
trade-o! that is related to intrinsic dataset properties. We further introduced a synthesis
data generating process that support benchmarking against gold-standard domain-aware
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augmentations. We found that automated augmentations continue to struggle, even
domain-aware augmentations are available for selection, indicating both the utility of
the benchmark and the importance of further studying this problem. Overall, this part
of the thesis provided novel insights and resources on improving an important training
paradigm. Building on the insights and correcting these limitations will enable practition-
ers to better access the benefits of CL, helping support better representations beyond accuracy.

Uncertainty Estimation with Graph Neural Networks. In Part II, we focused
on improving the uncertainty estimation of GNN-based classifiers. Insofar as reliable un-
certainty estimation underlies several safety critical tasks of model deployment, such as
out-of-distribution detection, and generalization gap prediction, it is a key aspect of im-
proving graph representation learning. In Chapter 5, we proposed novel training protocol,
G-#UQ, that leds to improved uncertainty estimations, on not only on in-distribution data,
but also on covariate or concept shifted data. We demonstrated G-#UQ’s performance on
node classification as well as graph classification tasks. To support pretrained models, we
further proposed partially stochastic variants of G-#UQ.

To improve the uncertainty estimation of GNNs used for link prediction, we further
proposed E-#UQ in Chapter 6. This training protocol is designed to incorporate node
level uncertainties on head and tail nodes to better represent the overall link uncertainty.
We designed three E-#UQ variants, with di!erent levels of stochasticity. We found that
incorporating a simple node-level pretraining task can help improve calibration performance.
In summary, this part of the thesis makes novel methodological contributions to towards
safer and more reliable GNNs.

Large Language Models and Graph Representation Learning. The final part of
this thesis focuses on graph learning tasks performed on text-attributed graphs, e.g., graphs
with natural language node attributes. Combining structural information, through the use
of GNNs, and world-knowledge, through the use of LLMs, allows single modality models to
overcome their limitations. To this end, in Chapter 7, we proposed GCLR (graph clustering
with LLM refinement), an active learning framework for improving the performance of graph
clustering on text-attributed graphs. GCLR is designed to avoid the training expenditure
incurred by the pre-training, co-training or finetuning of the LLM when infusing world
knowledge into the graph-based solution. Furthermore, GCLR is designed to avoid expensive
prompting expenditure that would arise when prompting for each node in graph. In particular,
we treated the LLM as a noisy oracle in an active learning setting that would only provide
feedback on the most challenging nodes to avoid prompting the LLM over all potential nodes.
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We demonstrated that GCLR improves performance over LLM-only or GNN-only models
across datasets, and is flexible to the choice GNN-based clustering method.

In Chapter 8, we considered the robustness of joint LLM+GNN models. In particular, we
studied the susceptibility and transferability of LLM-As-Enhancer and LLM-As-Predictors to
natural text perturbations, adversarial attacks, and structural attacks. Our results indicated
that both paradigms are sensitive, in varying degrees, to the perturbations. Indeed, we
found that LLMs-As-Predictors generally displayed less sensitivity to textual and structural
perturbations, but did generally perform more poorly on the unperturbed dataset. We
further noted that Enhancers are susceptible to pretrained language model based attacks,
and that semantic embedding do not always lead to better performance under adversarial
text-perturbations. Overall, this part of the thesis demonstrated the benefits of combining
LLMs and GNNs to overcome limitations of either modality and raised several important
questions on the vulnerabilities that may be introduced by doing so.

9.2 Future Work
Each part of this thesis o!ers several exciting directions of future work, considered jointly as
well as separately. We discuss some them here.

Using LLMs to Augment Text-Attributed Graphs. As discussed in Part I, though
well-designed augmentations are critical for strong downstream performance, it can be
challenging to design them. To this end, another promising direction is to leverage the
generative capabilities of LLMs to augment text-attributed graphs. Specifically, LLMs could
be employed to synthesize realistic but varied node descriptions, or suggest complementary
graph structures that may denoise the original graph. Notably, LLMs’ world knowledge
could help ensure that generated samples preserve semantic content where necessary and
capture task relevant information. Such augmentations could further improve the robustness
of LLM+GNN models if augmented samples are specifically designed to counter-attack
known weaknesses or bolster underrepresented domains. While there has been work on
using LLMs to augment text-attributed graphs using explanations, class descriptions and
other strategies, there remains considerable and varied scope for other augmentation strategies.

Designing Methods for Uncertainty Quantification When Working with Joint
LLM/GNN Models. As discussed in Part II, reliable uncertainty quantification is
critical for deploying models in practice. Quantifying uncertainty of joint LLM+GNN
models can be challenging as the prediction uncertainty arises from both the LLM and
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GNN. This problem is further complicated by the di!erent paradigms and strategies for
creating joint models, many of which may not be directly amenable to existing uncertainty
estimation methods. Developing novel methods for such models is an interesting area of
future work. A complementary line of work, here, includes understanding the explainability
and interpretability of the predictions and reasoning provided by joint LLM+GNN models.
Furthermore, studying the robustness of these uncertainty estimates and explanations under
data perturbations, such as adversarial attacks or distributional shifts, could yield deeper
insights into model behavior and help develop adaptive defense and augmentation strategies.

Novel Attacks and Defenses. Though we considered the transferability of existing
unimodal text and structural attacks in Chapter 7 and saw that models do display sensitivity
to such perturbations, there remains considerable scope for the design of natively multimodal
attacks that may lead to considerably more harm, and more challenging detection. For
example, backdoor attacks, a well-known vulnerability of LLMs that arises by poisoning
unfiltered training data to later activate a trigger, may also be exploited in LLM+GNN
models. Indeed, in vision-language multimodal models, it has been shown that images can
be used to inject backdoors at test-time [268]. Similarly, in LLM+GNN models, it may be
possible to embed the trigger through a combination of structure and text, making the attack
much harder to detect, while potentially spreading its influence across the graph.

LLMs have also demonstrated vulnerability to prompt injection attacks, where benign
instructions are used to lead to malicious outputs. Given the prevalence of GNNs in
recommendation systems and the growing use of LLM+GNN models in this setting, there is
impetus to develop prompt injection attacks designed to attack such models. For example, to
increase the visibility of their product or surpass filtering of inappropriate products, sellers
may be motivated to modify text-attributes of their products with injected prompts. The
e!ects of such prompts may be amplified if the modified products are strategically placed,
and act as decoys for the target product. Overall, incorporating GNNs and LLMs o!ers
avenues for new attacks that supercharge the vulnerability of LLMs by propogating their
harms throughout the graph, hide their malicious intent through structure.
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APPENDIX A

Better Practices in Graph Contrastive
Learning

A.1 Experimental Details of Section 3
For Secs. 3.3.2, 3.3.3 experiments, we use a GIN-based encoder [27] similar to InfoGraph
[14] and GraphCL [1] for all datasets but (DEEZER, GOSSIPCOP, GITHUB-SGZR). PNA
is used for (DEEZER,GITHUB-SGZR) to stabilize Infograph’s loss and in Sec. 3.3.1. For
GOSSIPCOP, the encoder is based o! PyG’s implementation [269]: 1 GCN Layer, 1 Linear
Layer, embedding dimension = 128, Optimizer = Adam [146], LR = 0.001, # of Epochs =
25, batch size = 128.
Sec. 3.3.1 Experimental Setup: The following training configuration is used: # of Layers = 3,
LR = 0.01, # of Epochs = 30, Batch-Size = 32. Models are trained on a Nvidia Tesla K80
GPU with Adam. A batch-norm layer is included between the output of the backbone and
cross entropy layer. For augmentations, we follow [1] and stochastically apply node dropping
at 20% of graph size and subgraph dropping at 20% of graph size.
Sec. 3.3.2 Experimental Setup: 3-layer GIN model with hidden dimension, learning rate,
and epochs trained of (32, NA, NA) for RAND (Random Initialization), (512,0.001,20) for
InfoGraph, and (32,0.01,20) for GraphCL. Adam and Nvidia Tesla K80 GPUs (12-GB GPU)
were used to train all models. Results for MVGRL ([51]) are not included as we consistently
witnessed Out-Of-Memory errors. Results are reported over 3 seeds. Additional Results:
Fig. A.1a includes additional results for PROTEINS, NCI1 and DD datasets.
Sec. 3.3.3 Experimental Setup: For all datasets, excluding DEEZER and GITHUB-SGZR,
we report results from GraphCL and InfoGraph. We use the same GIN encoder as GraphCL
when reporting the performance of randomly initialized models for these datasets. On
GITHUB-SGZRS, InfoGraph training time on exceeds eights hours using a NVIDIA Tesla
P100. Additional Results: See Table A.1. We find that the inductive bias of GNNs is strong
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across di!erent architectures (GraphSAGE, PNA, GCN, and GAT).

Table A.1: Inductive Bias: Additional results.

GraphSAGE 3 Layer 4 Layer 5 Layer GraphCL InfoGraph
MUTAG 0.85 ± 0.005 0.85 ± 0.006 0.85 ± 0.005 0.82 ± 0.040 0.85 ± 0.005
PROTEINS 0.73 ± 0.004 0.73 ± 0.003 0.74 ± 0.005 0.75 ± 0.002 0.74 ± 0.008
NCI1 0.74 ± 0.003 0.75 ± 0.006 0.73 ± 0.011 0.78 ± 0.000 0.79 ± 0.002
DD 0.77 ± 0.006 0.78 ± 0.002 0.78 ± 0.005 0.80 ± 0.008 0.77 ± 0.010
REDDIT-B 0.85 ± 0.014 0.83 ± 0.016 0.83 ± 0.005 – 0.66 ± 0.137
IMDB-B 0.66 ± 0.012 0.81 ± 0.008 0.81 ± 0.008 – –
PNA 3 Layer 4 Layer 5 Layer GraphCL InfoGraph
MUTAG 0.88 ± 0.011 0.88 ± 0.010 0.89 ± 0.009 0.86 ± 0.023 0.90 ± 0.014
PROTEINS 0.74 ± 0.003 0.74 ± 0.012 0.74 ± 0.005 0.74 ± 0.007 0.74 ± 0.003
NCI1 0.67 ± 0.008 0.68 ± 0.011 0.68 ± 0.010 0.78 ± 0.008 0.77 ± 0.019
DD 0.76 ± 0.014 0.76 ± 0.002 0.76 ± 0.008 0.80 ± 0.008 0.76 ± 0.006
REDDIT-B 0.90 ± 0.003 0.88 ± 0.014 0.89 ± 0.010 0.92 ± 0.006 0.92 ± 0.006
IMDB-B 0.72 ± 0.007 0.68 ± 0.011 0.68 ± 0.010 0.71 ± 0.009 0.71 ± 0.009
GCN 3 Layer 4 Layer 5 Layer GraphCL InfoGraph
MUTAG 0.85 ± 0.003 0.85 ± 0.004 0.85 ± 0.005 0.82 ± 0.013 0.85 ± 0.003
PROTEINS 0.74 ± 0.003 0.73 ± 0.007 0.74 ± 0.004 0.75 ± 0.004 0.75 ± 0.003
NCI1 0.76 ± 0.004 0.75 ± 0.001 0.75 ± 0.002 0.78 ± 0.008 0.79 ± 0.007
DD 0.78 ± 0.002 0.77 ± 0.012 0.78 ± 0.003 0.79 ± 0.007 0.76 ± 0.003
REDDIT-B 0.52 ± 0.005 0.51 ± 0.003 0.52 ± 0.005 0.92 ± 0.002 0.80 ± 0.062
IMDB-B 0.54 ± 0.001 0.57 ± 0.016 0.58 ± 0.008 0.71 ± 0.011 0.62 ± 0.070
GAT 3 Layer 4 Layer 5 Layer GraphCL InfoGraph
MUTAG 0.84 ± 0.003 0.85 ± 0.009 0.84 ± 0.003 0.81 ± 0.032 0.85 ± 0.013
PROTEINS 0.74 ± 0.002 0.74 ± 0.005 0.74 ± 0.006 0.74 ± 0.007 0.74 ± 0.005
NCI1 0.76 ± 0.009 0.75 ± 0.004 0.76 ± 0.002 0.78 ± 0.004 0.70 ± 0.040
DD 0.78 ± 0.005 0.77 ± 0.006 0.79 ± 0.001 0.79 ± 0.003 0.76 ± 0.005
REDDIT-B 0.52 ± 0.005 0.53 ± 0.004 0.52 ± 0.012 0.75 ± 0.004 –
IMDB-B 0.51 ± 0.004 0.51 ± 0.009 0.50 ± 0.005 0.51 ± 0.007 –

A.2 Document Classification
In Sec. 3.4.1, we demonstrate the benefits of using task-aware augmentations on a graph-based
document classification task.
Experimental Setup: We use the model, code base and default settings of [2]. Models are
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Table A.2: Document Classification: We use the same augmentations as in Table 3.4.
Text-to-Graph augmentations perform synonym replacement as modifying node features.

Augmentation (SimSiam) KNN Acc. (BYOL) KNN Acc.
S. vs S. (ws = 2) 62.62 ± 3.21 66.25 ± 2.65
S. vs N. (ws = 2) 57.35 ± 2.47 62.83 ± 2.82
Text-Space (ws = 2) 83.69 ± 0.01 82.69 ± 1.98
Text-to-Graph (ws = 2) 83.33 ± 1.29 78.16 ± 2.11
S. vs S. (ws = 4) 63.70 ± 8.71 67.53 ± 5.00
S. vs N. (ws = 4) 54.77 ± 1.42 65.99 ± 2.78
Text-Space (ws = 4) 83.29 ± 0.9 72.91 ± 4.97
Text-to-Graph Space (ws = 4) 84.67 ± 1.57 77.96 ± 2.04

Table A.3: Comparison to [16]. Results only reported for SimCLR, as it performs better
than SimSiam and BYOL in preceding experiments.

Rand Init. ND (20%) ND (30%) Colorize DACL [16]
37.79 ± 0.03 68.56 ± 0.16 68.07 ± 0.37 73.67 ± 0.10 59.94 ± 0.01

trained using Adam: lr = 0.001, weight-decay = 1e-4 and cosine scheduler (T=8). We
use the code (https://github.com/ jasonwei20/eda-nlp) and augmentations by [5]. Syn-
onym replacement, random deletion, random insertion and random swapping are applied at
5%, 10%, 5%, 5% of sentence length respectively. We generate an augmented version of each
sentence for every training epoch. For domain agnostic augmentations, we apply random
node dropping (10%) to generate one view. The other view is generated by applying random
node or subgraph dropping (10%).

As noted in Sec. 3.4.1, natural language augmentations can be directly in graph space. We
provide proof of concept using the synonym replacement augmentation. In Table A.2, results
are reported for a model trained with synonym replacement and graph space equivalent, node
replacement at 5%. This model achieves comparable accuracy to the original task-aware
augmentations. We suspect that synonym replacement is crucial for this task.

A.3 Super-pixel Classification
In Sec. 3.4.2, we demonstrate the benefits of using task-aware augmentations via a case study
on MNIST superpixel classification.
Experimental Setup: 50K images are used for training, 10K for validation, and 10K for
testing. We follow the same procedure as [86] to convert images to superpixel graphs: SLIC
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Table A.4: Super-pixel, Rep. Similarity. Avg. intraclass and interclass cosine similarity
is reported. Colorizing produces representations with the largest di!erence between intra- vs.
inter- class similarity, indicating that representations are well-separated.

Method Aug. Intra. Sim Inter Sim. Abs. Di! Rel. Di! Acc.
SimCLR ND (20%) 86.671 78.622 8.04 0.0928 68.56 ± 0.16
SimCLR ND (30%) 87.03 79.05 7.987 0.091 68.07 ± 0.37
SimCLR Colorizing 80.801 67.812 12.988 0.1607 73.67 ± 0.10

Table A.5: Super-pixel A”nity. Supervised, clean train accuracy is 90.01% and clean test
accuracy is 88.69%.

Aug. Aug. Train Acc. Aug. Test Acc.
ND (20%) 39.42 ± 0.011 40.29 ± 0.054
ND (30%) 29.19 ± 0.01 29.09 ± 0.036
Colorizing 47.86 ± 0.05 48.97 ± 0.03

([270]) is used to extract superpixels from the image. Then, a kNN graph is constructed
between the superpixels. Node features are RGB values and (x, y) coordinates of superpixels.
Classification is performed using three CL frameworks: SimSiam ([121]), SimCLR ([54]), and
BYOL ([122]). The same hyper-parameters and architecture are used for all frameworks.
Specifically, we use a 5-Layer GIN model closely following [86]. This model is converted
from DGL (https://www.dgl.ai) to PyG ([269]). The following hyper-parameters are used:
LR=5e-4, Hidden-Dim =110, Epochs=80, Batch-size = 128. The Adam ([146]) Optimizer is
used for training. The projector is a 2-layer MLP. The predictor is a 2-layer MLP. Predictor
hidden dimension is 1028. Bottleneck dimension is 128. Results are reported over 3 seeds.
DAGAs are random node dropping (at 20% and 30%). The task-aware augmentation is
random colorizing, performed using Scikit-Image ([271]). As discussed in the main text,
colorizing can be represented as transformation on node features as well.
Additional Results: [16] proposes to mix-up samples at either the input or hidden represen-
tation level as an alternative to domain-specific augmentations. However, we find that [16]
under-performs both node-dropping and colorizing, despite tuning the mixing parameter, ε

(see Table. A.3).This indicates that context-aware and topological augmentations are still
important to GCL. Table A.4 shows intra/inter similarity and Table A.5 shows the a”nity.
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A.4 Additional Related Work
Graph Data Augmentation. [113] train a neural edge predictor to increase homophily by
adding edges between nodes expected to be of the same class and break edges between nodes
of expected dissimilar classes. However, this approach is expensive and not applicable to
graph classification. [112] focus on feature augmentations because it is easier than designing
information preserving topological transformations. They add adversarial perturbations
to node features as augmentations. In unsupervised settings, labels are not available and
cannot be used for the adversarial perturbation, so the proposed approach is not directly
applicable. Since the writing of this paper, several recent works have been proposed that
perform automatic data-augmentation, some of which we briefly describe in Table B.7.

Graph Self-Supervised Learning. Several paradigms for self-super-vised learning in graphs
have been recently explored, including the use of pre-text tasks, multi-tasks, and unsupervised
learning. See [273] for an up-to-date survey. Graph pre-text tasks are often reminiscent of
image in-painting tasks [274], and seek to complete masked graphs and/or node features
([275, 95]). Other successful approaches include predicting graph level or property level
properties during pre-training or part of regular training to prevent overfitting ([95]). These
tasks often must be carefully selected to avoid negative transfer between tasks. Many
unsupervised approaches have also been proposed. [14, 276] draw inspiration from [123] and
maximize the mutual information between global and local representations; MVGRL ([51])
contrasts di!erent views at multiple granularities similar to [114]; [1, 272, 149, 52, 131] use
augmentations to generate views for contrastive learning. See Table B.7 for a summary of
the augmentations used.
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(a) RAND: PROT.
(73.678 ± 6.91)
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(b) RAND: NCI1
(70.65 ± 1.99)
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(c) RAND: DD
(74.52 ± 9.12)
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(d) GraphCL: PROT.
(73.49 ± 0.33)
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(e) GraphCL: NCI1
(78.16 ± 0.51)

í���� í���� í���� í���� ���� ���� ���� ���� ����

(f) GraphCL: DD
(79.54 ± 0.698)
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(g) InfoGr: PROT.
(73.225 ± 0.36)
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(h) InfoGraph: NCI1
(73.58 ± 0.16)
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(i) InfoGraph: DD
(69.41 ± 0.58)

Figure A.1: Representational Similarity. In addition to MUTAG (Figure 3.2), we provide
results on PROTEINS, NCI1 and DD. Random inductive bias is most noticeable on MUTAG
and PROTEINS. Note that the intra-class similarity can be low for GraphCL and InfoGraph.

104



Table A.6: Selected GCL Frameworks

Method Augmentations
BGRL [52] Edge Dropping, Attr. Masking
GCA [149] Edge Dropping, Attr. Masking (both weighted by cen-

trality)
GCC [272] RWR Subgraph Extraction of Ego Network
GraphCL [1] Node Dropping, Edge Adding/Dropping, Attr. Masking,

Subgraph Extraction
MVGRL [51] PPR Di!usion + Sampling
SelfGNN [131] Attr. Splitting, Attr. Standardization + Scaling, Local

Degree Profile, Paste + Local Degree Profile
JOAO [97] Min-Max Optimization to adaptively and dynamically

select from DAGA set
GraphSurgeon [130] Learnable Feature Augmentors that can be applied pre/-

post encoding
BYOV [128] Uses graph generation (regularized by InfoMin + In-

foBottleNeck) as viewmaker
AdvGCL [117] Adversarial/MinMax Optimization over learnable aug-

mentations
AF-GRL [132] Finds node-level positive samples sharing “local structure

and global semantics”
LG2AR [129] Learns a policy over augmentations and their respective

strengths without bi-level optimization
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APPENDIX B

Data-Centric Analysis of Graph Contrastive
Learning

B.1 Extending our Analysis to other Loss Functions
While our analysis focuses on the spectral contrastive loss (SpecLoss) [7] for ease of exposition,
it can also be extended to other contrastive loss functions and predictive methods, such as
BYOL [122]. As we noted in Sec. 4.2, this can be easily accomplished by leveraging our
insights on representing graph augmentations through composable graph-edit operations and
extending the analyses of Saunshi et al. [159] or Wei et al. [150].

Specifically, the contemporary work of Saunshi et al. proposes a general analysis of
contrastive loss functionals and yields a generalization bound similar to Thm. 6, e.g., a
bound that is dependent on similar data-centric properties and assumptions. In Sec. 4.3,
we decompose GGAs using GED, and then derive expressions for data-centric properties,
such as partition dissimilarity, using this decomposition. Since the focus of our analysis is
on understanding these data-centric properties in terms of intrinsic dataset attributes (e.g.,
GED between samples), our theory is complementary to the strategy used by Saunshi et al.
Indeed, SpecLoss can be replaced with an alternative contrastive loss functional and adapting
the analysis conducted in Sec. 4.3, we can extend our results to other contrastive losses. For
predictive methods, we can leverage recent work by Wei et al. [150] which provides an analysis
for unsupervised learning methods for continuous data domains (such as images) by enforcing
representation consistency on augmented samples–i.e., BYOL-like methods. Critically, Wei et
al.’s generalization analysis relies on properties of the data-generating process’s latent space
and makes analogous assumptions to the unified recoverability plus separability assumption
used in our own work. Thus, our theoretical analysis can be extended to BYOL-like methods
by deriving equivalent analytical expressions for the latent-space properties used by Wei
et al. Moreover, by representing GGAs using graph edit operations, our derivation of such
properties relies upon minimal assumptions and is straight-forward. We do note, however,
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that Wei et al. assume that the dimension of learned representations is equivalent to the
number of classes in the dataset. This can be an invalid assumption in unsupervised learning.
In contrast, our analysis is more flexible since we only assume the latent dimension is greater
than the number of classes.

B.2 Evaluation on a Non-Synthetic Dataset
Our analysis in Sec. 4.3 motivates the need for content-aware augmentations (CAAs) by
demonstrating that generic graph augmentations (GGAs) often lead to inconsistent samples,
harming representation separability and yielding task irrelevant invariances. In Sec. 4.4.2,
we empirically validated these claims in a controlled setting through our new synthetic
benchmark and the corresponding oracle CAAs (see Fig. 4.5). To demonstrate the generality
of our analysis in a practical setup, we repeat this experiment in a realistic setting where
domain knowledge is available to design content-aware augmentations.

Figure B.1: Invariance vs. Separability.
On BACE [10], a molecule-protein interac-
tion dataset, we compare the content-aware
biochemistry-inspired augmentations from
MoCL [11] against the GGAs. In this real-
world setting, we see that CAAs induce bet-
ter invariance and separability (Contours
are not filled to improve legibility).

Experimental Setup. We analyze BACE, a
molecule-protein interaction dataset. We train
our models by closely following the setup of Sun
et al. [11], who propose biochemistry-inspired
augmentations for learning domain-informed
representations. In our paper’s terminology,
these augmentations can be regarded as content-
aware augmentations. To ensure fair compari-
son, we use only “local” CAA, which does not
incorporate additional “global” domain knowl-
edge (see Sun et al. [11] for further details).
We compare against the strongest GGA base-
line reported by the authors, called “mask edge
features” augmentation.

For evaluation, we use the trained models
to compute the invariance and separability for
each sample. As in Sec. 4.4.2.3, an invariance
score is obtained by computing the mean cosine
similarity of a sample’s representation with 30 of its augmentations. A separability score
is computed by dividing the maximum cosine similarity of a given sample and same-class
samples by the maximum cosine similarity of a given sample and di!erent-class samples.

Results. As demonstrated in Fig. B.1, the biochemistry-inspired content-aware augmenta-
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tions induce much better invariance and separability than the GGA. These results provide
further corroboration to our synthetic dataset experiments in 4.5) and theory in Sec. 4.3,
where we argued that preserving content improves recoverability and leads to task-relevant
invariances with better separability.

B.3 On Using Mutual Information for Analyzing Task-
Relevance in Augmentations

While several di!erent perspectives have been recently proposed for studying self-supervised
learning’s behavior, many of these frameworks assume that augmentations induce invariance to
information that is irrelevant to the downstream task, ignoring the potential for augmentations
to induce invariance to task-relevant information and harm generalization performance.
However, as we discussed in Sec. 4.2, a notable exception is the information-theoretic analysis
of Tian et al. [99]. Specifically, Tian et al. rely upon an information-theoretic framework that
interprets the InfoNCE loss as a lower bound of mutual information between two samples.
They demonstrate under this framework that optimal augmentations are ones that maximally
perturb information irrelevant to the downstream task. However, this viewpoint su!ers from
the fallacy that InfoNCE is rarely empirically correlated with mutual information. Indeed,
Poole et al.[104] demonstrate that this interpretation is only valid when mutual information
between two samples is very large. For high-dimensional inputs, this will hold true when an
augmentation does not alter the input at all, which does not align with the practical behavior
of graph (or even image) augmentations. This renders the analysis by Tian et al. relatively
inexact compared to our own analysis.

In contrast, we emphasize that our analysis, which has been designed from the ground-up
for graph data and augmentations, is more exact. By representing graph augmentations as
composable graph-edit distance (GED) operations, we are able to rigorously relate the gener-
alization abilities of a contrastive trained model to intrinsic dataset properties. Specifically,
by deriving definitions for partition dissimilarity (Defn 3.8) and inconsistent samples (Lemma
3.6) using GED, our generalization bound relies upon minimal additional assumptions (Thm
6). In Sec. 4.4.2.3 and Sec. B.2, we verify that our theoretical observations are well supported
by our experiments on both synthetic and real-world datasets, further demonstrating the
validity of our chosen analysis framework.
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B.4 Generic Graph Augmentations and Graph Edit
Distance

The key insight for our analysis in Sec. 4.3 is that GGAs can be instantiated in a general
manner as a composition of graph edit operations. This allows us to derive a unifying
assumption related to recoverability and separability in terms of the graph edit distance
(GED) between samples. Here, we provide proofs and additional discussion for the statements
made in Sec. 4.3. We also discuss how our analysis can be interpreted with respect to the
population augmentation graph (PAG) proposed by HaoChen et al. [7].

Table B.1: Notations

Symbol Definition
X The original or natural dataset.
X Set of all augmented data.

g ↔ X Natural (attributed) graph sample.
g, g↗ ↔ X Augmented (attributed) graph samples

Eg Edge set of g.
Vg Node set of g.

ς ↔ [0, 1] Augmentation strength. Controls the % of edges or nodes that
may be perturbed by the selected augmentation.

A(g) The set of augmented samples that can be generated from
Augmentation, A, given natural sample g and ς.

A(·|g) Distribution of augmentations given a natural sample, g.
A(g|g) Probability of generating g from g given augmentation A.

f Representation Encoder, f : {X , X } → Rd

h Classifier, h : Rd → y

B.4.1 GGA and Graph Edit Distance

Graph edit distance (GED) is used to capture similarity between two graphs. Intuitively, it
captures the cost of making elementary edit operations on a graph, g1, to transform it to be
isomorphic to another graph, g2. Formally,

Definition 7 (Graph Edit Distance (Defn. 3.1)). Let the elementary graph operators (node
insertion, node deletion, edge deletion, edge addition), and the categorical feature replacement
operator comprise the set of graph edits. Then, GED (g1, g2) = min(e1,...,ek)↑P(g1,g2)

∑k
i=1 c (ei),

where P (g1, g2) is the set of paths (series of edit operations) that transforms g1 to be isomorphic
to g2. Here, ei is i-th edit operation in the path, and c(ei) is the cost for performing the edit.
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Table B.2: Generic Graph Augmen-
tations vs. Graph Edit Operators.
(Reproduced. Table 1.) GGA can be
straightforwardly expressed using graph
edit operators.

Augmentations Graph Edit Operators

Node Dropping Node Deletion
Edge Perturbation Edge Deletion, Edge Addition
Categorical Attribute Masking Categorical Feature Replacement Operator
Sub-graph Sampling Node Deletions

As shown in Table. 4.1, elementary graph edit op-
erators can be used to straight-forwardly represent
the node dropping, edge perturbation and sub-graph
sampling generic graph augmentations [1]. By in-
troducing an additional graph operator, categorical
feature replacement, we are also able to consider
distance with respect to categorical node attributes.
This operator performs a “replacement” whenever
there is a disagreement between g1 and g2’s node
attributes. Then, the GED is the total cost of structural changes and attribute disagreements
between two graphs. Here, we assign a unit cost per operation so all operations are treated
equally. Assigning cost to reflect di!erent inductive biases over augmentations is an interesting
direction left for future work. Next, we briefly discuss some examples of using graph edit
operators to represent GGAs.

Let (g, g) represent the original and augmented graph respectively, where we perform
node dropping to obtain g. Recall that the node dropping augmentation may only drop up
to some fraction of nodes in g. Then, clearly the minimum cost path can then be found
using only node deletion operators, and the GED(g, g) is bounded by the number of allowed
node drops. Similarly, if g was obtained through the edge perturbation augmentation, which
randomly adds or removes a fraction of edges, then GED(g, g) is bounded by the number of
allowable edge modifications and can be obtained using only edge addition/deletion operators.
(Here, we allow nodes without edges to still exist, so performing node addition/deletion would
not result in a lesser GED.) The sub-graph sampling augmentation extracts a connected
sub-graph that contains at most a fraction of total nodes. The minimum cost path can then
be defined using only node deletions, e.g. where the operator is applied to all nodes not in
the sampled sub-graph. Therefore, GED(g, g) is bounded by |g| ≃ |g|. As discussed above,
the categorical attribute masking augmentation can be recovered by directly applying the
categorical feature replacement operator. Then, the minimum cost path is then the number
of di!erences between the augmented and original samples’ node attributes. We formalize
the relationships between augmentations and GED in the following Lemmas.

Lemma 3. Allowable augmentations can be expressed using GED. (Reproduction

of Lemma 3.2) Let g be a natural sample in X , A be some GGA, g ⇒ A(·|g) be an
augmented sample generated from g and ς be the augmentation strength or the fraction of the
graph that GGAs may modify. Then, φ ↔ {⇓ς|Vg|⇔, ⇓ς|Eg|⇔} represents the number of discrete,
allowable modifications for the specified GGA, so GED(g, g) ↖ φ. Correspondingly, we have
g ↔ A(g) ↙ GED(g, g) ↖ φ.
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Proof. Let P be the shortest path comprised of the edit operators defined in Table. 4.1 for
the given GGA, A. Then, given that at most φ discrete modifications are permitted and each
operator has unit cost, len(P) ↖ φ and ∑

ei↑P c(ei) ↖ φ. Thus, GED(g, g) ↖ φ.

Lemma 4. Upper-bound on Size of Augmentation Set. The size of A(g) can be
upper-bounded through a combinatorial counting process. For example, to determine A(g)
when the considered augmentation is node dropping, we can delineate all sets of possible nodes
with size up-to ς|Vg|. Formally, the upper-bound on the number of samples generated using
node dropping are:

|A(g)| ↖
ϱ|Vg |

j=1

|Vg|!
(|Vg| ≃ j)!j!

We note that this value is an upper-bound because isomorphic pairs are treated as two separate
graphs. Furthermore, note the size of the augmentation set grows exponentially with graph
size. A similar counting process can be used to determine the number of possible augmented
samples obtained through edge perturbation, sub-graph sampling or feature masking. For
example, the edge-dropping augmentation could be counted as: |A(g)| ↖ ∑|ϱEg |

j=1
|Eg |!

(|Eg |↓j)!j! .

We further note that because generic graph augmentations (GGAs) perturb the graph
randomly, each augmented sample, g ↔ A(g), is equally likely, e.g., A(g|g) = 1

|A| .

B.5 Details for Generalization Analysis

B.5.1 Generalization Analysis

Recently, HaoChen et al. [7] demonstrated that spectral clustering over a graph that captures
similarity of augmented data can recover class partitions as augmentations belonging to
the same class are more similar, and thus well-connected. These well-aligned partitions
can be recovered through spectral decomposition of the similarity graph and the resulting
embeddings can be used as features for downstream tasks. The SpecLoss objective, which
performs this decomposition, is then defined as follows [7]: Let g ⇒ A(·|g), g+ ⇒ A(·|g),
given g ↔ X and g↓ ⇒ A(·|g↗), given x

↗ ⇒ PX ⇑ g↗ ↗= g. Then, for the positive/negative pairs
(g, g+)/(g, g↓), the loss L(f) is:

≃2 · Eg,g+

[
f(g)↘

f(g+)
]

+ Eg,g→

[(
f(g)↘

f(g↓)
)2]

By defining SpecLoss through spectral decomposition, its generalization error can be
bounded using the recoverability and separability assumptions, which can also be understood
in terms of the structure of the similarity graph.
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Indeed, in Sec. 4.3, we demonstrated how GGAs and GED influence recoverability and
separability by deriving an analogous generalization bound for SpecLoss that is tailored for
graph data. At a high-level, to find this bound, we derived expressions for recoverability, ε,
and separability, ⇀, based on graph edit distance, and then used these expression to recover
the SpecLoss bound. We then performed some additional manipulation to derive the final
expression presented in Thm. 6. Here, we provide the details and proofs behind these steps.
We begin by restating the Separability plus Recoverability assumption.

Assumption 2 (Separability plus Recoverability Assumption, (Reproduction of Assm.
3.3)). Let g ↔ X and y(g) be its label, and g ⇒ A(·|g). Assume that there exists a classifier
h, such that h(g) = y(g) with probability at least 1 ≃ ε. We refer to ε as the error of h.

Now, recall from Sec. 4.3, that h will incur irreducible error on inconsistent samples, which
are defined as follows:

Corollary 8. (Co-occuring augmentations.,Reproduction of Coll. 3.4) Let g ↔ X
and g, g↗ ↔ X . Then, g ⇒ A(g) ⇑ g↗ ⇒ A(g) ↙ GED(g, g↗) ↖ 2φ, where φ =
min{⇓ς|Vg|⇔, ⇓ς|Eg|⇔ ⇓ς|Vg|⇔, ⇓ς|Eg|⇔}.

Proof. Recall, that g ⇒ A(g) ⇏ GED(g, g) ↖ φ and g↗ ⇒ A(g) ⇏ GED(g↗
, g) ↖ φ.

Then, GED(g, g↗) ↖ 2φ and are co-occurring augmentations as they both belong to A(g).

Definition 9 (Inconsistent Samples, Reproduction of Defn. 3.5). Let g ↔ X , and
y : X → r be a labeling function. Further, let X in = {g|g ↔ X ⇑ GED(g, g) ↖ φ} be the set
of natural samples that may have generated g and Y

≃
in = {y(g)|g ↔ X in} be the set of unique

labels. If g is an inconsistent sample, |Y ≃
in| > 1.

Now, we fix the behavior of h on inconsistent samples such that h(g) = y, for some fixed
y ↔ Y

≃
in. Then, h induces an r-way partition over X , such that each sample, g, belongs to a

partition, Sh(g). Further, because h will always incur error on inconsistent samples, ε can
be lower bounded by the ratio of inconsistent to total samples. To this end, we use GED to
identify inconsistent samples by identifying disagreement amongst partitions as follows.

Lemma 5 (Using GED to identify inconsistent samples, Reproduction of Lemma 3.6).
Let g, g↗ ↔ X and GED(g, g↗) ↖ 2φ such that g ↔ Si ⇑ g↗ ↔ Sj and i ↗= j, where partitions
are induced by h. Then, at least one g̃ ↔ {g, g↗} must be an inconsistent sample.

Proof. By definition, GED(g, g↗) ↖ 2φ implies that at least one of the following must be
true: (i) g1 ↔ X ∀ y(g1) = i ⇑ GED(g1, g) ↖ φ ⇑ GED(g1, g↗) ↖ φ or (ii) g2 ↔ X ∀ y(g2) =
j ⇑ GED(g2, g) ↖ φ ⇑ GED(g2, g↗) ↖ φ. WLOG, assume (i). Now, g↗ ↔ Sj ↙ h(g) = j,
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so j ↔ |Y ≃
in|. However, GED(g1, g) ↖ φ, so by Lemma 1 and Defn. 3, y(g1) = i ↔ Y

≃
in.

Since, i ↗= j, |Y ≃
in| > 1, g must be an inconsistent sample. Note, if (ii) holds, then g↗ is an

inconsistent sample.

Note that the above lemma does not rely on ground-truth label information to identify
inconsistent samples, but only GED from natural samples. Given that the error on inconsistent
samples is irreducible, as it is unclear which y ↔ Yin is correct, we can lower bound the error
of h as follows:

Corollary 10 (Error bound due to Inconsistent Samples, Reproduction of Coll. 3.7).
The error of h can be lower-bounded as

ε ′
∑r

i

∑
g↑Si,g↑ /↑Si

1(GED(g, g↗) ↖ 2φ)
|X | .

Here, the number of inconsistent samples can be approximated via
∑r

i

∑
g↑Si,g↑ /↑Si

1(GED(g, g↗) ↖ 2φ) and |X | can be estimated using a combinatorial
counting procedure. Thus, the above corollary reflects the fact that error on inconsistent
samples cannot be reduced due to label un-identifiability.

Partition dissimilarity, which induces a notion of clustering of similar data-points in our
analysis, can be defined as the following:

Definition 11 (Partition Dissimilarity, Reproduction of Defn. 3.8). Let S1, . . . , Sr be an
r-way partition of X . Then, we define the partition dissimilarity for a given partition as

↼X (Si) =
∑

g↑S,g↑ /↑S 1(GED(g, g↗) ↖ 2φ)
∑

g↑S |{g↗|GED(g, g↗) ↖ 2φ}| .

We can now state the main result that re-derives the generalization error of SpecLoss in
terms of GGAs, using the definitions of co-occurring pairs (Def. 2) and dissimilar partitions
(Def. 5). Notably, we decompose bound in terms of the number of co-occurring augmentation-
pairs within the same partition and the number of pairs that cross partitions, which are defined
respectively as, ↽ = ∑

g↑S↓,g↑↑S↓ 1(GED(g, g↗) ↖ 2φ), and µ = ∑
g↑S↓,g↑ /↑S↓ 1(GED(g, g↗) ↖

2φ).

Theorem 12 (Generalization Bound for SpecLoss with GGA, Reproduction of Thm
3.9). Assume the representation dimension k ′ 2r and Assm. 4 holds for ε ′ 0. Let F be a
hypothesis class containing a minimizer f

≃
pop of SpecLoss, L(f), which produces a ⇓k/2⇔-way

partition of X denoted by {S≃}. Let its most dissimilar partition have dissimilarity denoted
by ⇀⇐k/2⇒ = mini ↼(Si ↔ {S≃}). Then, f

≃
pop has a generalization error bounded as, where the
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middle term is from the original SpecLoss bound:

E(f ≃
pop) ↖ Õ

(
ε/⇀

2
⇐k/2⇒

)
= Õ

(
r

|X |

[

µ + 2↽ + ↽
2

µ

])

,

Proof. The conversion from recoverability (ε) and conductance (⇀) and within partition (µ)
and across partition pairs (↽), can be derived as follows. We assume that the data distribution
is I.I.D and the size of the class partitions are roughly equivalent.

E(f ≃
pop) ↖ Õ

(
ε/⇀

2
⇐k/2⇒

)

= Õ





∑r
i

∑
g↑Si,g↑ /↑Si

1(GED(g, g↗) ↖ 2φ)
|X |

1
[∑

g↔S↓,g↑ /↔S↓
1(GED(g,g↑)⇔2ε)∑

x↔S↓
wx

]2





E(f→
pop) ↖ Õ

(
ω/ε

2
↑k/2↓

)

= Õ




∑r

i

∑
g↔Si,g→ /↔Si

1(GED(g, g↗) ↖ 2ϑ)
|X |

∑
x↔S↑

wx

2

[∑
g↔S↑,g→ /↔S↑

1(GED(g, g↗) ↖ 2ϑ)
]2





= Õ




r

∑
g↔S↑,g→ /↔S↑

1(GED(g, g↗) ↖ 2ϑ)
|X |

∑
x↔S↑

wx

2

[∑
g↔S↑,g→ /↔S↑

1(GED(g, g↗) ↖ 2ϑ)
]2





= Õ



 r
∑

x↔S↑
wx

2

|X |
[∑

g↔S↑,g→ /↔S↑
1(GED(g, g↗) ↖ 2ϑ)

]





= Õ




r

[∑
g↔S↑,g→ /↔S↑

1(GED(g, g↗) ↖ 2ϑ) +
∑

g↔S↑,g→↔S↑
1(GED(g, g↗) ↖ 2ϑ)

]2

|X |
[∑

g↔S↑,g→ /↔S↑
1(GED(g, g↗) ↖ 2ϑ)

]





= Õ

(
r

|X |

[[∑
g↔S↑,g→ /↔S↑

1(GED(g, g↗) ↖ 2ϑ)
]2

[∑
g↔S↑,g→ /↔S↑

1(GED(g, g↗) ↖ 2ϑ)
]

+
2

[∑
g↔S↑,g→ /↔S↑

1(GED(g, g↗) ↖ 2ϑ)
∑

g↔S↑,g→↔S↑
1(GED(g, g↗) ↖ 2ϑ)

]

[∑
g↔S↑,g→ /↔S↑

1(GED(g, g↗) ↖ 2ϑ)
]

+
∑

g↔S↑,g→↔S↑
1(GED(g, g↗) ↖ 2ϑ)

∑
g↔S↑,g→ /↔S↑

1(GED(g, g↗) ↖ 2ϑ)

])

= Õ

(
r

|X |

[


g↔S↑,g→ /↔S↑

1(GED(g, g↗) ↖ 2ϑ)

+ 2


g↔S↑,g→↔S↑

1(GED(g, g↗) ↖ 2ϑ) +

[∑
g↔S↑,g→↔S↑

1(GED(g, g↗) ↖ 2ϑ)
]2

∑
g↔S↑,g→ /↔S↑

1(GED(g, g↗) ↖ 2ϑ)

])

(B.1)
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Now, notice that the above equation can be understood as the number of inconsistent
samples vs. the original samples. Let, ↽ = ∑

g↑S↓,g↑↑S↓ 1(GED(g, g↗) ↖ 2φ) and µ =
∑

g↑S↓,g↑ /↑S↓ 1(GED(g, g↗) ↖ 2φ). Then, we have recovered the bound presented in Theorem
6.

Õ

(
ω/ε

2
↑k/2↓

)
= Õ

(
r

|X |

[


g↔S↑,g→ /↔S↑

1(GED(g, g↗) ↖ 2ϑ)

+ 2


g↔S↑,g→↔S↑

1(GED(g, g↗) ↖ 2ϑ) +

[∑
g↔S↑,g→↔S↑

1(GED(g, g↗) ↖ 2ϑ)
]2

∑
g↔S↑,g→ /↔S↑

1(GED(g, g↗) ↖ 2ϑ)

])

∝ Õ




r

|X |




µ

inconsistent samples

+ 2ϖ
valid samples

+

valid samples
ϖ

2

µ
inconsistent samples








.

(B.2)

Recall, that inconsistent samples can be determined through graph edit distance (Defn. 3)
between augmented samples. Moreover, that the maximum allowable edit distance between
augmented samples is determined by augmentation strength.

B.5.2 Connections to the Population Augmentation Graph

The original bound for SpecLoss uses the population augmentation graph (PAG). While we
did not use the PAG in our analysis for ease of exposition, we note that our analysis can be
adapted for the PAG as follows:

Definition 13 (Population Augmentation Graph [? ]). Let Gp be the PAG where the vertex
set is all augmented data X . For any two augmented data g, g↗ ↔ X , define the edge weight
wgg↑ as the marginal probability of generating g and g↗ from a random natural data g ⇒ PX :

wgg↑ := Eg↑PX
[A(g|g)A(g↗|g)]. (B.3)

To extend our analysis to the PAG, we show that connectivity in the PAG is also
determined by GED. Then, the definition of inconsistent samples, and partition dissimilarity
(conductance) straight-forwardly follow.

Lemma 6. Connectivity in the PAG is determined by GED. Let g, g↗ ↔ X , and
g ↔ X . Then, wgg↑ > 0 ↙ GED(g, g↗) ↖ 2φ.

Proof. By Lemma 2, wgg↑ > 0 ↙ A(g|g) > 0 ⇑ A(g↗|g) > 0. Moreover, if A(g|g) > 0 then,
g is the augmentation set of g. If g ↔ A(g) then, GED(g, g) ↖ φ. Then, wgg↑ > 0 ↙
GED(g, g) ↖ φ ⇑ GED(g↗

, g) ↖ φ, which in turn applies, wgg↑ > 0 ↙ GED(g, g↗) ↖ 2φ.
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Corollary 14 (Conductance according to GGA). Recall, the conductance ↼G of a
partition Si in a graph G measures how many edges cross partitions relative to total number
of edges a node possesses and that A(g|g) ∝ 1

|A(g)| . Then,

↼G(Si) =
∑

x↑S,x↑ /↑S 1(wxx↑ > 0)
∑

x↑S wx
,

where wx represents the size of x’s edge-set.

Using this definition, we can substitute into the original SpecLoss generalization bound
and recover the result presented in Thm. 6.

B.6 Dataset Generation and Experimental Details

Figure B.2: Motifs used to determine class labels.

We use the motifs shown in Fig. B.6 to define a 6 class graph classification task. It is impor-
tant to ensure that the motifs are not isomorphic, as many GNNs are less expressive than the
1-Weisfeiler Lehman’s test for isomorphism ([27]). For each class, 1000 random samples are
generated as follows: (i) We randomly select between 1-3 motifs to be in each sample. At this
time, motifs all belong to the same class, though this condition could easily be changed for a
more di”cult task. (ii) We define the number of content nodes, Cn, as the size of the selected
motif, scaled by the number of motifs in the sample. (iii) For a given style ratio, we determine
the number of possible style nodes as Sn = ⇀Cn (iv). We define RBG(n) using networkx’s ∗

random tree generator: networkx.generators.trees.random_tree. We note that other ran-
dom graph generators would also be well suited for this task. (v) For additional randomness, we
create background graphs using Sn±2, and also randomly perturb up-to 10% of edges in sample.
We repeat this set-up with ⇀ ↔ {0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0, 5.5, 6.0, 6.5, 7.5, 8.0}
to generate the datasets used in Sec 4.4.2.

∗https://networkx.org/documentation/stable/
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Table B.3: Dataset Description

Name Graphs Classes Avg. Nodes Avg. Edges Domain

IMDB-BINARY [136] 1000 2 19.77 96.53 Social
REDDIT-BINARY [136] 2000 2 429.63 497.75 Social
MUTAG [138] 188 2 17.93 19.79 Molecule
PROTEINS [139] 1113 2 39.06 72.82 Bioinf.
DD [140] 1178 2 284.32 715.66 Bioinf.
NCI1 [93] 4110 2 29.87 32.30 Molecule

Experimental Set-up: We follow You et al. [1] for TUDataset experiments. When
reporting the kNN accuracy, we tune k ↔ {5, 10, 15, 20} separately on validation data for
each dataset and method to allow for the strongest baselines. For synthetic datasets we use
the following setup. Our encoder is a 5-layer GIN model with mean pooling. We set input
node features to be a constant 10-dimensional feature vector, and a hidden layer dimension
is 32; we concatenate hidden representations for a representation dimension of 160. Models
are pretrained for 60 epochs. Subsequently, we use a linear evaluation protocol and train a
linear head for 200 epochs. All models are trained with Adam, lr = 0.01.

B.7 Related Work

Table B.4: Selected Graph Contrastive Learning Frameworks. We provide a brief
description of augmentations used by selected frameworks. Most frameworks use random
corruptive, sampling, or di!usion-based approaches to generate augmentations.

Method Augmentations

GraphCL ([1]) Node Dropping, Edge Adding/Dropping,
Attribute Masking, Subgraph Extraction

GCC ([272]) RWR Subgraph Extraction of Ego Network
MVGRL ([51]) PPR Di”usion + Sampling
GCA ([149]) Edge Dropping, Attribute Masking (both

weighted by centrality)
BGRL ([52]) Edge Dropping, Attribute Masking
SelfGNN ([131]) Attribute Splitting, Attribute Standardiza-

tion + Scaling, Local Degree Profile, Paste
+ Local Degree Profile

Graph Data Augmentation: Unlike images, graphs are discrete objects that do not naturally
lie in Euclidiean space, making it di”cult to define meaningful augmentations. Furthermore,
while for images or natural language, there may be an intuitive understanding of what changes
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will preserve task-relevant information, this is not the case for graphs. Indeed, a single edge
change can completely change the properties of a molecular graph. Therefore, only a few
works consider graph data augmentation. [113] note that a node classification task can be
perfectly solved if edges only exist between same class samples. They increase homophily
by adding edges between nodes that a neural network predicts belong to the same class
and breaking edges between nodes of predicted dissimilar classes. However, this approach is
expensive and not applicable to graph classification. [112] argue that information preserving
topological transformations are di”cult for the aforementioned reasons and instead focus
on feature augmentations. Throughout training, they add an adversarial perturbation to
node features to improve generalization, computing the gradient of the model weights while
computing the gradients of the adversarial perturbation to avoid more expensive adversarial
training [277]. This approach is not directly applicable to contrastive learning, where label
information cannot be used to generate the adversarial perturbation.

Graph Self-Supervised Learning: In graphs, recent works have explored several paradigms
for self-supervised learning: see [273] for an up-to-date survey. Graph pre-text tasks are
often reminiscent of image in-painting tasks [274], and seek to complete masked graphs
and/or node features ([275, 95]). Other successful approaches include predicting auxiliary
properties of nodes or entire graphs during pre-training or part of regular training to prevent
overfitting ([95]). These tasks often must be carefully selected to avoid negative transfer
between tasks. Many contrast-based unsupervised approaches have also been proposed, often
inspired by techniques designed for non-graph data. [14, 276] draw inspiration from [123] and
maximize the mutual information between global and local representations. MVGRL ([51])
contrasts di!erent views at multiple granularities similar to [114]. [1, 272, 149, 52, 131] use
augmentations (which we summarize in Table B.7) to generate views for contrastive learning.
We note that random corruption, sampling or di!usion based approaches used to create
generic graph augmentations often do not preserve task-relevant information or introduce
meaningful invariances.
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APPENDIX C

Uncertainty Quantification with GNNs

C.1 Ethics Statement
This work proposes a method to improve uncertainty estimation in graph neural networks,
which has potential broader societal impacts. As graph learning models are increasingly
deployed in real-world applications like healthcare, finance, and transportation, it becomes
crucial to ensure these models make reliable predictions and know when they may be
wrong. Unreliable models can lead to harmful outcomes if deployed carelessly. By improving
uncertainty quantification, our work contributes towards trustworthy graph AI systems.

We also consider several additional safety-critical tasks, including generalization gap
prediction for graph classification (to the best of our knowledge, we are the first to report
results on this task) and OOD detection. We hope our work will encourage further study in
these important areas.

However, there are some limitations. Our method requires (modest) additional computation
during training and inference, which increases resource usage. Although G-#UQ, unlike
post-hoc methods, does not need to be fit on a validation dataset, evaluation of its benefits
also also relies on having some out-of-distribution or shifted data available, which may not
always be feasible. We have seen in Table 5.1 that there are tasks for which G-#UQfails
to improve accuracy and/or calibration of some post-hoc methods, further emphasizing the
need to perform appropriate model selection and the risks if shifted validation data is not
available. Finally, there are open questions around how much enhancement in uncertainty
calibration translates to real-world safety and performance gains.

Looking ahead, we believe improving uncertainty estimates is an important direction for
graph neural networks and deep learning more broadly. This will enable the development
safe, reliable AI that benefits society. We hope our work inspires more research in the graph
domain that focuses on uncertainty quantification and techniques that provide guarantees
about model behavior, especially for safety-critical applications. Continued progress will
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require interdisciplinary collaboration between graph machine learning researchers and domain
experts in areas where models are deployed.

C.2 PseudoCode

(a) Vanilla GNN
(b) G-!UQ with Node Feature Anchor-
ing

(c) G-!UQ with Hidden Rep Anchoring (d) G-!UQ with READOUT Anchoring

Figure C.1: PseudoCode for G-#UQ. We provide simplified pseudo-code to demonstrate
how anchoring can be performed. We assume PyTorchGeometric style mini-batching. Changes
with respect to the vanilla GNN are shown in bold. Unchanged lines are grayed out.

C.3 Reproducibility
For reproducing our experiments, we have made our code available at this repository. In the
remainder of this appendix (specifically App. C.6, C.7), and C.10), we also provide additional
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details about the benchmarks and experimental setup.

C.4 Details on Super-pixel Experiments
We provide an example of the rotated images and corresponding super-pixel graphs in Fig.
C.2. (Note that classes “6” and “9” may be confused under severe distribution shift, i.e. 90
degrees rotation or more. Hence, to avoid harming class information, our experiments only
consider distribution shift from rotation up to 40 degrees.)

Figure C.2: Rotated Super-pixel MNIST. Rotating images prior to creating super-pixels
to leads to some structural distortion [12]. However, we can see that the class-discriminative
information is preserved, despite rotation. This allows for simulating di!erent levels of graph
structure distribution shifts, while still ensuring that samples are valid.

Tables C.1 and C.2 provided expanded results on the rotated image super-pixel graph
classification task, discussed in Sec. 5.6.1.

In Table C.4 we focus on the calibration results on this task for GPS variants alone. Across
all levels of distribution shift, the best method is our strategy for applying G-#UQ to a
pretrained model–demonstrating that this is not just a practical choice when it is infeasible
to retrain a model, but can lead to powerful performance by any measure. Second-best on all
datasets is applying G-#UQ during training, further highlighting the benefits of stochastic
anchoring.

In addition to the structural distribution shifts we get by rotating the images before
constructing super-pixel graphs, we also simulate feature distribution shifts by adding
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Table C.1: RotMNIST-Accuracy. Here, we report expanded results (accuracy) on the
Rotated MNIST dataset, including a variant that combines G-#UQ with Deep Ens. Notably,
we see that anchored ensembles outperform basic ensembles in both accuracy and calibration.
(Best results for models using Deep Ens. and those not using it marked separately.)

MODEL G-#UQ? LPE? Avg. Test (∈) Acc. (10) (∈) Acc. (15) (∈) Acc. (25) (∈) Acc. (35) (∈) Acc. (40) (∈)

✁ ✁ 0.947 ±0.002 0.918 ±0.002 0.904 ±0.005 0.828 ±0.009 0.738 ±0.009 0.679 ±0.007
! ✁ 0.933 ±0.015 0.894 ±0.019 0.878 ±0.020 0.794 ±0.032 0.698 ±0.036 0.636 ±0.048
✁ ! 0.949 ±0.002 0.917 ±0.004 0.904 ±0.005 0.829 ±0.007 0.744 ±0.007 0.685 ±0.006

GatedGCN

! ! 0.915 ±0.032 0.872 ±0.038 0.852 ±0.0414 0.776 ±0.039 0.680 ±0.037 0.631 ±0.033
✁ ! 0.970 ±0.001 0.948 ±0.001 0.938 ±0.001 0.873 ±0.006 0.770 ±0.013 0.688 ±0.009

GPS
! ! 0.969 ±0.001 0.946 ±0.003 0.937 ±0.003 0.869 ±0.003 0.769 ±0.012 0.679 ±0.014

GPS (Pretrained) ! ! 0.967 ±0.002 0.945 ±0.004 0.934 ±0.005 0.864 ±0.009 0.759 ±0.010 0.674 ±0.002

✁ ✁ 0.963 ±0.0002 0.943 ±0.001 0.933 ±0.001 0.874 ±0.002 0.794 ±0.002 0.731 ±0.002
! ✁ 0.949 ±0.008 0.922 ±0.008 0.907 ±0.011 0.828 ±0.020 0.733 ±0.032 0.662 ±0.046
✁ ! 0.965 ±0.001 0.943 ±0.001 0.933 ±0.001 0.873 ±0.001 0.792 ±0.004 0.736 ±0.003

GatedGCN-DENS

! ! 0.954 ±0.005 0.930 ±0.010 0.917 ±0.011 0.850 ±0.023 0.759 ±0.025 0.696 ±0.032
✁ ! 0.980 ±0.000 0.969 ±0.000 0.961 ±0.000 0.913 ±0.000 0.834 ±0.000 0.750 ±0.000

GPS-DENS
! ! 0.978 ±0.001 0.963 ±0.000 0.953 ±0.001 0.905 ±0.000 0.822 ±0.002 0.736 ±0.003

Gaussian noise with di!erent standard deviations to the pixel value node features in the
super-pixel graphs. In Table C.5, we report accuracy and calibration results for varying
levels of distribution shift (represented by the size of the standard deviation of the Gaussian
noise). Across di!erent levels of feature distribution shift, we also see that G-#UQ results
in superior calibration, while maintaining competitive or in many cases superior accuracy.

122



Table C.2: RotMNIST-Calibration. Here, we report expanded results (calibration) on the
Rotated MNIST dataset, including a variant that combines G-#UQ with Deep Ens. Notably,
we see that anchored ensembles outperform basic ensembles in both accuracy and calibration.
(Best results for models using Deep Ens. and those not using it marked separately.)

MODEL G-#UQ LPE? Avg.ECE (∋) ECE (10) (∋) ECE (15) (∋) ECE (25) (∋) ECE (35) (∋) ECE (40) (∋)

✁ ✁ 0.035 ±0.001 0.054 ±0.002 0.062 ±0.003 0.118 ±0.007 0.185 ±0.006 0.233 ±0.008GatedGCN-TS
✁ ! 0.033 ±0.002 0.053 ±0.002 0.061 ±0.004 0.116 ±0.005 0.179 ±0.006 0.225 ±0.005
✁ ✁ 0.038 ±0.001 0.059 ±0.001 0.068 ±0.340 0.126 ±0.008 0.195 ±0.012 0.245 ±0.011
! ✁ 0.018 ±0.008 0.029 ±0.013 0.033 ±0.164 0.069 ±0.033 0.117 ±0.048 0.162 ±0.067
✁ ! 0.036 ±0.003 0.059 ±0.002 0.068 ±0.340 0.125 ±0.006 0.191 ±0.007 0.240 ±0.008

GatedGCN

! ! 0.022 ±0.007 0.028 ±0.014 0.034 ±0.169 0.062 ±0.022 0.109 ±0.019 0.141 ±0.019
GPS-TS ✁ ! 0.024 ±0.001 0.041 ±0.001 0.049 ±0.001 0.102 ±0.006 0.188 ±0.012 0.261 ±0.008

✁ ! 0.026 ±0.001 0.044 ±0.001 0.052 ±0.156 0.108 ±0.006 0.197 ±0.012 0.273 ±0.008GPS
! ! 0.022 ±0.001 0.037 ±0.005 0.044 ±0.133 0.091 ±0.008 0.165 ±0.018 0.239 ±0.018

GPS (Pretrained) ! ! 0.021 ±0.001 0.032 ±0.003 0.039 ±0.116 0.083 ±0.002 0.153 ±0.007 0.217 ±0.012

✁ ✁ 0.026 ±0.000 0.038 ±0.001 0.042 ±0.001 0.084 ±0.002 0.135 ±0.001 0.185 ±0.003
! ✁ 0.014 ±0.003 0.018 ±0.005 0.021 ±0.005 0.036 ±0.012 0.069 ±0.032 0.114 ±0.056
✁ ! 0.024 ±0.001 0.038 ±0.001 0.043 ±0.002 0.083 ±0.001 0.139 ±0.004 0.181 ±0.002

GatedGCN-DENS

! ! 0.017 ±0.002 0.024 ±0.005 0.027 ±0.008 0.030 ±0.004 0.036 ±0.012 0.059 ±0.033
✁ ! 0.016 ±0.001 0.026 ±0.002 0.030 ±0.000 0.066 ±0.000 0.123 ±0.000 0.195 ±0.000GPS-DENS
! ! 0.014 ±0.000 0.023 ±0.002 0.027 ±0.003 0.055 ±0.004 0.103 ±0.006 0.164 ±0.006

Table C.3: Accuracy of GPS Variants on RotatedMNIST. We focus on the accuracy
results for GPS variants on rotated MNIST dataset. Using G-#UQ (with or without
pretraining) remains close in accuracy to foregoing it, generally within the range of the
standard deviation of the results.

MODEL G-#UQ? Avg. Test (∈) Acc. (10) (∈) Acc. (15) (∈) Acc. (25) (∈) Acc. (35) (∈) Acc. (40) (∈)
✁ 0.970 ±0.001 0.948 ±0.001 0.938 ±0.001 0.873 ±0.006 0.770 ±0.013 0.688 ±0.009

GPS
! 0.969 ±0.001 0.946 ±0.003 0.937 ±0.003 0.869 ±0.003 0.769 ±0.012 0.679 ±0.014

GPS (Pretrained) ! 0.967 ±0.002 0.945 ±0.004 0.934 ±0.005 0.864 ±0.009 0.759 ±0.010 0.674 ±0.002

Table C.4: Calibration of GPS Variants on RotatedMNIST. We focus on the calibration
results for GPS variants on rotated MNIST dataset. Across the board, we see improvements
from using G-#UQ , with our strategy of applying it to a pretrained model doing best.

MODEL G-#UQ Avg.ECE (∋) ECE (10) (∋) ECE (15) (∋) ECE (25) (∋) ECE (35) (∋) ECE (40) (∋)

GPS-TS ✁ 0.024 ±0.001 0.041 ±0.001 0.049 ±0.001 0.102 ±0.006 0.188 ±0.012 0.261 ±0.008
✁ 0.026 ±0.001 0.044 ±0.001 0.052 ±0.156 0.108 ±0.006 0.197 ±0.012 0.273 ±0.008GPS
! 0.022 ±0.001 0.037 ±0.005 0.044 ±0.133 0.091 ±0.008 0.165 ±0.018 0.239 ±0.018

GPS (Pretrained) ! 0.021 ±0.001 0.032 ±0.003 0.039 ±0.116 0.083 ±0.002 0.153 ±0.007 0.217 ±0.012
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Table C.5: MNIST Feature Shifts. G-#UQ improves calibration and maintains competi-
tive or even improved accuracy across varying levels of feature distribution shift.

STD = 0.1 STD = 0.2 STD = 0.3 STD = 0.4

MODEL LPE? G-#UQ? Calibration Accuracy (∈) ECE (∋) Accuracy (∈) ECE (∋) Accuracy (∈) ECE (∋) Accuracy (∈) ECE (∋)

✁ ✁ ✁ 0.742±0.005 0.186±0.018 0.481±0.015 0.414±0.092 0.293±0.074 0.606±0.147 0.197±0.092 0.71±0.178
✁ ! ✁ 0.773±0.053 0.075±0.032 0.536±0.010 0.160±0.087 0.356±0.101 0.422±0.083 0.249±0.074 0.529±0.047
! ✁ ✁ 0.751±0.02 0.176±0.014 0.519±0.004 0.348±0.03 0.345±0.032 0.485±0.096 0.233±0.043 0.581±0.142

GatedGCN

! ! ✁ 0.745±0.026 0.100±0.036 0.541±0.040 0.235±0.067 0.355±0.062 0.408±0.116 0.242±0.063 0.539±0.139
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C.5 Stochastic Centering on the Empirical NTK of
GNNs

Using a simple grid-graph dataset and 4 layer GIN model, we compute the Fourier spectrum
of the NTK. As shown in Fig. C.3, we find that shifts to the node features can induce
systematic changes to the spectrum.

Figure C.3: Stochastic Centering with the empirical GNN NTK. We find that
performing constant shifts at intermediate layers introduces changes to a GNN’s NTK. We
include a vanilla GNN NTK in black for reference. Further, note the shape of the spectrum
should not be compared across subplots as each subplot was created with a di!erent random
initialization.
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C.6 Size-Generalization Dataset Statistics
The statistics for the size generalization experiments (see Sec. 5.5.1) are provided below in
Table C.6.

Table C.6: Size Generalization Dataset Statistics: This table is directly reproduced
from [17], who in turn used statistics from [18, 19].

NCI1 NCI109
all Smallest 50% Largest 10% all Smallest 50% Largest 10%

Class A 49.95% 62.30% 19.17% 49.62% 62.04% 21.37%
Class B 50.04% 37.69% 80.82% 50.37% 37.95% 78.62%
# of graphs 4110 2157 412 4127 2079 421
Avg graph size 29 20 61 29 20 61

PROTEINS DD
all Smallest 50% Largest 10% all Smallest 50% Largest 10%

Class A 59.56% 41.97% 90.17% 58.65% 35.47% 79.66%
Class B 40.43% 58.02% 9.82% 41.34% 64.52% 20.33%
# of graphs 1113 567 112 1178 592 118
Avg graph size 39 15 138 284 144 746

C.7 GOOD Benchmark Experimental Details
For our experiments in Sec. 5.5.2, we utilize the in/out-of-distribution covariate and concept
splits provided by [35]. Furthermore, we use the suggested models and architectures provided
by their package. In brief, we use GIN models with virtual nodes (except for GOODMotif)
for training, and average scores over 3 seeds. When performing stochastic anchoring at a
particular layer, we double the hidden representation size for that layer. Subsequent layers
retain the original size of the vanilla model.

When performing stochastic anchoring, we use 10 fixed anchors randomly drawn from the
in-distribution validation dataset. We also train the G-#UQ for an additional 50 epochs to
ensure that models are able to converge. Please see our code repository for the full details.

We also include results on additional node classification benchmarks featuring distribution
shift in Table C.9. In Table C.10, we compare models without G-#UQ to the use of
G-#UQ with randomly sampled anchors at the first or second layer.
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Dataset Shift Train ID validation ID test OOD validation OOD test Train OOD validation ID validation ID test OOD test

Length

GOOD-SST2
covariate 24744 5301 5301 17206 17490
concept 27270 5843 5843 15142 15944

Color

GOOD-CMNIST
covariate 42000 7000 7000 7000 7000
concept 29400 6300 6300 14000 14000
no shift 42000 14000 14000 - -

Base Size

GOOD-Motif
covariate 18000 3000 3000 3000 3000 18000 3000 3000 3000 3000
concept 12600 2700 2700 6000 6000 12600 2700 2700 6000 6000

Word Degree

GOOD-Cora
covariate 9378 1979 1979 3003 3454 8213 1979 1979 3841 3781
concept 7273 1558 1558 3807 5597 7281 1560 1560 3706 5686

University

GOOD-WebKB
covariate 244 61 61 125 126
concept 282 60 60 106 109

Color

GOOD-CBAS
covariate 420 70 70 70 70
concept 140 140 140 140 140

Table C.7: Number of Graphs/Nodes per dataset.

Dataset Model # Model layers Batch Size # Max Epochs # Iterations per epoch Initial LR Node Feature Dim

GOOD-SST2 GIN-Virtual 3 32 200/100 – 1e-3 768
GOOD-CMNIST GIN-Virtual 5 128 500 – 1e-3 3
GOOD-Motif GIN 3 32 200 – 1e-3 4
GOOD-Cora GCN 3 4096 100 10 1e-3 8710
GOOD-WebKB GCN 3 4096 100 10 1e-3/5e-3 1703
GOOD-CBAS GCN 3 1000 200 10 3e-3 8

Table C.8: Model and hyperparameters for GOOD datasets.
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C.8 GOOD Dataset Additional Results
We also include results on additional node classification benchmarks featuring distribution
shift in Table C.9. In Table C.10, we compare models without G-#UQ to the use of
G-#UQ with randomly sampled anchors at the first or second layer.
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Table C.9: Additional Node Classification Benchmarks. Here, we compare accuracy
and calibration error of G-#UQ and ”no G-#UQ ” (vanilla) models on 4 node classification
benchmarks across concept and covariate shifts. First, we note that across all our evaluations,
without any posthoc calibration, G-#UQ is superior to the vanilla model on nearly every
benchmark for better or same accuracy (8/8 benchmarks) and better calibration error (7/8),
often with a significant gain in calibration performance. However, due to the challenging
nature of these shifts, achieving state-of-the-art calibration performance often requires the
use of post-hoc calibration methods – so we also evaluate how these posthoc methods can be
elevated when combined with G-#UQ (versus the vanilla variant). When combined with
popular posthoc methods, we highlight that performance improves across the board, when
combined with G-#UQ (including in WebKB and CBAS-Concept). For example, on WebKB
– across the 9 calibration methods considered, “G-#UQ + calibration method” improves or
maintains the calibration performance of the analogous “no G-#UQ + calibration method”
in 7/9 (concept) and 6/9 (covariate). In CBAS, calibration is improved or maintained as
the no-G-#UQ version on 5/9 (concept) and 9/9 (covariate). In all cases, this is achieved
with little or no compromise on classification accuracy (often improving over “no G-#UQ”
variant). We also emphasize that, across all the 8 evaluation sets (4 datasets x 2 shift types)
in Table 10, the best performance is almost always obtained with a GDUQ variant: (accuracy:
8/8) as well as best calibration (6/8) or second best (2/8).

Shift: Concept Shift: Covariate

Accuracy (∈) ECE (∋) Accuracy (∈) ECE (∋)
Dataset Domain Calibration No G-# UQ G-# UQ No G-# UQ G-# UQ No G-# UQ G-# UQ No G-# UQ G-# UQ

✁ 0.253±0.003 0.281±0.009 0.67±0.061 0.593±0.025 0.122±0.029 0.115±0.041 0.599±0.091 0.525±0.033
CAGCN 0.253±0.005 0.268±0.008 0.452±0.14 0.473±0.12 0.122±0.018 0.092±0.161 0.355±0.227 0.396±0.161
Dirichlet 0.229±0.018 0.22±0.022 0.472±0.06 0.472±0.03 0.244±0.105 0.295±0.044 0.299±0.092 0.328±0.044

ETS 0.253±0.005 0.273±0.012 0.64±0.06 0.575±0.019 0.121±0.021 0.084±0.027 0.539±0.112 0.499±0.027
GATS 0.253±0.005 0.273±0.01 0.608±0.008 0.485±0.02 0.122±0.018 0.079±0.029 0.455±0.057 0.376±0.029
IRM 0.251±0.005 0.266±0.011 0.342±0.017 0.349±0.006 0.097±0.04 0.046±0.013 0.352±0.037 0.422±0.013

Orderinvariant 0.253±0.005 0.27±0.01 0.628±0.026 0.564±0.024 0.122±0.018 0.106±0.065 0.545±0.079 0.47±0.065
Spline 0.237±0.012 0.257±0.023 0.436±0.029 0.386±0.034 0.122±0.013 0.171±0.056 0.472±0.031 0.39±0.056

WebKB University

VS 0.253±0.005 0.275±0.011 0.67±0.009 0.588±0.011 0.122±0.018 0.095±0.014 0.602±0.044 0.507±0.014

✁ 0.581±0.003 0.595±0.003 0.307±0.009 0.13±0.011 0.47±0.002 0.518±0.014 0.348±0.032 0.141±0.008
CAGCN 0.581±0.003 0.597±0.002 0.135±0.009 0.128±0.025 0.47±0.002 0.522±0.025 0.256±0.08 0.231±0.025
Dirichlet 0.534±0.007 0.551±0.004 0.12±0.004 0.196±0.003 0.414±0.007 0.449±0.01 0.163±0.002 0.356±0.01

ETS 0.581±0.003 0.596±0.004 0.301±0.009 0.116±0.018 0.47±0.002 0.523±0.003 0.31±0.077 0.141±0.003
GATS 0.581±0.003 0.596±0.004 0.185±0.018 0.229±0.039 0.47±0.002 0.521±0.011 0.211±0.004 0.308±0.011
IRM 0.582±0.002 0.597±0.002 0.125±0.001 0.102±0.002 0.469±0.001 0.522±0.004 0.194±0.005 0.13±0.004

Orderinvariant 0.581±0.003 0.592±0.002 0.226±0.024 0.213±0.049 0.47±0.002 0.498±0.027 0.318±0.042 0.196±0.027
Spline 0.571±0.003 0.595±0.003 0.080±0.004 0.068±0.004 0.459±0.003 0.52±0.004 0.158±0.01 0.098±0.004

Cora Degree

VS 0.581±0.003 0.596±0.004 0.306±0.004 0.127±0.002 0.47±0.001 0.522±0.005 0.345±0.005 0.146±0.005

✁ 0.607±0.003 0.628±0.001 0.284±0.009 0.111±0.013 0.603±0.004 0.633±0.031 0.263±0.004 0.118±0.019
CAGCN 0.607±0.002 0.628±0.002 0.138±0.011 0.236±0.019 0.603±0.004 0.634±0.035 0.129±0.009 0.253±0.035
Dirichlet 0.579±0.007 0.588±0.006 0.105±0.011 0.168±0.005 0.562±0.007 0.578±0.007 0.095±0.006 0.269±0.007

ETS 0.607±0.002 0.628±0.002 0.282±0.002 0.11±0.003 0.603±0.004 0.634±0.013 0.243±0.023 0.106±0.013
GATS 0.607±0.002 0.628±0.002 0.166±0.009 0.261±0.028 0.603±0.004 0.635±0.037 0.16±0.015 0.293±0.037
IRM 0.608±0.001 0.63±0.002 0.115±0.002 0.088±0.003 0.602±0.003 0.635±0.004 0.106±0.002 0.098±0.004

Orderinvariant 0.607±0.002 0.624±0.002 0.174±0.024 0.201±0.061 0.603±0.004 0.621±0.076 0.154±0.022 0.202±0.076
Spline 0.598±0.005 0.629±0.002 0.073±0.002 0.062±0.005 0.591±0.002 0.635±0.004 0.063±0.006 0.053±0.004

Cora Word

VS 0.607±0.001 0.63±0.002 0.283±0.003 0.111±0.003 0.603±0.004 0.636±0.003 0.261±0.005 0.119±0.003

✁ 0.83±0.014 0.829±0.011 0.169±0.013 0.151±0.014 0.703±0.015 0.746±0.027 0.266±0.02 0.169±0.018
CAGCN 0.83±0.013 0.83±0.013 0.137±0.011 0.143±0.022 0.703±0.019 0.749±0.033 0.25±0.021 0.186±0.017
Dirichlet 0.801±0.02 0.806±0.008 0.161±0.012 0.17±0.01 0.671±0.018 0.771±0.03 0.241±0.029 0.217±0.017

ETS 0.83±0.013 0.827±0.014 0.146±0.013 0.164±0.007 0.703±0.019 0.76±0.037 0.28±0.023 0.176±0.019
GATS 0.83±0.013 0.83±0.021 0.16±0.009 0.173±0.021 0.703±0.019 0.751±0.016 0.236±0.039 0.16±0.015
IRM 0.829±0.013 0.839±0.015 0.142±0.009 0.133±0.006 0.72±0.019 0.803±0.04 0.207±0.035 0.158±0.017

Orderinvariant 0.83±0.013 0.803±0.008 0.174±0.006 0.173±0.009 0.703±0.019 0.766±0.045 0.261±0.017 0.194±0.031
Spline 0.82±0.016 0.824±0.011 0.159±0.009 0.16±0.014 0.683±0.019 0.786±0.038 0.225±0.034 0.179±0.035

CBAS Color

VS 0.829±0.012 0.840±0.011 0.166±0.011 0.146±0.012 0.717±0.019 0.809±0.008 0.242±0.019 0.182±0.014
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Table C.10: Layerwise Anchoring for Node Classification Datasets with Intermedi-
ate Representation Distributions. Here, we provide preliminary results for performing
layerwise anchoring when performing node classification. We fit a gaussian distribution over
the representations (similar to node feature anchoring) and then sample anchors from this
distribution. We fit a gaussian distribution over the representations (similar to node feature
anchoring) and then sample anchors from this distribution. We see that these alternative
strategies do provide benefits in some cases, but overall, our original input node feature
anchoring strategy is more performant.

Shift: Concept Shift: Covariate

Accuracy (∈) ECE (∋) Accuracy (∈) ECE (∋)
Dataset Domain Calibration No G-# UQ Random 1 Random 2 No G-# UQ Random 1 Random 2 No G-# UQ Random 1 Random 2 No G-# UQ Random 1 Random 2

Dirichlet 0.801±0.02 0.765±0.012 0.839±0.023 0.161±0.012 0.301±0.018 0.234±0.027 0.671±0.018 0.74±0.023 0.689±0.032 0.241±0.029 0.349±0.04 0.381±0.029
ETS 0.83±0.013 0.819±0.012 0.82±0.088 0.146±0.013 0.23±0.017 0.257±0.021 0.703±0.019 0.638±0.051 0.686±0.026 0.28±0.023 0.347±0.037 0.334±0.028
IRM 0.829±0.013 0.821±0.019 0.885±0.026 0.142±0.009 0.219±0.012 0.206±0.066 0.72±0.019 0.617±0.084 0.693±0.026 0.207±0.035 0.363±0.03 0.299±0.036

Orderinvariant 0.83±0.013 0.813±0.015 0.819±0.028 0.174±0.006 0.255±0.015 0.236±0.006 0.703±0.019 0.831±0.008 0.636±0.026 0.261±0.017 0.286±0.039 0.303±0.062
Spline 0.82±0.016 0.814±0.022 0.839±0.035 0.159±0.009 0.235±0.017 0.196±0.036 0.683±0.019 0.621±0.052 0.757±0.026 0.225±0.034 0.312±0.026 0.331±0.024

CBAS Color

VS 0.829±0.012 0.817±0.017 0.91±0.006 0.166±0.011 0.251±0.012 0.259±0.021 0.717±0.019 0.593±0.038 0.695±0.051 0.242±0.019 0.38±0.037 0.359±0.02

Dirichlet 0.534±0.007 0.483±0.014 0.423±0.007 0.12±0.004 0.355±0.004 0.347±0.004 0.414±0.007 0.466±0.073 0.425±0.005 0.163±0.002 0.315±0.042 0.345±0.007
ETS 0.581±0.003 0.562±0.01 0.496±0.002 0.301±0.009 0.297±0.009 0.289±0.006 0.47±0.002 0.498±0.119 0.34±0.076 0.31±0.077 0.511±0.005 0.329±0.008
IRM 0.582±0.002 0.567±0.011 0.492±0.003 0.125±0.001 0.072±0.003 0.116±0.006 0.469±0.001 0.499±0.117 0.508±0.005 0.194±0.005 0.094±0.009 0.105±0.006

Orderinvariant 0.581±0.003 0.566±0.004 0.495±0.002 0.226±0.024 0.151±0.015 0.14±0.008 0.47±0.002 0.499±0.107 0.108±0.034 0.318±0.042 0.506±0.005 0.093±0.009
Spline 0.571±0.003 0.561±0.011 0.493±0.005 0.080±0.004 0.11±0.01 0.119±0.005 0.459±0.003 0.499±0.12 0.508±0.006 0.158±0.01 0.105±0.03 0.127±0.012

Cora Degree

VS 0.581±0.003 0.571±0.002 0.279±0.009 0.306±0.004 0.493±0.008 0.272±0.009 0.47±0.001 0.511±0.091 0.51±0.002 0.345±0.005 0.347±0.051 0.323±0.007

Dirichlet 0.579±0.007 0.581±0.004 0.504±0.004 0.105±0.011 0.271±0.011 0.285±0.002 0.562±0.007 0.586±0.009 0.497±0.01 0.095±0.006 0.264±0.022 0.275±0.007
ETS 0.607±0.002 0.641±0.003 0.575±0.003 0.282±0.002 0.352±0.012 0.328±0.007 0.603±0.004 0.633±0.003 0.567±0.004 0.243±0.023 0.377±0.023 0.374±0.006
IRM 0.608±0.001 0.642±0.002 0.574±0.003 0.115±0.002 0.106±0.004 0.154±0.005 0.602±0.003 0.635±0.004 0.569±0.003 0.106±0.002 0.136±0.012 0.173±0.007

Orderinvariant 0.607±0.002 0.642±0.004 0.573±0.004 0.174±0.024 0.109±0.011 0.107±0.01 0.603±0.004 0.638±0.004 0.566±0.004 0.154±0.022 0.087±0.006 0.073±0.004
Spline 0.598±0.005 0.641±0.002 0.576±0.004 0.073±0.002 0.076±0.004 0.068±0.007 0.591±0.002 0.632±0.002 0.568±0.003 0.063±0.006 0.066±0.005 0.077±0.004

Cora Word

VS 0.607±0.001 0.639±0.003 0.583±0.005 0.283±0.003 0.345±0.007 0.335±0.012 0.603±0.004 0.637±0.004 0.579±0.004 0.261±0.005 0.396±0.028 0.384±0.005

Dirichlet 0.229±0.018 0.214±0.000 0.228±0.012 0.472±0.06 0.56±0.000 0.552±0.041 0.244±0.105 0.347±0.012 0.299±0.092 0.429±0.05
ETS 0.253±0.005 0.279±0.000 0.234±0.01 0.64±0.06 0.437±0.000 0.33±0.022 0.121±0.021 0.225±0.013 0.539±0.112 0.258±0.028
IRM 0.251±0.005 0.251±0.000 0.232±0.009 0.342±0.017 0.379±0.000 0.459±0.01 0.097±0.04 0.187±0.021 0.352±0.037 0.294±0.018

Orderinvariant 0.253±0.005 0.279±0.000 0.237±0.01 0.628±0.026 0.568±0.000 0.53±0.049 0.122±0.018 0.221±0.026 0.545±0.079 0.321±0.061
Spline 0.237±0.012 0.237±0.000 0.233±0.008 0.436±0.029 0.467±0.000 0.483±0.041 0.122±0.013 0.205±0.01 0.472±0.031 0.329±0.035

WebKB University

VS 0.253±0.005 0.279±0.000 0.234±0.01 0.67±0.009 0.49±0.000 0.344±0.02 0.122±0.018 0.201±0.011 0.602±0.044 0.256±0.014
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Table C.11: Layerwise Anchoring for Node Classification Datasets with Random
Shu#ing. Here, we provide preliminary results for performing layerwise anchoring when
performing node classification. We use random shu$ing (similar to the proposed hidden layer
strategy) to create the interemediate representations. We see that these alternative strategies
do provide benefits.

Shift: Concept Shift: Covariate

Accuracy (∈) ECE (∋) Accuracy (∈) ECE (∋)
Dataset Domain Calibration No G-# UQ Batch 1 Batch 2 No G-# UQ Batch 1 Batch 2 No G-# UQ Batch 1 Batch 2 No G-# UQ Batch 1 Batch 2

Dirichlet 0.801±0.02 0.757±0.045 0.58±0.046 0.161±0.012 0.309±0.059 0.431±0.033 0.671±0.018 0.548±0.035 0.629±0.019 0.241±0.029 0.48±0.03 0.407±0.01
ETS 0.83±0.013 0.699±0.036 0.637±0.014 0.146±0.013 0.265±0.013 0.258±0.015 0.703±0.019 0.562±0.087 0.507±0 0.28±0.023 0.37±0.021 0.333±0.02
IRM 0.829±0.013 0.711±0.031 0.724±0.029 0.142±0.009 0.284±0.032 0.291±0.02 0.72±0.019 0.59±0.079 0.657±0.037 0.207±0.035 0.336±0.032 0.268±0.037

Orderinvariant 0.83±0.013 0.788±0.007 0.574±0.051 0.174±0.006 0.268±0.023 0.208±0.055 0.703±0.019 0.61±0.011 0.5±0.019 0.261±0.017 0.334±0.035 0.249±0.037
Spline 0.82±0.016 0.695±0.039 0.652±0.022 0.159±0.009 0.279±0.018 0.236±0.013 0.683±0.019 0.49±0.124 0.6±0.032 0.225±0.034 0.364±0.034 0.308±0.054

CBAS Color

VS 0.829±0.012 0.73±0.043 0.693±0.051 0.166±0.011 0.264±0.009 0.197±0.033 0.717±0.019 0.429±0.083 0.607±0.042 0.242±0.019 0.478±0.042 0.312±0.014

Dirichlet 0.534±0.007 0.515±0.003 0.442±0.012 0.12±0.004 0.304±0.01 0.315±0.004 0.414±0.007 0.507±0.004 0.419±0.006 0.163±0.002 0.28±0.006 0.338±0.004
ETS 0.581±0.003 0.576±0.011 0.516±0.013 0.301±0.009 0.317±0.018 0.285±0.007 0.47±0.002 0.563±0.003 0.496±0.005 0.31±0.077 0.373±0.009 0.311±0.006
IRM 0.582±0.002 0.579±0.009 0.523±0.008 0.125±0.001 0.076±0.004 0.129±0.004 0.469±0.001 0.562±0.004 0.494±0.004 0.194±0.005 0.088±0.011 0.098±0.003

Orderinvariant 0.581±0.003 0.582±0.003 0.518±0.005 0.226±0.024 0.134±0.023 0.126±0.012 0.47±0.002 0.561±0.004 0.496±0.004 0.318±0.042 0.091±0.014 0.096±0.007
Spline 0.571±0.003 0.58±0.006 0.518±0.011 0.080±0.004 0.093±0.007 0.092±0.007 0.459±0.003 0.565±0.004 0.496±0.005 0.158±0.01 0.091±0.009 0.128±0.012

Cora Degree

VS 0.581±0.003 0.581±0.005 0.529±0.005 0.306±0.004 0.313±0.006 0.294±0.004 0.47±0.001 0.562±0.005 0.498±0.008 0.345±0.005 0.368±0.016 0.308±0.003

Dirichlet 0.579±0.007 0.575±0.004 0.491±0.013 0.105±0.011 0.28±0.007 0.282±0.012 0.562±0.007 0.586±0.009 0.507±0.006 0.095±0.006 0.264±0.022 0.249±0.007
ETS 0.607±0.002 0.636±0.003 0.562±0.006 0.282±0.002 0.359±0.02 0.311±0.006 0.603±0.004 0.633±0.003 0.561±0.005 0.243±0.023 0.377±0.023 0.365±0.005
IRM 0.608±0.001 0.632±0.004 0.562±0.006 0.115±0.002 0.124±0.006 0.16±0.005 0.602±0.003 0.635±0.004 0.557±0.006 0.106±0.002 0.136±0.012 0.176±0.007

Orderinvariant 0.607±0.002 0.639±0.003 0.561±0.006 0.174±0.024 0.111±0.008 0.095±0.006 0.603±0.004 0.638±0.004 0.56±0.004 0.154±0.022 0.087±0.006 0.076±0.006
Spline 0.598±0.005 0.633±0.004 0.561±0.007 0.073±0.002 0.077±0.005 0.069±0.004 0.591±0.002 0.632±0.002 0.56±0.006 0.063±0.006 0.066±0.005 0.08±0.004

Cora Word

VS 0.607±0.001 0.633±0.006 0.574±0.007 0.283±0.003 0.368±0.009 0.32±0.005 0.603±0.004 0.637±0.004 0.573±0.008 0.261±0.005 0.396±0.028 0.373±0.006

Dirichlet 0.229±0.018 0.231±0.015 0.234±0.007 0.472±0.06 0.562±0.014 0.534±0.022 0.244±0.105 0.242±0.166 0.298±0.077 0.299±0.092 0.468±0.092 0.483±0.055
ETS 0.253±0.005 0.277±0.007 0.234±0.003 0.64±0.06 0.421±0.017 0.327±0.015 0.121±0.021 0.128±0.017 0.101±0.033 0.539±0.112 0.437±0.032 0.293±0.01
IRM 0.251±0.005 0.265±0.019 0.232±0.014 0.342±0.017 0.377±0.015 0.438±0.015 0.097±0.04 0.118±0.033 0.093±0.034 0.352±0.037 0.482±0.02 0.435±0.016

Orderinvariant 0.253±0.005 0.268±0.01 0.231±0.01 0.628±0.026 0.513±0.071 0.431±0.025 0.122±0.018 0.122±0.018 0.1±0.029 0.545±0.079 0.475±0.049 0.38±0.069
Spline 0.237±0.012 0.242±0.01 0.228±0.014 0.436±0.029 0.415±0.042 0.484±0.035 0.122±0.013 0.129±0.024 0.097±0.013 0.472±0.031 0.478±0.033 0.425±0.013

WebKB University

VS 0.253±0.005 0.279±0.007 0.232±0.005 0.67±0.009 0.441±0.021 0.323±0.015 0.122±0.018 0.132±0.01 0.101±0.033 0.602±0.044 0.455±0.041 0.297±0.008
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Table C.12: Alternative Anchoring Strategies. Here, we consider an alternative anchoring
formulation for graph classification. Namely, instead of shu$ing features across the batch
(denoted Batch in the table), we perform READOUT anchoring by fitting a normal distribution
over the hidden representations. We then randomly sample from this distribution to create
anchors. Conceptually, this is similar to the node feature anchoring strategy. One potential
direction of future work that is permitted by this formulation is to optimize the parameters
of this distribution given a signal from an appropriate auxiliary task or loss. For example,
we could perform an alternating optimization where the GNN is trained to minimize the
loss, and the mean and variance of the anchoring distribution are optimized to minimize the
expected calibration error on a separate calibration dataset. While a rigorous formulation is
left to future work, we emphasize that the potential for improving the anchoring distribution,
and thus controlling corresponding hypothesis diversity, is in fact a unique benefit of G-#UQ.

Test Acc Test Cal OOD Acc OOD Cal

Shift Type Method MPNN Batch Random MPNN Batch Random MPNN Batch Random MPNN Batch Random

GoodMotif, basis, concept Dirichlet 0.995 ± 0.0007 0.994 ± 0.0002 0.996 ± 0.0009 0.040 ± 0.0037 0.036 ± 0.0016 0.035 ± 0.0058 0.924 ± 0.0069 0.923 ± 0.0117 0.942±0.0034 0.080 ± 0.0153 0.102 ± 0.0071 0.062 ± 0.0086
ETS 0.995 ± 0.0007 0.995 ± 0.0005 0.996 ± 0.0007 0.035 ± 0.0034 0.036 ± 0.0101 0.032 ± 0.0052 0.925 ± 0.0095 0.926 ± 0.009 0.935 ± 0.0068 0.095 ± 0.0098 0.096 ± 0.0128 0.087 ± 0.01451
IRM 0.9954 ± 0.0007 0.9957 ± 0.0009 0.9965 ± 0.0004 0.0198 ± 0.0089 0.0229 ± 0.0105 0.0225±0.0038 0.9251 ± 0.0096 0.9301 ± 0.0123 0.9462 ± 0.0024 0.0873 ± 0.0176 0.0966 ± 0.0103 0.0907 ± 0.0276
OrderInvariant 0.995 ± 0.0007 0.995 ± 0.0005 0.995 ± 0.0005 0.033 ± 0.0094 0.028 ± 0.0047 0.032 ± 0.0009 0.925 ± 0.0095 0.928 ± 0.0104 0.935 ± 0.0027 0.090 ± 0.0092 0.093 ± 0.0070 0.0754±0.0029
Spline 0.995 ± 0.0007 0.995 ± 0.0007 0.9962±0.0005 0.034 ± 0.0002 0.035 ± 0.0090 0.032 ± 0.0048 0.924 ± 0.0098 0.926 ± 0.0092 0.937 ± 0.0030 0.091 ± 0.0084 0.089 ± 0.0123 0.083 ± 0.0065
VS 0.995 ± 0.0007 0.995 ± 0.0005 0.996 ± 0.000 0.035 ± 0.0034 0.036 ± 0.0087 0.033 ± 0.0098 0.925 ± 0.0094 0.926 ± 0.0095 0.936 ± 0.0053 0.094 ± 0.0096 0.095 ± 0.0133 0.082 ± 0.009

GoodMotif,basis, covariate Dirichlet 0.999 ± 0.0003 0.999 ± 0.0004 0.999 ± 0.0002 0.017 ± 0.0054 0.017 ± 0.0019 0.014 ± 0.0004 0.685 ± 0.0504 0.650 ± 0.0450 0.698 ± 0.0139 0.336 ± 0.0667 0.371 ± 0.0474 0.320 ± 0.0140
ETS 0.9997±0.0004 0.999 ± 0.0005 0.999 ± 0.0002 0.0095±0.0091 0.017 ± 0.0064 0.017 ± 0.0056 0.690 ± 0.0434 0.649 ± 0.0476 0.686 ± 0.0226 0.313 ± 0.0413 0.3739 ± 0.0485 0.334 ± 0.0167
IRM 0.9997±0.0004 0.999 ± 0.0006 0.999 ± 0.0003 0.0085 ± 0.0032 0.010 ± 0.0032 0.014 ± 0.0042 0.690 ± 0.0434 0.647 ± 0.0472 0.692 ± 0.0226 0.315 ± 0.0505 0.354 ± 0.0450 0.328 ± 0.0211
OrderInvariant 0.9997±0.0004 0.999 ± 0.0005 0.999 ± 0.0003 0.014 ± 0.0028 0.020 ± 0.0090 0.013 ± 0.0081 0.690 ± 0.0434 0.649 ± 0.0450 0.689 ± 0.0170 0.320 ± 0.0501 0.358 ± 0.0410 0.328 ± 0.0218
Spline 0.9997±0.0004 0.999 ± 0.0005 0.999 ± 0.0003 0.016 ± 0.0049 0.017 ± 0.0053 0.017 ± 0.0052 0.690 ± 0.0434 0.649 ± 0.0476 0.6923±0.0199 0.324 ± 0.0548 0.3733±0.0507 0.327 ± 0.0105
VS 0.9998 ± 0.0001 0.999 ± 0.0003 0.999 ± 0.0002 0.011 ± 0.0053 0.014 ± 0.0034 0.012 ± 0.0016 0.682 ± 0.0561 0.650 ± 0.0546 0.682 ± 0.0251 0.325 ± 0.0568 0.371 ± 0.0591 0.337 ± 0.0264

GOODSST2,length,concept Dirichlet 0.938 ± 0.0019 0.939 ± 0.0056 0.942 ± 0.00180 0.189 ± 0.01989 0.165 ± 0.0179 0.187±0.0256 0.694 ± 0.0193 0.693 ± 0.0020 0.687 ± 0.0027 0.146±0.0196 0.133 ± 0.015 0.169 ± 0.0168
ETS 0.938 ± 0.0020 0.939 ± 0.0060 0.941 ± 0.0017 0.389 ± 0.0018 0.390 ± 0.0022 0.393 ± 0.0007 0.6940±0.0193 0.692 ± 0.0019 0.687 ± 0.0034 0.214 ± 0.0098 0.216 ± 0.0033 0.220 ± 0.0057
IRM 0.939 ± 0.0016 0.939 ± 0.0058 0.941 ± 0.0018 0.326 ± 0.0011 0.326 ± 0.0013 0.327 ± 0.0017 0.693 ± 0.0185 0.692 ± 0.0026 0.685 ± 0.0026 0.240 ± 0.0017 0.232 ± 0.0050 0.242 ± 0.0053
OrderInvariant 0.938 ± 0.0020 0.939 ± 0.0060 0.941 ± 0.0022 0.314 ± 0.0014 0.315 ± 0.0029 0.315 ± 0.0012 0.6940±0.0193 0.692 ± 0.0019 0.687 ± 0.0033 0.224 ± 0.0010 0.222 ± 0.0030 0.223 ± 0.0054
Spline 0.938 ± 0.0026 0.938 ± 0.0044 0.941 ± 0.0010 0.329 ± 0.0021 0.329 ± 0.0019 0.328 ± 0.0012 0.692 ± 0.0190 0.692 ± 0.0022 0.687 ± 0.0035 0.234 ± 0.0052 0.231 ± 0.0044 0.243 ± 0.0034
VS 0.938 ± 0.0027 0.939 ± 0.0057 0.941±0.0018 0.290 ± 0.2099 0.484 ± 0.0008 0.487 ± 0.0007 0.693 ± 0.0184 0.693 ± 0.0018 0.687 ± 0.0031 0.331 ± 0.0484 0.375 ± 0.0022 0.382 ± 0.0048

GOODSST2,length,covariate Dirichlet 0.896 ± 0.0029 0.893 ± 0.0009 0.895 ± 0.00095 0.196 ± 0.0155 0.172 ± 0.0091 0.1797±0.0109 0.825 ± 0.0037 0.827 ± 0.0066 0.805 ± 0.0150 0.163 ± 0.0198 0.141 ± 0.0087 0.142±0.0122
ETS 0.8966 ± 0.0023 0.894 ± 0.0011 0.894 ± 0.0006 0.357 ± 0.0013 0.359 ± 0.0004 0.362 ± 0.0019 0.826 ± 0.0036 0.828±0.0065 0.806 ± 0.0117 0.309 ± 0.0050 0.314 ± 0.0076 0.300 ± 0.0070
IRM 0.895 ± 0.0019 0.893 ± 0.0003 0.894 ± 0.0007 0.307 ± 0.0004 0.307 ± 0.0003 0.306 ± 0.0020 0.826 ± 0.0040 0.828 ± 0.0065 0.809 ± 0.0152 0.276 ± 0.0046 0.277 ± 0.0061 0.265 ± 0.0078
OrderInvariant 0.896 ± 0.0023 0.894 ± 0.0011 0.894 ± 0.0008 0.288 ± 0.0008 0.285 ± 0.0008 0.284 ± 0.0013 0.826 ± 0.0036 0.828±0.0065 0.806 ± 0.0106 0.244 ± 0.0022 0.241 ± 0.0037 0.225 ± 0.0054
Spline 0.894 ± 0.0016 0.890 ± 0.0009 0.892 ± 0.0040 0.309 ± 0.0024 0.307 ± 0.0009 0.307 ± 0.0022 0.822 ± 0.0026 0.822 ± 0.0092 0.801 ± 0.0110 0.275 ± 0.0043 0.276 ± 0.0063 0.264 ± 0.0063
VS 0.8963±0.0028 0.893 ± 0.0008 0.894 ± 0.0007 0.291 ± 0.1833 0.460 ± 0.0011 0.465 ± 0.0010 0.821 ± 0.0053 0.827 ± 0.0071 0.806 ± 0.0119 0.299 ± 0.1395 0.431 ± 0.0061 0.429 ± 0.0054
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C.9 Post-hoc Calibration Strategies
Several post hoc strategies have been developed for calibrating the predictions of a model.
These have the advantage of flexibility, as they operate only on the outputs of a model and
do not require that any changes be made to the model itself. Some methods include:

• Temperature scaling (TS) [34] simply scales the logits by a temperature parameter
T > 1 to smooth the predictions. The scaling parameter T can be tuned on a validation
set.

• Ensemble temperature scaling (ETS) [172] learns an ensemble of temperature-
scaled predictions with uncalibrated predictions (T = 1) and uniform probabilistic
outputs (T = ∃).

• Vector scaling (VS) [34] scales the entire output vector of class probabilities, rather
than just the logits.

• Multi-class isotonic regression (IRM) [172] is a multiclass generalization of the
famous isotonic regression method [278]): it ensembles predictions and labels, then
learns a monotonically increasing function to map transformed predictions to labels.

• Order-invariant calibration [279] uses a neural network to learn an intra-order-
preserving calibration function that can preserve a model’s top-k predictions.

• Spline calibration instead uses splines to fit the calibration function [170].

• Dirichlet calibration [171] models the distribution of outputs using a Dirichlet
distribution, using simple log-transformation of the uncalibrated probabilities which
are then passed to a regularized fully connected neural network layer with softmax
activation.

For node classification, some graph-specific post-hoc calibration methods have been
proposed. CaGCN [41] uses the graph structure and an additional GCN to produce node-
wise temperatures. GATS [42] extends this idea by using graph attention to model the
influence of neighbors’ temperatures when learning node-wise temperatures. We use the post
hoc calibration baselines provided by (author?) in our experiments.

All of the above methods, and others, may be applied to the output of any model including
one using G-#UQ. As we have shown, applying such post hoc methods to the outputs of the
calibrated models may improve uncertainty estimates even more. Notably, calibrated models
are expected to produce confidence estimates that match the true probabilities of the classes
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being predicted [280, 34, 169]. While poorly calibrated CIs are over/under confident in their
predictions, calibrated CIs are more trustworthy and can also improve performance on other
safety-critical tasks which implicitly require reliable prediction probabilities (see Sec. 5.5).
We report the top-1 label expected calibration error (ECE) [281, 282]. Formally, let pi be
the top-1 probability, ci be the predicted confidence, bi a uniformly sized bin in [0, 1]. Then,

ECE :=
N

i

bi∞(pi ≃ ci)∞

.
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C.10 Details on Generalization Gap Prediction
Accurate estimation of the expected generalization error on unlabeled datasets allows models
with unacceptable performance to be pulled from production. To this end, generalization error
predictors (GEPs) [283, 284, 61, 285, 286] which assign sample-level scores, S(xi) which are
then aggregated into dataset-level error estimates, have become popular. We use maximum
softmax probability and a simple thresholding mechanism as the GEP (since we are interested
in understanding the behavior of confidence indicators), and report the error between the
predicted and true target dataset accuracy: GEPError := ||Acctarget≃ 1

|X|
∑

i I(S(x̄i; F) > ϖ)||
where ϖ is tuned by minimizing GEP error on the validation dataset. We use the confidences
obtained by the di!erent baselines as sample-level scores, S(xi) corresponding to the model’s
expectation that a sample is correct. The MAE between the estimated error and true error is
reported on both in- and out-of -distribution test splits provided by the GOOD benchmark.

C.11 Results on Generalization Error Prediction
GEP Experimental Setup. GEPs [283, 284, 61, 285, 286] aggregate sample-level scores
capturing a model’s uncertainty about the correctness of a prediction into dataset-level
error estimates. Here, we use maximum softmax probability for scores and a thresholding
mechanism as the GEP. (See Appendix C.10 for more details.) We consider READOUT anchoring
with both pretrained and end-to-end training, and report the mean absolute error between
the predicted and true target dataset accuracy on the OOD test split.

GEP Results. As shown in Table C.13, both pretrained and end-to-end G-#UQ out-
perform the vanilla model on 7/8 datasets. Notably, we see that pretrained G-#UQ is
particularly e!ective as it obtains the best performance across 6/8 datasets. This not only
highlights its utility as a flexible, light-weight strategy for improving uncertainty estimates
without sacrificing accuracy, but also emphasizes that importance of structure, in lieu of full
stochasticity, when estimating GNN uncertainties.
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Table C.13: GOOD-Datasets, Generalization Error Prediction Performance. The
MAE between the predicted and true test error on the OOD test split is reported. G-
#UQ variants outperform vanilla models on 7/8 datasets (GOODMotif(Basis,Covariate)
being the exception). Pretrained G-#UQ is particularly e!ective at this task as it achieves the
best performance overall on 6/8 datasets. Promisingly, we see that regular G-#UQ improves
performance over the vanilla model on 6/8 datasets (even if it is not the best overall).
We further observe that performing generalization error prediction is more challenging
under covariate shift than concept shift on the GOODCMNIST, GOODMotif(Basis) and
GOODMotif(Size) datasets. On these datasets, the MAE is almost twice as large than
their respective concept shift counterparts, across methods. GOODSST2 is the exception,
where concept shift is in fact more challenging. To the best our knowledge, we are the first
to investigate generalization error prediction on GNN-based tasks under distribution shift.
Understanding this behavior further is an interesting direction of future work.

CMNIST (Color) MotifLPE (Basis) MotifLPE (Size) SST2

Method Concept(∋) Covariate (∋) Concept(∋) Covariate(∋) Concept(∋) Covariate(∋) Concept(∋) Covariate(∋)

Vanilla 0.200 ± 0.009 0.510 ± 0.089 0.045 ± 0.003 0.570 ± 0.012 0.324 ± 0.018 0.537 ± 0.146 0.117 ± 0.006 0.056 ± 0.044
G-!UQ 0.190 ± 0.010 0.493 ± 0.072 0.023 ± 0.003 0.572 ± 0.019 0.317 ± 0.007 0.528 ± 0.189 0.124 ± 0.016 0.054 ± 0.043
Pretr. G-!UQ 0.192 ± 0.005 0.387 ± 0.048 0.018 ± 0.012 0.573 ± 0.004 0.307 ± 0.016 0.356 ± 0.143 0.114 ± 0.004 0.030 ± 0.026

136



C.12 Additional Study on Pretrained Variant
For the datasets and data shifts on which we reported out-of-distribution calibration error of
pretrained vs. in-training G-#UQ earlier in Fig. 5.5, we now report additional results for
in-distribution and out-of distribution accuracy as well as calibration error. We also include
results for the additional GOODMotif-basis benchmark for completeness, noting that the
methods provided by the original benchmark [35] generalized poorly to this split (which may
be related to why G-#UQ methods o!er little improvement over the vanilla model.) Fig. C.4
shows these extended results. By these additional metrics, we again see the competitiveness
of applying G-#UQ to a pretrained model versus using it in end-to-end training.

Figure C.4: Evaluating Pretrained G-#UQ. Here, we report the performance of pretrained
G-#UQ models vs. end-to-end and vanilla models with respect to in-distribution and out-
of-distribution accuracy as well as expected calibration error. With the exception of the
GOODMotif (basis) dataset, pretrained G-#UQ improves the OOD ECE over both the vanilla
model and end-to-end G-#UQ at comparable or improved OOD accuracy on 7/8 datasets.
Furthermore, pretrained G-#UQ also improves the ID ECE on all but the GOODMotif (size)
datasets (6/8), where it performs comparably to the vanilla model, and maintains the ID
accuracy. (We note that all methods are comparably better calibrated on the GOODMotif
ID data than GOODCMIST/GOODSST2 ID data; we suspect this is because there may
exist simple shortcuts available in the GOODMotif dataset that can be used on the ID test
set e!ectively.) Overall, these results clearly demonstrate that pretrained G-#UQ does o!er
some performance advantages over end-to-end G-#UQ and does so at reduced training times
(see Table. C.13). For example, on GOODCMNIST (covariate shift), pretrained G-#UQ is
not only 50% faster than end-to-end G-#UQ , it also improves OOD accuracy and OOD
ECE over both the vanilla and end-to-end G-#UQmodels.
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C.13 Runtime Table

Table C.14: Runtimes. We include the runtimes of both training per epoch (in seconds)
and performing calibration. Reducing stochasticity can help reduce computation (L1 → L3).
Cost can also be reduced by using a pretrained model.

GOODCMNIST GOODSST2 GOODMotifLPE
Dataset Training (S) Inference (S) Training (S) Inference (S) Training (S) Inference (S)
Vanilla 18.5 25.8 10.8 18.5 3.8 4.5
Temp. Scaling 18.5 23.5 10.8 13.4 3.8 5.3
DEns (Ens Size=3) 18.456 x Ens Size 59.4 10.795 x Ens Size 29.0 3.8 x Ens Size 11.8
G-#UQ (L1, 10 anchors) 22.1 181.5 15.9 17.1 5.8 15.5
G-#UQ (L2, 10) 22.4 148.6 12.7 15.5 5.8 11.8
G-#UQ (HiddenRep, 10) 18.5 28.0 13.8 19.6 3.9 6.5
G-#UQ (Pretr. HiddenRep, 10) 8.6 27.8 6.8 16.0 2.5 6.4
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C.14 Mean and Variance of Node Feature Gaussians

Table C.15: Mean and Variance of Node Feature Anchoring Gaussians. We report
the mean and variance of the Gaussian distributions fitted to the input node features. Because
the input node features vary in size, we report aggregate statistics over the mean and variance
corresponding to each dimension. For example, Min(Mu) indicates that we are reports the
minimum mean over the d-dim set of means.

Dataset Domain Shift Min (Mu) Max (Mu) Mean (Mu) Std (Mu) Min (Std) Max (Std) Mean (Std) Std (Std)
GOODSST2 length concept -4.563 0.69 -0.011 0.278 0.163 0.803 0.242 0.049
GOODSST2 length covariate -4.902 0.684 -0.01 0.3 0.175 0.838 0.255 0.05
GOODCMNIST color concept 0.117 0.133 0.127 0.008 0.092 0.097 0.095 0.003
GOODCMNIST color covariate 0.087 0.131 0.102 0.025 0.108 0.109 0.108 0
GOODMotifLPE size covariate 0.003 0.021 0.011 0.008 0.835 1.728 1.248 0.377
GOODMotifLPE size concept -0.006 0 -0.002 0.003 0.542 1.114 0.783 0.242
GOODMotifLPE basis concept -0.011 0.015 0.001 0.011 0.721 1.464 1.09 0.304
GOODMotifLPE basis covariate -0.007 -0.002 -0.004 0.002 0.808 1.913 1.251 0.469
GOODWebKB university concept 0 0.95 0.049 0.099 0.001 0.5 0.168 0.095
GOODWebKB university covariate 0 0.934 0.05 0.104 0.001 0.5 0.164 0.098
GOODCora degree concept 0 0.507 0.007 0.017 0.001 0.5 0.061 0.051
GOODCora degree covariate 0 0.518 0.007 0.017 0.001 0.5 0.061 0.052
GOODCBAS color covariate 0.394 0.591 0.471 0.093 0.142 0.492 0.403 0.174
GOODCBAS color concept 0.23 0.569 0.4 0.144 0.168 0.495 0.39 0.152

Figure C.5: GOODCMNIST, Concept, Anchoring Distribution. We plot the mean
and variance of the fitted anchoring distribution vs. the true feature distribution for each
input dimension. We observe there is a mismatch between the empircal distribution and the
fitted Gaussian. However, we did not find this mismatch to harm the e!ectiveness of G-#UQ.
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Figure C.6: GOODCMNIST, Covariate, Anchoring Distribution. We plot the mean
and variance of the fitted anchoring distribution vs. the true feature distribution for each
input dimension. We observe there is a mismatch between the empircal distribution and the
fitted Gaussian. However, we did not find this mismatch to harm the e!ectiveness of G-#UQ.
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Table C.16: Number of Parmeters per Model.We provide the number of parameters
in the vanilla and modified parameter as follows. Note, that the change in parameters is
architecture and input dimension dependent. For example, GOODCMNIST, and GOODSST2
use GIN MPNN layers. Therefore, when changing the layer dimension, we are changing the
dimension of its internal MLP. It is not an error that intermediate layer G-#UQhave the
same number of parameters, this is due to the architecture: these layers are the same size in
the vanilla model. Likewise, GOODCora’s input features have dimension is 8701, so doubling
the input layer’s dimension appears to add a signficant number of parameters. We do not
believe this

Dataset GOODCMNIST GOODMotif GOODSST2 GOODCORA GOODWebKB GOODCBAS
Baseline 2001310 911403 1732201 2816770 695105 185104
G-#UQ(NFA) 2003110 913803 2193001 5429770 1206005 186304
G-#UQ(L1) 2360110 1633203 2091001
G-#UQ(L2) 2360110 1633203 2091001
G-#UQ(L3) 2360110
G-#UQ(L4) 2360110
G-#UQ(Readout) 2004310 912303 1732501
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C.15 Expanded Discussion on Anchoring Design
Choices

Below, we expand upon some of the design choices for the proposed anchoring strategies.
When performing node featuring anchoring, how does fitting a Gaussian

distribution to the input node features help manage the combinatorial stochasticity
induced by message passing?

Without loss of generality, consider a node classification setting, where every sample
is assigned a unique anchor. Then, due to message passing, after l hops, a given node’s
representation will have aggregated information from its l hop neighborhood. However,
since each node in this neighborhood has a unique anchor, we see that any given node’s
representation is not only stochastic due to its own anchor but also that of its neighbors.
For example, if any of its neighbors are assigned a di!erent anchor, then the given node’s
representation will change, even if its own anchor did not. Since this behavior holds true for all
nodes and each of their respective neighborhoods, we loosely refer to this phenomenon having
combinatorial complexity, as e!ectively marginalizing out the anchoring distribution would
require handling any and all changes to all l-hop neighbors. In contrast, when performing
anchored image classification, the representation of a sample is only dependent on its unique,
corresponding anchor, and is not influenced by the anchors of other samples. To this end,
using the fitted Gaussian distribution helps manage this complexity, since changes to the
anchors of a node’s l-hop neighborhood are simpler to model as they require only learning
to marginalize out a Gaussian distribution (instead of the training distribution). Indeed,
for example, if we were to assume simplified model where message passing only summed
node neighbors, the anchoring distribution would remain Gaussian after l rounds of message
passing since the sum of Gaussian is still Gaussian (the exact parameters of the distribution
would depend on the normalization used however).
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APPENDIX D

Graph Clustering with LLM Guidance

In this section, we briefly introduce deep attributed graph clustering and relevant works for
combining LLMs and GNNs when working with TAGs. Please see [30] and [213], respectively,
for comprehensive surveys.

Deep Attributed Graph Clustering. While unattributed graph clustering has a
rich history in network analysis through modularity maximization, spectral clustering, and
cuts-based approaches, the success of GNNs in graph representation learning has lead to
growing interest in deep clustering methods that e”ciently leverage both node-level attributes
and topology. Broadly, such methods either (i) learn node representations using a self-
supervised or unsupervised objective, and then perform clustering given these representations
or (ii) learn both the embeddings and clustering assignments end-to-end through specialized
clustering-based losses. While reconstructive [214, 215] and adversarial frameworks [216]
were initially popular, in this work, we focus on contrastive [77, 217, 52, 78] and pooling-
based methods [209, 207, 208]. Such methods, which, respectively, use contrastive losses
to learn discriminative node representations or propose novel pooling layers that optimize
for clustering-based losses (e.g., spectral relaxations of modularity or mincut), are more
performative, e”cient, and scalable than adversarial or reconstructive approaches. Moreover,
as we will discuss in Sec. 7.4.2, these methods are more amenable to fine-tuning. Indeed,
fine-tuning contrastively pre-trained representations is well-known to induce state-of-the-art
performance on a variety of supervised tasks in both vision and graph representation learning.

LLMs + Graphs. Recent approaches that seek to combine graphs/GNNs and natural-
language/LLMs can be categorized as being “predictors” (the LLM provides predictions),
“encoders” (sentence transformers or other LLMs are used to provide input node features), or
“aligners” (GNNs and LLMs jointly trained to perform the task) [213]. Various mechanisms,
including prompting [218], fine-tuning [219], variational expectation maximization [67], joint
optimization [9], and distillation [220], have been proposed to fulfill these roles, typically on
supervised tasks. Instead, GCLR uses the LLM as a refiner and enhancer, as the LLM is
only prompted to provide feedback for updating the underlying GNN-based graph clustering
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solution and sentence transformers are used to provide input node embeddings. This allows
us to avoid the expensive fine-tuning of either LLMs or pre-trained language models, as well
as exploit the scalability of graph clustering algorithms.

D.1 Additional Results

Table D.1: Query Function Ablation.We report performance on the following query
strategies: random sampling \ entropy sampling \ least confidence \ margin sampling. We
observe that while there is a slight decrease in performance when using random sampling as
the query function, overall margin sampling perform similarly to entropy sampling. Least
confidence sampling, in fact, improves performance on a few cases.

Dataset Method Acc. NMI F1 ARI COND MOD
citeseer di!pool 49.45\59.56\60.19\59.38 26.47\27.75\28.38\23.21 8.47\13.16\12.88\8.74 33.87\31.93\31.16\29.23 0.16\0.11\0.09\0.1 0.39\0.34\0.33\0.29

dinknet 46.14\56.99\58.16\57.9 6.62\35.41\35.8\36.2 2.81\22.96\22.28\22.96 10.65\37.79\37.39\40.21 0.02\0.22\0.22\0.21 0.07\0.43\0.43\0.44
dmon 37.94\51.74\52.18\51.31 7.73\27.88\28.34\27.54 2.53\18.42\18.2\17.98 11.86\33.67\33.88\32.75 0.06\0.15\0.15\0.15 0.16\0.51\0.5\0.5
mincut 64.08\63.4\63.56\61.16 34.45\34.74\35.16\39.89 30.4\31.31\31.42\30.13 55.48\54.43\55.27\49.44 0.24\0.23\0.23\0.31 0.56\0.58\0.58\0.52

cora di!pool 68.7\66.53\66.55\66.52 43.99\45.88\45.32\45.52 36.35\42.32\42.02\41.83 55.24\54.14\53.08\53.96 0.32\0.26\0.26\0.26 0.5\0.53\0.53\0.53
dinknet 35.33\42.7\42.4\42.67 14.46\26.75\26.51\26.92 10.65\19.01\18.61\19 11.3\30.6\30.01\30.12 0.08\0.39\0.38\0.37 0.13\0.29\0.29\0.29
dmon 46.14\56.99\58.16\57.9 6.62\35.41\35.8\36.2 2.81\22.96\22.28\22.96 10.65\37.79\37.39\40.21 0.02\0.22\0.22\0.21 0.07\0.43\0.43\0.44
mincut 61.16\61.52\60.5\60.61 39.89\40.94\39.78\40.05 30.13\29.34\29\30.1 49.44\50.6\50.34\50.5 0.31\0.31\0.33\0.32 0.52\0.51\0.5\0.5

wikics di!pool 37.94\51.74\52.18\51.31 7.73\27.88\28.34\27.54 2.53\18.42\18.2\17.98 11.86\33.67\33.88\32.75 0.06\0.15\0.15\0.15 0.16\0.51\0.5\0.5
dinknet 64.08\63.4\63.56\61.78 34.45\34.74\35.16\33.38 30.4\31.31\31.42\29 55.48\54.43\55.27\54.02 0.24\0.23\0.23\0.25 0.56\0.58\0.58\0.57
dmon 35.33\42.7\42.4\42.67 14.46\26.75\26.51\26.92 10.65\19.01\18.61\19 11.3\30.6\30.01\30.12 0.08\0.39\0.38\0.37 0.13\0.29\0.29\0.29
mincut 46.4\46.92\44.46\45.76 22.06\18.61\20.11\18.19 11.57\5.6\6.79\9.08 28.09\22.16\22.67\22.37 0.27\0.24\0.28\0.21 0.22\0.16\0.2\0.16

Table D.2: Ablation on the Labeling Budget. We report performance when the LLM
labeling budget is 20% \ 40% \ 60% \ 80% \ 100%. We find that increasing the budget does
not substantially increase performance, unlike traditional active learning. We hypothesize
this is partially due to regularizing training using GNN pseudo-labels and the imperfect LLM
oracle.
Dataset Method Acc. NMI F1 ARI COND MOD

citeseer

di!pool 54.43\53.82\52.77\53.05\54.66 23.52\22.7\22.59\22.76\22.21 15.33\15.3\15.2\15.54\15.23 35.44\36.46\36.72\36.88\36.52 0.3\0.3\0.31\0.32\0.32 0.45\0.45\0.45\0.44\0.44
dinknet 69.81\69.84\69.81\69.81\69.81 34.15\36.98\36.61\36.38\36.19 26.36\29.83\29.23\28.97\28.82 45.51\48.06\47.35\47.13\46.93 0.07\0.07\0.07\0.07\0.07 0.6\0.62\0.61\0.61\0.61
dmon 51.81\51.63\51.62\51.3\51.25 28.17\29.15\28.99\29.19\29.1 18\18.82\18.37\18.65\18.56 31.84\32.72\32.66\32.53\32.45 0.13\0.14\0.15\0.15\0.15 0.5\0.5\0.5\0.5\0.5
mincut 63.57\61.68\63.12\63.98\64.14 34.44\32.88\33.4\32.94\32.7 29.95\27.77\28.04\27.41\27.23 55.75\54.3\54.29\53.44\52.27 0.26\0.31\0.3\0.31\0.3 0.55\0.51\0.51\0.51\0.51

cora

di!pool 55.55\55.44\55.61\56.67\56.53 24.17\24.81\24.9\24.97\25.18 9.91\10.06\10.35\10.9\11.02 31.91\32.92\33.57\34.3\34.25 0.41\0.43\0.44\0.44\0.44 0.34\0.33\0.32\0.33\0.34
dinknet 59.97\60.01\60.01\59.97\60.04 24.84\25.72\25.36\25.53\25.23 10.19\10.89\10.43\10.43\10 30.36\30.74\30.58\30.79\30.47 0.09\0.09\0.09\0.09\0.09 0.32\0.33\0.32\0.32\0.31
dmon 58.14\58.89\59\58.91\58.91 35.71\36.31\36.95\37.39\37.5 22.31\21.97\21.82\21.85\22.25 38.78\37.71\37.93\39.24\39.44 0.21\0.22\0.21\0.2\0.19 0.43\0.43\0.44\0.44\0.45
mincut 60.43\62.17\59.4\60.54\60.76 38.36\37.51\38.47\38.18\38.84 28.27\27.65\28.51\28.37\29.36 48.36\47.79\48.61\47.87\47.84 0.36\0.37\0.38\0.37\0.38 0.47\0.46\0.45\0.46\0.46

subtagwikics

di!pool 49.75\51.71\52.18\51.31\52.5 30.03\30.54\30.14\31.23\30.73 20.62\22.71\19.96\19.74\20.97 40.33\40.68\37.45\38.23\39.88 0.43\0.39\0.39\0.39\0.41 0.39\0.42\0.42\0.38\0.4
dinknet 66.56\66.54\66.54\66.51\66.52 46.13\45.77\45.73\45.68\45.62 42.49\42.43\42.31\42.14\42.05 54.59\54.27\54.16\54.14\54.21 0.26\0.25\0.26\0.26\0.26 0.53\0.53\0.53\0.53\0.53
dmon 42.99\42.83\42.9\43.05\43.13 27.31\27.7\27.83\28.09\28.32 19.24\19.35\19.57\19.73\19.97 30.42\30.68\30.76\31.06\31.12 0.37\0.37\0.37\0.36\0.36 0.29\0.29\0.3\0.3\0.3
mincut 44.91\44.01\44.53\43.05\44.98 18.36\17.12\20.1\19.83\18.77 5.11\5.97\9.44\9.48\6.2 21.5\18.35\25.49\18.43\19.59 0.28\0.22\0.3\0.3\0.26 0.16\0.14\0.15\0.17\0.19
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D.2 Prompt Examples

D.3 Metrics
We consider the following extrinsic and graph topology-based metrics in our evaluation. Let
G = (V , E , T , X , [Y ]) represent a graph with its respective node-set, edge-set, raw node based
text information, embedded node attribute information (e.g., some embedding of a node’s
text), and optional ground-truth cluster assignment. Further, let N be the number of the
nodes, M be the number of edges, C be the desired (or ground-truth) number of clusters,
d the dimension of the hidden representation, A ↔ Rn→n be the corresponding adjacency
matrix, X ↔ RN→d be a matrix representation of X , Y ↔ [0, 1]C , dv be the degree vector of a
particular node v, and cv be the predicted cluster of a given node v.

• Modularity [202]. Modularity measures the deviation with respect to nodes belonging
to the same cluster against the expectation of the nodes being connected given a null
model where nodes are connected randomly. Graphs with high modularity will have
clusters where the majority of the edges are contained with some cluster and few edges
that cross the clusters. Modularity falls within [≃1

2 , 1], where a positive score indicates
that the clustering structure that is above random, and is defined as follows:

Q = 1
2m



ij

[

A[ij] ≃ didj

2m

]

1[ci = cj].

• Conductance [204, 287]. Also known as the Cheeger coe”cient, this metric measures
how quickly a random walk on a graph will reach its stationary distribution. Given a
particular cluster, ĉ, the number of edges belonging to that cluster (intra-cluster edges)
can be computed as rĉ = ∑

u,v↑A 1[cu = ĉ, cv = ĉ], and the number of edges are not fully
contained in ĉ (inter-cluster edges) can be computed as sĉ = ∑

u,v↑A 1[cu = ĉ, cv ↗= ĉ].
Then, conductance is defined as the average ratio of intra- and inter- cluster edges,
where tight clusters are expected to have relatively fewer inter cluster edges.

↼ = 1
C

C

ĉ

sĉ

rĉ + sĉ

• Accuracy.

ACC =
n

i=1

↼(yi, map(ŷi))
n

(D.1)

ŷi represents the predicted cluster ID, while yi indicates the ground truth cluster ID
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Table D.3: Prompt Example: Concepts, CORA

CONCEPTS GENERATION PROMPT: Task: I’m clustering papers in a
citation network according to research area and need help coming up with cluster
names. The following num-exemplars papers that have been clustered together and
I’m going to give you their abstract/titles. Can you propose a < 7 word research
topic and 2-3 sentence description for this cluster? Try not to make it too specific
or too broad, and explain your reasoning. Return your answer in a JSON format:
{topic: [your topic], description: [your description], reasoning: [your reasoning]}.

SAMPLES FROM CLUSTER:
Sample 1

Sample 2

...

Sample Num-Exemplars

Answer:
CONCEPT PREDICTION PROMPT:
[Task]
I’m currently working on clustering papers within a citation network based on their
abstracts/titles. I’m seeking assistance in determining the cluster association for a
specific uncertain sample. You’ll be provided with the abstract/title of this sample,
along with the titles and short descriptions of num-clusters potential clusters.
Your task involves carefully reading each cluster title and description, taking a
thoughtful approach, and selecting the cluster that best aligns with the confusing
sample. Please provide your answer in JSON format, including the predicted cluster
number, title of the predicted cluster, and your detailed reasoning. Your response
should look like this: {cluster: [your predicted cluster number], cluster title: [title
of predicted cluster], reasoning: [your reasoning for choosing this cluster]}. Take
your time and ensure clarity in your explanation.

[CLUSTER TITLES]
1. <GENERATED TITLE>

Description: <GENERATED TITLE DESCRIPTION>

...

NUM-CLUSTERS. <GENERATED TITLE>

Description: <GENERATED TITLE DESCRIPTION>

[UNCERTAIN SAMPLE]
QUERY

[ANSWER]
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Table D.4: Prompt Example: Incontext, CORA

PROMPT:
[Example]
<Sample>

{Category: <GNN’s Predicted Cluster>}

...

[Example]
<Sample>

{Category: <GNN’s Predicted Cluster>}

[Task]
Given the above examples, please identify the correct category for the following
query sample. Please explain your reasoning and return your answer in a JSON
format: category: [your prediction], reasoning: [your reasoning]. If you’re unsure of
an answer, select category -1.

[QUERY]
<QUERY>

[ANSWER]

Table D.5: Prompt Example: Triplets, CORA

PROMPT: Task: I’m clustering papers in a citation network according to research
area and need help determining where a particular query sample belongs given its
abstract and title. I will give you the abstracts/titles of two samples belonging to
nearby clusters and you should select the abstract/title that is more similar to the
query in terms of research topic. Please explain your reasoning and return your
answer in a JSON format: {selection: [1,2,-1(neither or unsure)], reasoning: [your
reasoning]}.

[SAMPLE 1]
<Sample from 1st (2nd) Closest Cluster>]

[SAMPLE 2]
<Sample from 2nd (1st) Closest Cluster>]

[QUERY]
<Sample of Query Sample>]

[ANSWER]
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label. map(.) denotes the Kuhn-Munkres algorithm [288] which aligns the predicted
cluster-ID with the class-ID, and indicator function ↼(.) is formulated as:

↼(yi, map(ŷi)) =






1 if yi = map(ŷi)

0 else
(D.2)

• Normalized Mutural Information.

NMI = ≃
2 ∑

ŷ
∑

y p(ŷ, y) log p(ŷ,y)
p(ŷ)p(y)∑

i p(ŷi) log (p(ŷi)) + ∑
j p(yj) log (p(yj))

(D.3)

where p(y), p(ŷ), and p(ŷ, y) represent the distribution of predicted results, distribution
of the ground truth, and joint distribution of them, respectively.

• Adjusted Random Index.

ARI = RI ≃ expectedRI

max(RI) ≃ expectedRI
(D.4)

where RI and expectedRI signifies the Rand Index and expected Rand Index [289],
respectively. An ARI of 0 suggests disagreement between real and modeled clustering
in pairing, whereas an ARI of 1 indicates concordance between real and modeled
clustering, representing identical clusters.

• F1-Score.
F1 = 2.P recision.Recall

Precision + Recall
(D.5)

Precision = TP

TP + FP
, Recall = TP

TP + FN
(D.6)

where TP , FP , and FN indicate the number of true positive, false positive, and false
negative samples, respectively.

D.4 Reproducibility Statement
All code will be released upon acceptance. We dropped the computation linguistic and
web-technology categories from WikiCS to create a more even and separate labeling for
evaluation. We use the mixtral-8x-7b model, and a G.5 (8 gpu) instance on AWS. We repeat
results over 3 seeds.
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Table D.6: Dataset Statistics.

Dataset Num Nodes Num Edges Num Clusters
Cora [290] 2,708 5,429 7
Citeseer [291] 3,327 4,732 6
WikiCS∗ [292] 10,601 204120 8

D.5 Example of Generated Titles

Table D.7: Generated Concepts. Below, are examples of concepts generated by
chatgpt-3.5-turbo on Cora with MinCut as the GNN clustering algorithm. While some
concepts are imperfect, e.g., rule learning or theory, other topics are well captured. Apply-
ing self-refinement strategies could improve these generated concepts, at additional budget
expenditure.

True Generated

Reinforcement Learning Reinforcement Learning and Dynamic Pro-
gramming

Genetic Algorithms Evolutionary Algorithms in Problem Solv-
ing

Rule Learning Error Bounds in Learning Algorithms
Theory Feature Selection in Machine Learning’
Probabilistic Methods Bayesian Statistical Methods
Case Based Improving Case-Based Reasoning Adapta-

tion
Neural Networks Neural Network Self-Organization
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[171] Meelis Kull, Miquel Perelló-Nieto, Markus Kängsepp, Telmo de Menezes e Silva Filho,
Hao Song, and Peter A. Flach. Beyond temperature scaling: Obtaining well-calibrated
multi-class probabilities with Dirichlet calibration. In Proc.Adv.in Neural Information
Processing Systems NeurIPS, 2019.

[172] Jize Zhang, Bhavya Kailkhura, and Thomas Yong-Jin Han. Mix-n-match : Ensemble and
compositional methods for uncertainty calibration in deep learning. In Proc.Int.Conf.on
Machine Learning (ICML), 2020.

[173] Jayaraman J. Thiagarajan, Rushil Anirudh, Vivek Narayanaswamy, and Peer-Timo Bre-
mer. Single model uncertainty estimation via stochastic data centering. In Proc.Adv.in
Neural Information Processing Systems (NeurIPS), 2022.

[174] Dan Hendrycks, Mantas Mazeika, and Thomas G. Dietterich. Deep anomaly detection
with outlier exposure. In Proc.Int.Conf.on Learning Representations (ICLR), 2019.
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