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Magnetochiral anisotropy on a quantum spin Hall edge
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We develop a theory of nonlinear low-magnetic-field magnetotransport on a helical edge of a
quantum spin Hall insulator due to the edge state coupling to bulk midgap states. We focus on the
part of the nonlinear I-V characteristic that is odd in the applied magnetic field, and quadratic in
the applied bias voltage. This part of the I-V characteristic corresponds to the resistance of the
sample being dependent on the relative orientation of the current and an external magnetic field,
hence represents a type of edge magnetochiral anisotropy. We identify two mechanisms of the mag-
netochiral anisotropy. One is related to the Hubbard interaction on the midgap state, which leads
to the dependence of the scattering characteristics on the current flowing on the edge, which results
in bias-voltage-dependent resistance, or equivalently conductance, hence a nonlinear I-V. The other
is related to the modification of the edge dispersion by a magnetic field, and requires nonlinearity
in the edge dispersion. We compare the developed theory to the experiments on monolayer WTes,
and find good agreement with the developed theory.

Introduction — The edge of a quantum spin Hall insu-
lator [1-7] is a disordered interacting helical liquid. Due
to the edge spin-momentum locking, its transport proper-
ties are very sensitive to the various perturbations acting
on the electronic spin. In particular, they are sensitive
to the external magnetic field. For voltages that are not
too high, the current-voltage relation on the edge can be
written as

I(V.B) = G(B)V +~(B)V?, (1)

where [ is the current flowing between the source and
drain, V is the applied bias voltage, G(B) and ~(B) are
the linear and nonlinear conductances, dependent on the
external magnetic field B.

The linear magnetoconductance, G(B), has been a
subject of many theoretical [8-12] and experimental [13—
18] studies. Often a singular, cusp-like dependence on
the magnetic field at low fields is reported experimen-
tally. In Ref. [12] by the present authors it was shown
that at least in the case of monolayer WTey the low-B-
field dependence of the linear conductance is adequately
described with a model based on edge states hybridized
with midgap localized states.

The nonlinear conductance on a topological edge, v(B)
in Eq. (1), has received much less attention. In the ex-
perimental work of Ref. [17] it was shown that, just like
the linear conductance, it is a sensitive probe of the edge
spin-momentum locking.

From the theoretical point of view, v(B) is interesting
because it describes the DC analog of optical rectifica-
tion and frequency-doubling. As a nonlinear effect, its
form is not constrained by the Onsager relations [19]. In
particular, v(B) admits a part odd in the magnetic field,
Ya(B) = (7(B) —v(—B))/2 # 0. It is known [20] that
~ao(B) vanishes for strictly coherent transport of non-
interacting electrons, so it can serve as a probe of inter-
actions and dephasing in the system. Furthermore, it is

the odd part of the nonlinear conductance that was found
to be sensitive to the edge spin texture in Ref. [17]. It is
thus the main focus of this work.

Broadly speaking, the nonlinear magnetoconductance
describes changes of the sample’s resistance proportional
to the current flowing in it, depending on the relative
orientation of the external magnetic field and the current
flow. It thus falls under the umbrella of the magnetochi-
ral anisotropy (MCA) effects [21]. This is how we are
going to refer to it in what follows.

In Ref. [17], some of the present authors made an at-
tempt to phenomenologically explain the MCA on a spin
Hall edge using the current-induced spin polarization,
and the associated exchange field due to electron-electron
interaction [22]. Such exchange field, proportional to the
edge current, acts on the edge electrons just like an addi-
tional Zeeman field, and modifies electron scattering and
transport on the edge, if the relevant scattering centers
are in fact located on the edge, see Ref. [17] for details.
This simple point of view was able to very closely repro-
duce all the features of the MCA at large enough mag-
netic fields, B 2 1T, but completely failed for smaller
B-fields, B < 0.5T.

In Ref. [12] we proposed a model of a helical edge state
hybridized with nearby midgap states localized in the
bulk of the system to describe low-field linear magne-
totransport. The model successfully described singular
cusp-like linear mangetoconductance. Within the model,
it originated from strong back-scattering induced by spin
precession due to the Zeeman field on midgap states res-
onantly coupled to the edge states.

In this work we generalize the model used in Ref. [12]
to include a Hubbard interaction term in the midgap
state Hamiltonian, and show that it provides a mecha-
nism for the appearance of the edge MCA, which appears
to explain the experimental observations in a monolayer
WTGQ [17]



Model of a helical edge state coupled to a midgap state
— We start with a model of a helical edge state coupled
to a single Kramers-degenerate midgap state. Later we
will generalize to the many-impurity case for the purpose
of disorder averaging.

The electronic Hilbert space consists of the helical edge
states and two states of opposite spin associated with the
midgap level. We will describe the right-moving spin-up
states and left-moving spin-down states with annihila-
tion operators ay,, where k is the quasimomentum, and
o =7,]). We assume that the Kramers-degenerate midgap
states can be labeled with the same spin indices as the
edge electrons, or annihilation operators ¢, [23].

The Hamiltonian of the system is essentially given by
the interacting Anderson model [24]:

H= Z kaa,zpak,a + Z(tka;gca + thlakJ)
ko k,o

+Z (€8 + (b-0)],, che, +UC C¢CiCT (2)

’
oo

The first term is the Hamiltonian for helical edge elec-
trons with Fermi velocity v, in which aj is the annihi-
lation operator for the electrons with momentum k and
spin projection o. The index ¢ takes two values, o =T, |,
which are understood as +1, respectively, in equations.
The spins of the edge electrons are directed along and
opposite to ds,, which defines the edge spin polarization
direction, see Fig. 1. For the time being we will take
d,, as the direction of the z-axis in the spin space. The
second term describes the edge-midgap state hybridiza-
tion. We assume that edge-midgap state hybridization
conserves spin, see note [23], and in what follows we will
neglect the momentum dependence of the hybridization
matrix elements, ¢y — t. The third term describes a
midgap level with energy ¢™€, and includes Zeeman cou-
pling to a magnetic field B. In most of the paper we
will use the Zeeman field in energy units, denoted with
b= %gmguBB, where g4 is the g-factor for the midgap
state. Again, this is a simplifying assumption about the
midgap state g-tensor, but it seems to work as far as com-
paring theoretical results to experimental observation is
concerned, see Ref. [12], and also below. We also do
not include the Zeeman field for the edge states, since
its effect is small for a Fermi level away from the edge
Dirac point, when there is a large spin splitting due to
spin-orbit coupling. On the midgap state the magnetic
field splits two degenerate levels, hence is nonperturba-
tive. The last term is the Hubbard interaction on the
midgap level, the spin indices of operators in which are
dictated by the Pauli exclusion principle. We assume
that the midgap level is in the nonmagnetic limit of the
Anderson model for levels relevant for scattering of edge
electrons, meaning U is small compared to the width of
such levels, see below.

Qualitative picture of the edge MCA — We are in-

terested in the odd-in-B nonlinear conductance, ~y,(B).
Its finiteness implies that scattering of edge electrons
changes when the orientation of the B-field flips. This
is strictly forbidden for linear transport by the Onsager
relations. One mechanism for the appearance of the non-
linear conductance due to the Hubbard interaction in
Hamiltonian (2) is related to the current-induced cor-
rection to the Zeeman field on the impurity, as described
below. For the purpose of a qualitative argument, we
will assume small magnetic field limit, for which the spin
dynamics on the impurity site is classical precession.

A scattering event for, say, an incident spin-up electron
starts with a wave packet of spin-up electrons approach-
ing the scattering region, where it then tunnels onto the
midgap state. It spends the Wigner delay time [25] in
that state. During this time the spin of the electron pre-
cesses around the B-field. Since the spin direction after
the precession is different from the initial, the electron
can tunnel back on the edge and either continue mov-
ing to the right as a spin-up electron, or back-scatter to
the left as a spin-down electron. The analogous sequence
of steps for the incident spin-down electrons is obvious.
This backscattering mechanism explains small-field lin-
ear magnetoresistance in WTey [12].

Because on a current-carrying helical edge the densi-
ties of the spin-up and spin-down electrons are different
(this density difference determines the current), there
will be a net spin polarization on the impurity gener-
ated by the current. This polarization leads to an asym-
metry of scattering under B — —B in the presence of
electron-electron interactions. The origin of this asym-
metry can be qualitatively seen from Fig. 1 if one notices
that the component of the spin polarization along the
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Figure 1: Schematic picture of helical electrons
scattering off of a midgap state. An incident spin-1
wave packet tunnels onto the midgap state, precesses
around the external magnetic field, then tunnels back
onto the edge either as a spin-1 electron to continue
motion in the original direction, or as a back-scattered
spin-| electron.



Zeeman field, which is denoted s in Fig. 1, does not
precess around it, hence does not change when the direc-
tion of the B flips. In the presence of an electron-electron
interaction, this net spin polarization gives rise to a self-
field-type correction to the external Zeeman field. This
self-field due to s) either gets added or subtracted from
the Zeeman field due to B. For individual electrons this
leads to different scattering probabilities for B and —B,
hence nonzero +,(B). Note that it is important to have
a self-field created by the current, since an equilibrium
one would flip its direction together with the magnetic
field.

The above argument is oversimplified, since the pre-
cise structure of the energy-resolved spin polarization on
the midgap state is important, see Ref. [26] for details.
Nevertheless, it gives an intuitive picture of the origin of
the edge MCA.

Quantitative theory of the edge MCA — To build a
quantitative theory of the edge MCA we make the same
assumptions about the edge transport as those that led to
the explanation of the linear magnetotransport in mono-
layer WTes in our previous work [12]: edge transport is
incoherent, each impurity is a ‘resistor’, with the total re-
sistance being additive; only the shortest part of the edge
between the source and drain leads is taken into account,
the complementary part of the edge being too resistive to
carry appreciable current; the edge is long enough, and
the relevant impurities are sparse enough that there is en-
ergy relaxation between scattering events, such that the
distributions of the incident carriers have Fermi-Dirac
form with nonequilibrium chemical potentials, different
for each helical branch. These are denoted with 7, g for
left- and right-movers, or, equivalently, spin-| and spin-1
electrons in Fig. 1. The reader should consult Ref. [12]
for further details.

The above assumptions are characteristic of high-
temperature transport. In what follows we always as-
sume that the temperature is the largest energy scale in
the problem, even compared to the strength of the Hub-
bard repulsion; see the discussion at the end of the paper.
The temperature is probably not large compared to the
level widths of impurities situated close to the edge, and
thus strongly hybridized with it, but these do not make a
substantial contribution to the linear or nonlinear mag-
netotransport, because transport electrons do not spend
much time on them.

We first discuss the treatment of the Hubbard repul-
sion in the Hartree-Fock approximation. The Hamilto-
nian Hy = Uc*cic 1t gives rise to the following mean-
field term in the total Hamiltonian:

mr=u (e ) (S ) @) o

where (...) represents an average over the nonequilibrium
state of the system. The mean-field Hamiltonian contains

a correction to the energy of the midgap state, e™&, and
a correction to the Zeeman field, db:

HYT =3 (66" + (0b- o))l (4)

/
oo

where

+ i
cicr) +{cic
W, ob = —%ZUUJ’ <CIICU'>’

(5)

It is clear from the form of Hamiltonian (4) that it sim-
ply modifies the midgap state energy and the Zeeman
field. The averages of electronic operators that deter-
mine these corrections, appearing on the right hand side
of Egs. (5), do not vanish even in equilibrium, without a
transport current on the edge. In the presence of a cur-
rent, they receive nonequilibrium corrections, which, to
the leading order, are proportional to the current. Equiv-
alently, they are proportional to the two-point voltage
drop across an impurity, (ug — u1r)/le|, see Fig. 1. The
explicit form of the equilibrium and nonequilibrium cor-
rections to the midgap state energy and the Zeeman field
is discussed extensively in Ref. [26]. We will see below
that a very small value of U is required to fit the ex-
perimental data on nonlinear magnetotransport, so it is
a good approximation to simply neglect the equilibrium
interaction corrections to the midgap state Hamiltonian.

At the mean-field level, the solution to the scattering
problem for a single midgap state reduces to that pre-
sented in Ref. [12]. We can write the expression for the re-
flection coeflicient if we introduce the midgap level width
due to coupling to the edge state, ['(E) = L,[t|?/2v.
I" is independent of the normalization length L, since
t o< 1/y/Ly. The result for the reflection coefficient can be
written in terms of the total Zeeman field, by = b+ db,
and the total midgap state energy, €3 = €8 + de™8:

semE = U

R(E) =

4F2(btot X 2)2 (6)
(B = eop)? + T? = boy)? + 41267,

ot

where F is the energy of the scattering electron.

We can obtain the nonlinear conductance, 7,(B) in
Eq. (1), from the reflection coefficient (6) by calculating
the edge resistance of many midgap states in the inco-
herent high-temperature regime, and averaging the result
over their energies and spatial positions throughout the
sample, see Section VI of Ref. [26] for details. There it
is argued that the correction to the midgap state energy
can be neglected for small B-fields.

The calculation is complicated by the fact that the
value of b depends on the impurity energy and spatial
position, but is greatly simplified by the observation that
the nonlinear current is in practice very small compared
with the linear one [17]. This means that the nonlinear
conductance can be obtained by simply expanding the



total resistance in 0b for each impurity to linear order,
and averaging the result. There is no ‘back-action’ from
the nonlinear current on the linear one.

As a result, we obtain the following small-B expression
for the MCA coefficient:

Ya(B,0) = 7B cos sin? 0, (7)

where 4 is a constant proportional to the length of the
channel. This is the central result of this work.

We note that there is another mechanism of magne-
tochiral anisotropy on a topological edge, which is re-
lated to its band structure. It is shown in Section VII
of Ref. [26] that this mechanism effectively changes
cos fsin? @ to cos f(sin® +0) in Eq. (7). This band mech-
anism alone cannot explain experimental angular depen-
dence of the nonlinear magnetoconductance.

Comparison with experiment — We now compare the
developed theory with the measurements performed on
monolayer WTes [17]. At this point we need to take into
account that the edge spin polarization in WTe; lies in
the mirror plane of the material, and makes an angle with
the normal to the sample, denote with 6y below. We will
also switch from the magnetic field in energy units, b,
back to the field measured in Tesla, B.

The results of the entire preceding discussion can be
summarized in the following expression for the small-B-
field MCA on the edge, described by the odd-in-B part
of the nonlinear conductance v(B) = (B, ) in Eq. (1):

BS

~/ . 92
Ya(B,0) = A(sin“(0 — 0y) + §) cos(6 — HO)WB%,

(8)
0 # 0 can stem from the fluctuations of the local spin po-
larization axis along the edge for the MCA contribution
due to coupling to midgap states, and directly from the
band mechanism of MCA related to the curvature of the
edge state dispersion; Br is a magnetic field scale that
corresponds to the midgap level width unrelated to the
coupling to the edge, which determines the rounding of
experimental data at small B-fields.

The best fit to the experimental data is obtained for
7 a2 1.53 x 107*AV=2T~!, § ~ 0.14, Br ~ 0.09T, and
0o = 33.33°.

The value of 6y is very close to 33.7° obtained Ref. [12],
and we checked that the same scale of the magnetic field
Br determines the rounding of the linear magnetoresis-
tance, considered, again, in Ref. [12]. In this sense the
two new free parameters are 4 and §. A comparison be-
tween theoreticals fit and the experimental data is pre-
sented in Fig. 2.

Discussion — The main result of this work is a theo-
retical prediction for the angular dependence of the mag-
netochiral anisotropy of a quantum spin Hall edge, given
by the nonlinear conductance of Eq. (8). It reproduces
two experimentally observed features of this angular de-
pendence: the nonlinear signal (almost) vanishing for the
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Figure 2: Experiment vs theoretical fits. Upper panel:
the angular dependence of the antisymmetric part of
the nonlinear conductance, v,, for different magnitudes
of the magnetic field. Lower panel: dependence of ~y, on
the magnitude of the magnetic field for several
representative angles. We note that the model works
well for “low fields” B < 0.3T, except for when the
signal is extremely small (which is when we expect the
experimental data to be noisy).

magnetic field orientation perpendicular to the edge spin
polarization (B L ds,), and the nonlinear signal having
local minimum for the magnetic field oriented along the
edge spin polarization (B || ds,). These properties are
in fact a definition of the MCA’s sensitivity to the edge
spin texture.

The first of the properties does hold for the mecha-
nisms discussed in this paper. For the band mechanism
it straightforwardly stems from the fact that the edge
spectrum has a center of symmetry for B 1 dg,. For
the mechanism based on scattering via midgap states it
follows from the fact the reflection probability for that
mechanism only depends on the magnitude of the angle
between the total Zeeman field and d,, and the magni-
tude of the Zeeman field. For B 1 d,,, both of these
quantities are even functions of B, hence -, vanishes.



The second - a local minimum for the nonlinear cur-
rent for B || ds, - can also be easily reproduced with the
present theory. In fact, in the ideal case of strictly con-
stant edge spin polarization along the edge, and purely
linear edge spectrum, the MCA for this orientation of the
magnetic field vanishes, and so does the linear magneto-
conductance. As was discussed in Ref. [12], fluctuations
of the spin polarization along the edge lead to a finite lin-
ear magnetoresistance, and so do they for the case of the
nonlinear part of the I-V characteristic. The band mech-
anism also leads to a finite nonlinear current in this case.
Edge spin polarization fluctuations along the edge do not
spoil the smallness of the nonlinear signal for B 1 ds,,
since deviations of the local spin axis in opposite direc-
tions from the average make contributions of opposite
signs to the net nonlinear resistance.

Given that the developed theory matches the exper-
imental data fairly well, we can use it to estimate the
strength of the Hubbard repulsion, U, needed to fit the
experimental data assuming that small- B linear and non-
linear magnetoconductance stem from the same mech-
anism. Then from the results of Ref. [12] on the lin-
ear magnetotransport due to midgap states we can con-
clude that ny,gLypagmepuphG(0)/e? ~ 1071T~1. Here
G(0) is the zero-field linear edge conductance, G(0) =
7.5 x 10798, and the value for L, is roughly L, ~
lpgm. In turn, the magnitude of (B,0)/B is given
bY Mg LapagmgushG(0)/e? x hG*(0)U/eT?, where the
temperature is measured in energy units. From compar-
ing the fits for linear and nonlinear magnetotransport,
we obtain hG2(0)U/eT? ~ 107*AV~2 at temperature
roughly equal to 10K. Then we obtain U ~ 1 K, which
is a very rough estimate.

The obtained value of U is both encouraging and con-
cerning. It is encouraging as it implies that the condition
U < ILT is indeed roughly satisfied for strongly scat-
tering midgap states, and the presented analysis is self-
consistent. Yet it is concerning because this is quite a
small value for a Coulomb energy scale associated with a
localized state. This value can be reconciled with phys-
ical reality if one assumes that the midgap states con-
sidered in Ref. [12] and in this work are in fact meso-
scopic compressible regions, perhaps the ‘puddles’ de-
scribed in previous works on the lack of quantization of
the zero-field conductance [27, 28]. The puddles must
be large enough and polarizable enough to have a very
small charging energy scale associated with them, yet are
small enough that the mean level spacing for each such
puddle is large compared to energy scales associated with
the magnetic field, level width, or temperature. In other
words, the bulk of the system should be a very poor
conductor. These considerations require further explo-
rations.
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I. HAMILTONIAN OF THE PROBLEM

The Hamiltonian used in this work is represented by the interacting Anderson model [1] containing four parts[2]:
H = Hedge+thb+ng+HU~ (S].)

Here, Heqge is the Hamiltonian for the helical edge state electrons which can be expressed in the second-quantized
form as

Heqge = Z Jvkazaak,g. (S2)
k,o

In the above equation a;, , is the annihilation operator for the helical edge electrons with momentum % along the edge
direction, Dirac velocity v, and spin projections ¢ =7, ] on the edge spin polarization axis. For small magnetic field,
i.e, B < 0.5T, the Zeeman coupling for the helical edge electrons can be ignored, so we omit it in the Hamiltonian for
the edge states. We assume that spin-up electrons propagate from left to right, and spin-down electrons propagate
from right to left.

Hamiltonian Hy,e describes a midgap level Zeeman-coupled to magnetic field:

() (€7 b be —iby )\ (o
Hog = (} ]) (bx+iby AT A (S3)

Here, €, is the energy of the midgap level, b = (bg, by, b.) is the Zeeman field. It is related to the external magnetic
field B by b = %gmguBB, where g, is the g-factor for the midgap state and pup is the Bohr magneton. In this
Supplementary Material, we will solve the problem in spherical coordinates, i.e, b = (bsin 6 cos ¢, bsin 0 sin ¢, b cos §),



where 6 is the azimuthal angle between the edge spin polarization and the Zeeman field, and ¢ is the polar angle with
'up’ direction of the edge spin polarization as the z-axis.

In turn, Hyyy, describes the hybridization between the helical edge electrons and a midgap state localized at the
origin, £me = 0, where z,, is the coordinate along the edge:

Hyy, = Z(talygcg + t*clak7a), (S4)
k,o

where ¢, is the annihilation operator for an electron with spin ¢ in the midgap state, and ¢ is the spin-conserving
and momentum-independent hybridization matrix element. Although the hybridization matrix element may not be
spin-conserving and momentum-independent, we build our simplest model for magneto-conductance with minimum
number of parameters. The spin-conserving hybridization matrix elements assumption is reasonable for describing
magneto-conductance of monolayer WTes whose band structure, both bulk and edge, is characterized by a definite
spin projection onto a certain axis in the mirror plane of the material [2-5]. In what follows we use the following
notation for normalization: the sum over states in momentum space is ), = é‘—; [ dk. We also define the level width

2
as ' = Lg'ﬁ‘ whose inverse describes the time that electrons stay in the midgap state during the scattering process.

Finally, to describe the mechanism of magnetochiral anisotropy considered in this work, one must introduce the
Coulomb interaction between electrons on the midgap level. We use the standard Hubbard form of this interaction:

Hy = UC%IQCT- (S5)

Here U describes the strength of the Coulomb interaction. As discussed in the main text, comparison of theoretical
results to the experimental data confirms that the Anderson model we employ is in the nonmangetic limit, U < T, at
least for midgap levels that scatter the edge electrons most efficiently.

II. HARTREE-FOCK TREATMENT OF THE HUBBARD HAMILTONIAN

The Hamiltonian of the problem (S1) is a sum of noninteracting part describing the edge and migdap states and
their hybridization, and an interacting part, which we chose in the standard Hubbard form:

H = Hfmc(emg, b) + Hy. (86)

Naturally, the free part of the Hamiltonian contains the applied magnetic field and the single-particle microscopic
parameters of the problem. We will see that at the Hartree-Fock level the interaction renormalizes some of these
parameters.

Following the original work of Anderson, we will employ the Hartree-Fock treatment of the Hubbard Hamiltonian.
This reduces it to an effective single-particle one (‘MF’ stands for ‘mean-field’),

T T
clepy —{clen)\ (e
HY =U (CT CT) e + ( T) . (S7)
P\ (e (e )\
Here, (...) is the average with the statistical operator of the system, p, normalized to Trp = 1:
(cheor) = Tr(cheorp). (38)

We emphasize that at this point HMF depends on an arbitrary statistical operator p. Eventually, we will use one
appropriate for a Landauer transport problem.

The mean-field decomposition of the Hubbard Hamiltonian allows to write the following sequence of equations for
the mean-field approximation for the total Hamiltonian:

HMF = Z kaaLaak,a + Z(ta,t,aca + t*clak»a)
ko k.o

CTC — CTC C
" Z €78 + (b~ 7)), chear +U (C$ CD (%Eﬁ) <C<$iT;>> <CI>
:Hfrcc(egnﬁga bcf‘f)a (89)



with
m, m; U
Copr 1=€™® + 5(<c£c¢> + <c$c¢>)7

A i
beg :=b 3 2 Ooo (Cleor) . (S10)

It is evident from Eqs. (S9) that the mean-field Hamiltonian, Hyp, looks like the original Hamiltonian, Eq. (S1),
without the Coulomb interaction. That is, it coincides with Hpee from Eq. (S6), but with bare €™ and b replaced
with effective quantities e and beg.

The effective energy of the midgap state and Zeeman coupling in Eq. (S10) depend on yet unspecified statistical
operator p for the electrons, and the corresponding single-particle density matrix, besides their trivial dependence
on €™ and b. Below we will choose p to correspond to the Landauer transport problem for the edge electrons
with the mean-field Hamiltonian containing e, and beg. This means that in general Egs. (S10) must be solved
self-consistently, as is normally done in the Hartree-Fock approach. In what follows, we will adopt the “single-shot”
Hartree-Fock approximation, in which Egs. (S10) are solve to first order in U, such that the self-consistency aspect
is not relevant. This should be a reasonable approximation for U < T' [1]. It should yield qualitatively reasonable
results even for U ~ I'; and according to estimates coming from the comparison to the experimental data U is indeed
rather small, justifying the procedure described below.

III. SOLUTION OF THE LIPPMANN-SCHWINGER EQUATION

We now proceed to solve the scattering problem for Hamiltonian Hiee(€™€, b), treating Hpyy, as the scattering part.
This was done in our previous work [2], where we used the Lippmann-Schwinger equation to solve the problem, so in
this Section we largely repeat that derivation for completeness.

It is convenient to describe the midgap state using the eigenstates of H,,s, modifying the hybridization accordingly.
The single-particle Hamiltonian of the midgap state can be diagonalized as

€8 +b, by —iby +_f(er O
u(bz—i—iby ems —p, ) U =0 e ) (S11)
where the eigenvalues are e+ = €™8 £b. The unitary matrix U diagonalizing the midgap state Hamiltonian also relates
the annihilation operators for the spin states of the midgap level, ¢4 |, to those of the eigenstates of the midgap level

Hamiltonian, cy. Its matrix elements can be written using the spherical angles defining the direction of the Zeeman
field, such that b = b(sin 0 cos ¢, sin 0 sin ¢, cos §). We have then

cr\ et _ (U Ury) () cos g ~ sin ge_w’ ¢t
(C—> - <C¢> B (U—T U—i) (Ci) - <—sin§€+“" cosg ) \er)’ (512
o) gyt () = UL_ UTT_ e cos g ~ —sin ge_i¢ e+ (S13)
¢ - ul, ul_ ) \ce- sin §et¢  cos § c

Here U, and U], are the matrix elements of & and of its Hermitian conjugate, and s is the index labeling mid-gap
eigenstates.
In the new basis, the midgap level Hamiltonian is written as

o= () (5 0) () ($14)

while the hybridization between the edge electrons with spins 1, ] and the midgap level eigenstates labeled with +

and

becomes
2] _gin 8e—io
— it (Vi Vi) L cos 5 sin 5e 1
Vos = tUs, (V¢+ VJ,) t (sin betio cos § ) ’ (815)
and
s (Ve Ve cos § sin fe—%¢
Vio =87 Usy = (VT Vo, =t sinfet®  cos§ )° (516)



The hybridization Hamiltonian is now

Hyyr, = Z Z Vgsal’gcs—&—‘/;aclak,g. (S17)
e

In what follows we consider the single-particle retarded Green’s function and the T-matrix for the scattering problem
at hand. We first define a few quantities for the case of uncoupled edge and midgap level. The single-particle retarded
Green’s function can be written as the sum of single-particle operators acting in the the edge and midgap level
subspaces of the full electronic Hilbert space that contains the edge and midgap states:

GO = Gedge + Gmg (818)
The edge Green’s function is written as
A |k, o) (k, o]
Ge e — A 5 S19
dg kgiE—&—m—avk (519)

where 7 is a positive infinitesimal, and |ko) are the single-particle eigenstates of Heqge with momentum k and spin o.
The midgap level Green’s function is

Cmg = Y _Ish sl (S20)

s:iEwmees

where |s) with s = 4 are the midgap states with energies e.

The hybridization between the edge and midgap states can be decomposed into a sum of two parts, V=V+ Vi
The operator V only has matrix elements for transitions from the midgap state into edge states:

V= ;ngs k, o) (s|, (S21)

while V! only has matrix elements for transitions from the edge states to the midgap level:

V=YY "V |s) (ko] (S22)
k s,o

The equation for the T-matrix in the full electronic Hilbert space, Tt,y, has the usual form of Ty, = ZZOZO V(GOV)".
We divide the full T-matrix into four parts:

Tran = ng + Tedge + Thix + TrLix' <S23)
Here T1,, describes the scattering process between mid-gap states:
ng = Zng7SS, |5> <5/‘ . <824)

ss’

Where Ting,ss' = (8| Trunn |8') describes the scattering matrix elements between mid-gap states |s) and |s').
Ttdge describes the scattering process between edge states:

Tedge = Z ZTedge,aa’ |k7 U> <k/7 0J| . (825)

kk’ oo’

Here Tedge 000 = (ko| Trun |K'0”) is independent of k and &’ since the hybridization is independent of momentum.
Thix describes the scattering process from edge states to mid-gap states:

Tonix = > > Tuissor |8) (k, 0] - (S26)
k so

Here Thix,s0 = (S| Ttun |k, o) is likewise independent of k. Tpix describes the scattering matrix elements from edge
states |k, o) to mid-gap state |s) with momentum k.



mlx describes the scattering process from mid-gap states to edge states, and is initially defined separately. However
it will turn out in the Lippmann-Schwinger equation solution, that is it sunply the hermitian conjugation of Tpix.
We can get the perturbation series for Teqge and Tiyix

edge Z VGmgV edgeVGmgvT) ) (827)
and
Thmix Zv* GedgeVCimg V™. (S28)

The perturbation series for T,qee and Tix can be simplified to
Todge — TodgeGedgeVGmg VT = VG VT (S29)

The result of our previous work [2] for the T-matrix for the edge reads

Toigeror = (%dge,ﬁ %dgeﬁi) _ |t|2’ (E —ems + ZTJ;I) cos ) Ii)lsin 916_"4s > (S30)
edge, )t Ledge, (B — eme +4I)2 — b2 bsinfe E —e™ 4" —bcosH
The T-matrix for edge-mid gap scattering T, is obtained from
Tnix = V1 4+ VI GedgeTedge- (S31)
The algebraic equation for Ti,jx matrix elements is
Tix,s0 = Vso — % Z Vo Tedge,o'o = Z/ Vio' (6570 — %Tcdgc,a’a)' (S32)

For a given energy E, the system has two eigenstates labeled by quantum number ¢ =1 or | indicating that each
eigenstate contains an incoming wave with spin o. The eigenstate with quantum number ¢ and energy F is related
to the edge state with spin ¢ momentum k by:

lo, E) = |k, 0) + GedgeTedge |k, 0) + GmgTmix |k, 0) . (S33)
For electrons coming from the left with energy E, the incoming state is |k, T), so the scattering state is

1, E) = |k, 1) + GedgeTedge |k 1) + GimgTmix |k, 1) - (S34)
For electrons coming from the right with energy F, the incoming state is |k, |), and the scattering state is

1, E) = |k, 1) + GeageTedge [k, ) + GmgTmix [k, 1) - (S35)
Note that the solution to the Lippmann-Schwinger equation maintains its normalization, so it follows (o, E|o’, E') =

056'0(E — E").
Using the relation between mid-gap state spin bra (o| and diagonal basis bra (s,

(o] =Y Ul (sl (S36)

we can obtain

(01|02, E Z T o (8] GungTonix |k, 2) - (S37)
The algebraic equation for the overlap between mid-gap states in spin basis (01| and the energy eigenstate |09, E)

Ul U 1L
015 502 o 018780 —JT , )
(o1]o2, E Z E+in—e, ZZE—{—W—E oo % edge,o 72) (S38)



We can define matrix M (E) proportional to the overlap of mid-gap state and energy eigenstate as (01|02, E) = t* My, o,

M(E) = MTT(E> MTi(E) _ 1 E — e™8 44T + bceosh bsin fe— (539)
- \Myp(B) My (E)) (B — eme 440)2 — b2 bsin feti® E—eé™8 +4I' —bcosh )’

and its Hermitian conjugate MT(E), related to the overlap of mid-gap state and energy eigenstate by (o2, E|o;) =

tM} .
MI(E) M (E) 1 E — ™8 — T + beos b bsin fe i
tomy — (M 1 _ !
MI(E) = (ML(E) M (E)) ~ (E—ems —il)2 — b2 ( bsin feti¢ E — €& — [ — bcos 9) - (540)

IV. NONEQUILIBRIUM CORRECTIONS TO THE HARTREE-FOCK HAMILTONIAN

In this Section we use the results of the preceding one to evaluate <c:§1 Co,) - the equal time correlators for spin oy
and o electrons on the impurity site - and then use it to evaluate the interaction corrections to the on-site energy of
the midgap level and the exchange field.

A. Statistical operator for the electrons

In Section III we solved the single-particle part of the problem, determining the scattering states that diagonalize
the mean-field Hamiltonian. We recall that these states belong to the continuous spectrum, and can be labeled with
the motion direction of the incident wave. On a helical edge, this direction is uniquely determined by the spin of the
incident electron, such that the annihilation operators for the scattering states can be labeled as d, . In terms of
these operators, the mean field Hamiltonian is written as Hyp = Hy + H |, where

H, = / dE Ed}, pd, p. (S41)

The entire information about the scattering states is contained in the single-particle states to which d, g pertain.

The central assumption of the Landauer transport theory is that the occupation probabilities for the scattering
states are enforced by the leads from which the incident waves are emanating. Here we make an assumption that the
midgap states relevant for scattering are sparse enough for the incident electrons to have equilibrium distribution for
each helical branch, with the same temperatures, but unequal chemical potentials. That is, the statistical operator
for the electrons is

p= e%l(HT*HLNT) G%I(HifﬂRNU. (S42)
Here NV; | are operators of numbers of electrons incident from the left and right, labeled with their spin.

The crucial simplification of using the scattering states is that the statistical averages for the corresponding operators
with statistical operator (S42) read

<CZT7 dTyE,> <dJr7 d¢,E’> _(n (E) 0 )
<<diidw> <dijd¢,m>> _< % nR(E)> o(E — E). (943)

In the above equation the occupations for the scattering states, ny g(E), are given by the Fermi-Dirac distribution
functions with the same temperature 7', but different chemical potentials iy g, respectively:

np.r(E) =np (E—pp.g) = [exp <E_T’“LLR> + 1} o (S44)

B. Correlators for the midgap level

To evaluate (cllc@) using Eq. (S43) we wish to express ¢, via the annihilation operators for the exact scattering
states, d, . We can accomplish this using the invariance of the field operators with respect to a choice of the single



particle basis. Assuming that the edge states and the midgap level states form a complete orthonormal basis, i.e.
discarding the bulk band states as being too far in energy to affect dynamics, we can write for the field operator:

bo() =Y (x,0ls)ca+ Y (w,0lk,0)) arg = D (x,0l0", E) do &, (S45)

s==+ k,o’ o' B

Uh@) = (sle,0) b+ (k. o'le,0)al =D (o, Ela,0)d, 4. (S46)

s==+ k,o’ o/ ,E

Here (x,0|s) and (s|x,o) are spin o components of the real-space wavefunctions of the mid-gap states with quan-
tum number s, and its conjugate; (z,olk,c’) and (k,o’|x, o) are the wavefunction of helical edge with spin ¢’ and
momentum k in real space, and its conjugate; (z,o|o’, E) and (¢, E|z,0) are spin o components of wavefunction of
the system with quantum number ¢’ and energy F in real space and its conjugate. We used the following implied
correspondence between sums and and integrals: ), = IQ’—; [ dk = QLﬂj) [dE =%,

We set the commutation relations for the creation and annihilation operator of midgap states and helical edge states

to be the conventional ones:

{Csa C;r/} = 655’7 <S47)
and
{ak,o', a1];:/7(7/} - 6kk’ 60—0/, (848)
which corresponds to the normalized wave function for helical edge states defined as
Ovo’ ik
(x,0lk,0') = et (S49)

VLg
The commutation relations for field operators are
{to (@), 0}, (@)} = 650rd(a — '), (S50)
while the commutation relations for the creation and anihilation operators for the scattering states are
{do,d}y i} = G000 8(E — E). (S51)
The occupation of energy eigenstates are

<dT,EdT7E/> <dT7Ed~L,E'> . TlL(E) 0 o
<<dl,EdTvE’> (d] gdy.B) _< 0 nR(E)> OE = E). (S52)

The annihilation and creation operator for energy mid-gap state ¢, and ¢l can be expressed
o= Y (0|’ E)dy & (S53)
o' FE
by integrating equation (S45). Similarly,
ch =30 Elo)dl, . (S54)
o FE
So the correlator (cf, c5,) is
(hy o) = DD D> (o, Elon) (d], gdor i) (02]0", E') . (S55)
o FE o FE
This equation can be simplified to

(ehicn) =5 [ AEOEIM(E))soy (B) s (B) + i (B) + 5 [ AEQI(E)7.ME) oo, (B), (E) e (E)

2 2
(S56)
— (e i
= 1 (€, Coa) g T (€1 Coa) peq (S57)



where as a shorthand we define the first term as the “equilibrium part” and the second term as the “nonequilibrium
part”. The latter exists onlly in the presence of a transport current. The former is finite even without a transport
current, but can still receive nonequilibrium corrections due to bias-induced changes to the density of electrons
(admittedly, this makes “equilibrium” a bit of a misnomer for this quantity).

Finally, the explicit form of the matrices in the integrands of Eq. (S56) is as follows:

1
M(E)M(E) = (E—eme — b4+ iI")(E—eme 4+ b+ i) (E—em8 —b—il")(E—em8+b—1il)
(E — €™ +bcosh)? + T2 + b?sin’ 0 2(E — e™8)bsin fe ¢
( 2(E — e™8)bsin fe T (E — €& — bcosf)? + I'2 + b%sin? 9) ’ (858)
M(E)o.M'(E) = , . : . .
(E—emg — b4+ i) (FE—eme+b+il)(E—e™8 —b—il")(E—em8 +b— i)
(E — €™ + bcosh)? + T2 — b?sin® 2(iT" + bcos 0)bsin fe ¢
( 2(—iI" + bcos §)bsin fe ¢ —(E — €8 — bcosh)? — I'? + b?sin? 9) ' (859)

C. Corrections to the midgap state energy and the Zeeman field

The decomposition of the correlators into equilibrium and nonequilibrium parts carries over to the corrections of
to the Zeeman field and the energy of the midgap state. Note that the equilibrium part is related to the sum of
distribution functions on the edges attached to left and right sources with chemical potential py, and g, while the
nonequilibrium part that is related to the difference of distribution functions on the edges attached to left and right
sources with chemical potential uy and pug.

The correction to the Zeeman field and the midgap energy are related to the correlators by:

0by, = —URe <c$c¢>
0by = —Ulm <cic¢>

b = S ({eler) — (cher))

e = ((e]es) + (eler)). (S60)

Here 6b;,1 = x,y, z are the components of correction to the Zeeman field §b. We simply pattern match
0bs (n)eq = —URe (C;Q)(n)cq
8y (myeq = ~UTm (cfey)

(n)eq
_U i
0bz,(myeq = 5 (<C¢C¢>(n>eq - <CTCT><n)eq)
U
mg _ Y (/1 |
€ (njeq = 5 <<C¢C¢><n)eq + <CTCT>(n)eq) (561)

to make the decomposition

5b = 6beq + 0bpeq,

mg _ 5 mg mg
0€™E = O€gy’ + O€nnq-

After some trivial transformations, we obtain the following integrals for the equilibrium parts of the effective
quantities:

mg _ UL (7 ((B—e™)? + 12 +0%) (ng (B) + nr (E))
ot == | e T (B e T 502
and
_ T (B — ™) (ng (E) +nr (E))
B =—b- = | B e o (e 1T (S63)



For the nonequilibrium counterparts of these quantities we obtain

Ur [t ((E —e™8)bcosh) (ng (E) —nr (E))
dels = — dE 4
e nt[m (B —eme —b)2 +T2) ((E — e +b) +T2)’ .
and
Sby o . b cos 0sin 0 cos ¢ + Tbsin Osi

e :_UF/+ dE (nz (E) — nr (E)) bii&iiie:ﬁfi—Fb:fr?eizz

Z’nez T J_oo (E—ems —b)24+T2) ((E — eme + )2 +12) L[(E — em8)2 4+ T2 + b2 cos 20]
(S65)

From Egs. (S62) and (S63) we observe that the “equilibrium” quantities cannot lead to any odd-in-B dependence
of the nonlinear edge conductance, despite their dependence on the applied bias across an impurity. Specifically, deg®
represents a shift the position of the midgap level, which is even in the magnetic field, and is clearly irrelevant for the
antisymmetric conductance. In turn, 6beq is a shift in the magnetic field that is strictly odd in the applied one, hence
the total mean-field B-field would also be strictly odd in the applied one. This implies that the Landauer conductance,
calculated with this total field, is also even in the external field, despite being non-linear in the sense that it depends
on the applied voltage. The equilibrium corrections will be discarded from now on.

Instead, the nonequilibrium quantities in Egs. (S64) and (S65) do lead to an antisymmetric part of the conductance.
Under B-field reversal operation, effected by 6 — 7w —0, ¢ — ¢+, dep& is odd, while dbyeq contains an even part. It
is then obvious that magnetic field reversal changes transmission probability through a midgap level, and this change

depends on the applied current. Hence deqi§ and the even-in-B part of dbyeq describe magnetochiral anisotropy.

V. OBSERVABLES AND AVERAGING OVER DISORDER

In the preceding Section we have solved the scattering problem for a single midgap state with on-site interaction in
the Hartree-Fock approximation. Below we will use these results to first discuss the linear and nonlinear resistances
of a single impurity, and later perform disorder average for the realistic situation with many midgap levels in the
sample.

A. Linear and nonlinear resistance for a collection of midgap levels

We start out discussion of physical observable associated with the scattering problem considered above with the
case of a single midgap level.

For a single midgap level characterized with on-site energy €™& and width I" the transmission, 7, and reflection, R,
probabilities at electronic energy E are given by [2]

4T2%(b x 2)?

E, e T'b)=1—R(FE, ", T\b)=1-— . S66
T( , € ) ) ( , € () ) ((E—emg)2+F2—b2)2+4F2b2 ( )
At a finite temperature T, it is convenient to introduce the energy-averaged transmission coefficient, 7
- 0 E—
T (€8, T, b) = / dE T(E, €™, b) {—"FéE“)} , (S67)

and an analogous equation for the average reflection coefficient, R. For T" — 0, these quantities reduce to the
transmission and reflection probabilities at the Fermi level, E = p.

One can define many conductances or resistances associated with the single-impurity problem. For instance, the
standard linear two-point Landauer conductance is given by

2
Gapi (€7, 1, b) = =T (™, 1',b). (S68)
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It is well-known [6] that for a collection of scatterers in the incoherent regime, the four-point linear “intrinsic”
resistance of each of them,

(eme T, b)

D R(e™, T, b)
2T (eme,T,b)’

Ryp (™8T, b) = c

(S69)

is an additive self-averaging quantity. Therefore, in what follows we focus our attention on the four-point resistance.

It is important to keep in mind that the Landauer theory does contain nonlinear in the applied two-point voltage,
V, corrections to the conductances and resistances associated with an impurity. However, these corrections are O(V?).
This fact separates them from the nonlinear corrections sought after in this work - magnetochiral anisotropy - which
are O(b- V).

The mechanism of the appearance of the magnetochiral anisotropy on a helical edge that we consider in this work
is associated with the change in the scattering off of a midgap state in the presence of a transport current on the
edge. This change is effected by the replacement of the bare midgap energy and the applied magnetic field with their
Hartree-Fock-corrected values:

eng _y cmg +(5€mg
b— b+ 0b. (S70)

Given that de™&, §b, see Section IV C, contain O(V) contributions, their substitution into the formally linear four-
point resistance leads to corrections to it that are linear in V, if the four-point resistance is expanded in the powers
of the voltage.

Suppressing the dependence of various transport quantities on their arguments for clarity, we obtain the the following
O(V) correction to R4py due to the Hartree-Fock corrections:

h 1 (. -d6™ _ _ 98b
ORapt = =5 = (867% S+ R av) ‘VZOV. (S71)

In the above expression we introduced short-hand notations

g Op := g (S72)

Oc : b

— @7
We will constrain ourselves to the regime of small magnetic fields as we believe that the midgap level scattering
determines the small-field magnetoconductance. Under this assumption we can set 7 — 1 in the denominator of
Eq. (S71). In the same sense we can trade the two-point voltage across the impurity for the transport current flowing
on the edge as V = E%I . In other words, we used the b = 0 value of the two-point resistance across a single impurity
to write the aforementioned Ohm’s law. This allows us to express the two-point voltage drops across each of the
midgap state via the total applied voltage as V = e%G(O)th, where G(0) is the measured value of the two-point
conductance on the edge in zero magnetic field.

The final expression for the O(V') correction to the four-point resistance that we will have to average over disorder
realizations reads

_ mg _
S Rupy ~ (8672 D R 85”) ‘V_O [h

2
57 57 } G(0)Vior. (S73)

2

In real quantum spin Hall insulators (QSHIs), such as monolayer WTes, there are numerous midgap states along
the edge. We will spell out specific assumption about these in Section V B. Here we would like to obtain the expression
for the nonlinear resistance correction for a collection of midgap states, which we will have to average over disorder
realization later on.

Based on the findings of our previous work [2], where it was shown that the linear transport is best described by
a model of incoherent edge transport, we assume the same regime here. This implies that for a collection of midgap
states, labeled with subscript 7, the total resistance of the edge is given by

Rior = R(0) + Z Rapti- (S74)

In this equation R(0) is the edge resistance in zero magnetic field. We assume that the smallest part of the edge
channel between the source and drain electrodes dominates the measured resistance in the incoherent regime, where
the resistance is proportional to the length of the sample. We do not have anything to say about the origin of the
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deviation of R(0) from a quantized value for an ideal helical edge, but assume that the mechanism causing it does
not change appreciably in magnetic fields of a fraction of Tesla.

For small magnetic fields, the first term in the right hand side of Eq. (S74) dominates the second one. This means
that the impurity averaging can be performed both for the total resistance, and the total conductance,

1
Gror = 75— =~ G(0) = G*(0) > Rapei- (S75)
tot )

Given the equation for the electric current on the edge, I = GiotViot, and using Egs. (S73), (S74) and (S75), we see
that the nonlinear conductance, defined in Eq. (1) of the main text, is given by

hl? o D6e™s ab;
7_—{62} G(O)Z:(an o bRy av)‘ (S76)

As was discussed in Section IV C, only the nonequilibrium parts of je™¢ and db make a contribution to the part of
that is antisymmetric in the external magnetic field, and defines magnetochiral anisotropy.

B. Averaging over disorder realizations

The expression for the nonlinear conductance (S76) pertains to a specific realization of midgap states. Its value
varies from sample to sample, since in different samples midgap states have different energies and located at different
spatial positions, which translates to different level widths. Below we assume that in the incoherent edge transport
regime the additive resistance is a self-averaging quantity, meaning that its average over disorder (midgap states)
realization is representative of the the resistance for a given sample.

Below in this Section we will describe averaging of the edge resistance over spatial positions of the midgap states,
as well as their on-site energies. There is another type of disorder likely present in the sample, stemming from the fact
that the edge of it is also disordered, and that the direction of the edge spin polarization varies in space. Effectively,
this means that the orientation of the external magnetic field with respect to the local z-axis in the spin space varies
in space. Therefore, disorder averaging should contain averaging over this local z-axis direction. We postpone this
part of averaging until Section V C, since it is fairly trivial to do.

To define the procedure of averaging over midgap states realization, we assume that the midgap states are dilute
enough so they can be seen as independent scatterers. We take the average number density of the impurities to be
constant in space n(z,y) = nmg. We denote the length of the channel as L., and the width of the QSHI sample as
L, so on average there are ny,z L, L, impurities with different energies €™ and different level widths I'. Further, we
assume that the energies of the midgap states are distributed homogeneously with density pmg(€™8) = pmg. Since the
midgap level width due to hybridization with the edge state depends on the distance to the edge, we have to specify
this dependence. We take the tunneling matrix element between the edge and a midgap level, and hence its width
fall off exponentially with the distance between the impurity and the edge y: T'(y) = Fmaxe_%. Here, I',ax is the
maximum level width that occurs when the mid-gap state is located very close to the edge, and a is a length scale
associated with the tunneling between the helical edge states and the midgap level. We note that hybridization with
the helical edge state is definitely not the only mechanism that leads to a finite width of the midgap level. So we
assume that this hybridization makes the largest contribution to the widths of the levels located in proximity to the
physical edge. However, for impurities located far from the edge, their widths must saturate at some minimal value
1—‘lmin~

It follows that averaging over midgap states realizations consists of averaging over different numbers of such states,
and their parameters for a given number of states. We assume that the distribution of the number of midgap states is
Poissonian, with the average given by ny,s L, Ly, and that the average over the parameters of each state are statistically
independent. If we denote the average over disorder with {...), we obtain for any quantity A that characterizes an

aditive observable
z ] v +oo
<<ZA(93myi,e?1g)>> = Mg Ly L / i / Ly pmg/ de™® A(z,y,€em®). (S77)

The first two integrals in the right hand side of the above equation represent the configurational averages over the
spatial position of each midgap state, while the integral over €™& is the average over its on-site energy. We assume
translational invariance along the edge, which means that physical observables do not depend of x, leading to

L
* dx
— 1.
/0 = (S78)
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Within our theory, any dependence of observables on the distance between the midgap state and the physical edge of
the system, denoted with y, comes from the dependence of the level width on y, which for I'(y) = [maxe” @ permits

us to formally write
Y d max
/ w_a / (S79)

Tmaxe ™

In what follows we will adjust the limits of integration in this integral in the following way. We expect ' ax to be an
atomic-scale quantity, pertaining to the situation of a midgap state located very close to the edge. As such, it should
be overwhelmingly large as compared to the relevant low energy scales in the problem: 7', b, and so on. Therefore,
we can safely set I'ax — 00, given that the integrals we will encounter are convergent in the upper limit, with the
integrands exponentially suppressed beyond energies of order T'. The lower integration limit, Fmaxe*%, is associated
with the finite width of the sample, and is unphysically small within our set up. Midgap states located across the
sample from the edge of interest should be irrelevant for transport along it. In addition, the width of states located
relatively far from the edge should be determined by mechanisms other than hybridization with the edge. To account
for this, we will introduce a phenomenological parameter I'y,;, as the lower cut-off of the integral in Eq. (S79), which

turns it into
0

Tmin

This is the form we will use below.
Given the disorder averaging procedure outlined above, the expression for the disorder-averaged nonlinear conduc-
tance, for which we retain the same symbol, becomes

* dr _ 5‘6 e ~ 06b
3 mg neq . neq
Ya X —PmgNmgLa [62] G ( / / < % + R v )‘ o (S81)

Tmin

This expression reduces 7, to an integral. We are only interested in the singular part of this integral for small magnetic
fields. Full evaluation of this singularity is cumbersome, hence we will outline the structure of the integral, and give
more explicit expressions toward the end of this Section.

We can interpret the integrand in Eq. (S81) as a dot product of two vectors in the space spanned by €™, b,,b,,b.,
where the first vector is given by

_ _ Foo E—
(0:R, OR) :/ dE {—W} Fi(E — €™8,T,b), (S82)
and the second one is
DSERE  A5b e onrp (B —p)
neq neq — _ _ ng
< i, )‘V_O eU[m dE[ e ]FQ(E ™8 T, b), (S83)

. . . . 2 .
where Fj 5 are some four-dimensional vector functions. We can now write v = pmgnmgLaza [6%} G3(0)eU~;, with

/OO o /mdemg/mdlﬂ/m {aan?Eu)} {%Fgg/W}Fl(E—emg,F)~F2(E’—e‘“g’F)- (S84)

Tmin

We now proceed with the evaluation of the above integral. We shift E — E + €™8 and E' — E’ + ™8 and exchange
the integration order:

maz dF +oo +CQ e onp(E —p+e™8)] [Onp(E — p+ e™8)
_ mg . ’
71_/F dE/ / de [ - } { ot ]Fl(E,F) Fy(E'\T).
(S85)

min

Further, we shift €™8 — ¢™8 — E/ + 1 to obtain

. /oo dr /+oo dE/+oo /+°O e {(%F(E E’+emg)] [anp(emg)] F\(E,T) - Fy(E',T). (S86)

Oemg

Tmin
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At this point we can evaluate the integral over ¢™¢ using

[ e ) k() (2 o)) g m(E).

and also calculate
F(E,T) - F(E',T) = cosfsin®0 - Sp(E, E',T,b), (S88)

with

8V’I% (E — E') (V¥ (E' — E)+ T2 (3E + E') + E* (E — E'))

Sp(E, E'.T,b) = 5 ; :
(6= B +12) (0+ B +12) (- B) +12) ((b+ B)° +12)

(S89)
We proceed by changing variables £ = $(E + E’) and = = E — E’. Then 7, becomes

“cososmzo L [ +Ood: +Ood§Th =)s E+=.¢—
Y1 = cos ¢ sin T /s ) = . T P ,

min

1]

2o | [1]

[\

T, b) . (S90)

In the obtained expression the integral over £ can be done exactly. However, the result will not be analytic (or even
continuous) at b = 0,I' = 0. So we will perform the integral over £ explicitly separating out the singular part of the

result:
+0oo =
[ asso (xS

— 00

b3I2
7F7b> = m Spi(E, T, b), (S91)

2o | [1]

where
—22% (64 (b +T2) (b* + 10b°T'2 — 7I'*) 4 1622 (3b* — 18b°I'2 — 5I') + 4E* (312 — 5b?) + =6)
(472 + 22) (2 — 2b)2 + 412)% ((2b + E)2 + 4I2)?

Now 7 can be written as

= 9'291/00 deBF/OOd:Th =) s (E,T,b)
Y1 =COS U S T T (b2 + F2)2 - — T pI =

min -

1 [ b3T e b
_ 102
=cos @ sin“ 0 ﬁ - dr’ m [m dz Th (Z) SpI <Zy Tv T) (893)
by changing variables z = Z/T and using the fact that Sp; is a homogeneous rational function of degree —2 (so
essentially dimensional analysis).

We further define the result of the z integration as a function F' defined on (0, 00) x (0, 00) via

V[ >0,b>0, F(T,b) ::/ dz Th(z) Spy(E,T, b) (S94)

— 00

Note F' is to be thought of as a function of dimensionless variables, and eventually b will be replaced by b/T etc. We
then claim (without proof, although it appears so numerically) that this can be continuously extended to an analytic
function on [0,00) x [0,00), and will compute an exact result for F'(0,0). Note that if we had not separated off the
singular part, we would not be able to do this, since lim ) (0,0 W’fill:z)z does not exist.

The fact that F' can be continuously extended is non-trivial. Note that Eq. (S94) cannot be used to define F(0,0)
directly, since Spy(z,0,0) = —2/2% and so Th(z)Sp;(z,0,0) is not integrable, due to the singularity at z = 0. The
trick to compute F(0,0)) is to rewrite the integral in way that we can simply exchange the limit with the integral.
Note that pictorially, you can visualize Spl(z,f,g) as having ‘structure’ at small z ~ f’,?). We then note that the
thermal kernel Th(z) changes on the scale of z ~ 1 and that Th(0) = 1/6. So for small (but nonzero) b, T, we might
to first approximation set Th(z) — Th(0). The resulting rational function can be integrated exactly, and it can be
shown that it ends up simply yielding 0.

o0

vl > 0,b > 0, / dz Spy(2,T,b) =0 (S95)

— 00
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Thus we, without changing the value of the integral, rewrite our integrand

V[ >0,b>0, F(T,b)= / @ (Th(z) — Th(0)) Sp;(z,T, b) (S96)
This is good, because now setting [',b to zero in the integrand does yield something integrable. Thus we compute:
F(0,0) = / " 4z (Th(z) — Th(0)) Spy(2,0,0) (S97)
2 / ” g, (Th(O) ~Th(z)) (S98)
o z
_ 3fT <23) , (S99)

where ((3) is the Riemann-Zeta-function at 3.
Going back to (S93), we obtain *

. 3¢(3) L9, 1 [ b3r 3C(3) o, 1 b
NE =3 cos 0 sin 91“2/me dF(b2+I‘2)2 =52 cos 0 sin” 6 ﬁw, (S100)

where the approximation here is in replacing F' (% %) with F(0,0) inside the I' integral. This approximation is

justified since a Taylor expansion of F' will lead to terms which, when properly regularized, will be higher order in
1
T ,

Going back to Yq = pmenmeLaa [e%] G3(0)eU~1, we get

3¢(3) B

5.l b
1a(6) = 5 S gt LG (0)

ﬁ 1ﬂ?nin + b2

Using this result for v,(b), one can recover various results used in the main text.

cos fsin? 6. (S101)

C. Angular distribution due to uneven monolayer WTe,

In this section, we take into account phenomenologically randomness in the orientation of the helical edge spin
polarization, keeping in mind the monolayer WTes as the system of interest. In that case the edge spin polarization
lies in the mirror plane of the sample, and makes angle 6 with the z-axis, defined as the normal to the sample’s plane.
For constant 6y, i.e. independent of z, one can simply shift § — 6 — 6y in Eq. (S101) to describe the magnetochiral
anisotropy.

We model disorder in the spin polarization by making 6y coordinate-dependent, 8y — 6y(z), but assume that the
spin polarization stays in the mirror plane of the sample. This is the simplest model, not necessarily realistic, which
still illustrates the effect of such type of disorder. We further assume that 6y(x) does not change much in the scattering
region near each midgap state, but is uncorrelated between different scattering regions. This situation correspond to
each midgap state’s contribution to the resistant depending on the local orientation of the spin polarization, which
can be considered as another midgap state parameter one needs to average over.

We suppose that the distribution of the local azimuthal angles is normal, with mean value fy and standard derivation
o:

1 (80—00)?
\/%Ue_ 22| (5102)

Disorder averaging then acquires another step, which amounts to averaging over 6y. This alters the angular dependence
of the magnetochiral anisotropy, see Eq. (5S101):

P(0y) =

cos(f — Bp) sin®(0 — 6y) — / dfoP(6p) cos(8 — 6y) sin?(0 — o). (S103)
0

I Note that the limit b — 0, "1y, — 0 depends what order you take it. And since we expect there to be some physical I' i, there will be
regimes of applied b which are both above and below it. In the b < ', regime the lowest order dependence is b%, while for I'pin < b
the dependence is linear in b, for still b < T'.

2 Note that F' (%, %) will begin to cut off exponentially around I' ~ T. Taylor expanding F' will lead to divergent integrals for the
individual terms in the expansion. But we can see what kind of contribution they could make to the integral by replacing the oo upper

b Tmj
and —in

T

limit with a cutoff A ~ T'. Doing so we see in both regimes only corrections higher order in 7
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We now introduce ¢ = y — p, and assume that o <1, such that the integral over ¢ can be extended to (—o0,00).
As a result, we obtain

T o) 1 2 _ _
/ dfoP () cos(h — 6y) sin (6 — 0y) ~ / d¢ 5 ¢ 307 cos(f — By — ¢)sin?(0 — By — ¢). (S104)
0 oo o

Performing the integral is elementary, and for o < 1 results in

3¢(3) h2 o eU b
Ya(b) & 55 Gr PmgtimeLaaC (O)WW

cos(6 — o) [sin*(0 — bo) + 4], (S105)

where § =~ 02, and we neglected a small renormalization of the overall magnitude of the effect. This is the form of the
magnetochiral anisotropy used in Eq. (8) of the main text.

VI. BAND MECHANISM OF MAGNETOCHIRAL ANISOTROPY

There is another mechanism of MCA on a topological edge, which is related to the nonlinearity of the edge dispersion.
It is similar in spirit to the analogous effects in carbon nanotubes [7], and topological insulator surface states [8]. The
detailed theory of this effect will be reported elsewhere [9]. Here we present a brief symmetry-based argument for it,
and show that taking it into account amounts to redefinition of constant ¢ in Eq. (S105).

The general single-particle Hamiltonian for a translationally-invariant helical edge state with energy-independent
spin polarization direction dg, reads

hi = es(k) + ea(k)o - dso, (5106)

where €, o(—k) = £¢,,4(k) is required by time-reversal symmetry. In the presence of a Zeeman field b = byd,, + b,
with obvious notations for the components parallel and perpendicular to dg,, the Hamiltonian becomes

hi, = €5(k) + (€a(k) + b)) -dso + by -0, (S107)

which has conduction and valence eigenbands of energies €., = €,(k)%4/(ea + b))% 4 b3 . It is clear that for b # 0, the

band dispersions are asymmetric in the edge Brillouin zone: €. (k) # €.,(—k), i.e. the spectrum lacks an inversion
center in the edge Brillouin zone. This is a general situation for broken inversion and time-reversal symmetries.

To the linear order in the accelerating electric, there is redistribution of the charge carriers between the left- and
right-moving branches of the band crossing the chemical potential. To the quadratic order in the electric field there
is also redistribution of the carriers within each branch, without changing the total number on each branch. If the
branch dispersion is non-linear, this redistribution changes the net current carried by the branch, and if the inversion
symmetry is broken in the momentum space, these current changes do not cancel between the two branches, leading
to a current change quadratic in the electric field, and linear in bj, which breaks the time reversal, and the inversion
in the momentum space.

This argument shows that this band mechanism leads to a contribution to the magnetochiral anisotropy ~v(b)
by o cosf for weak magnetic fields. This contribution modifies sin® @ — sin® €@ + const in Eq. (S101), but alone is
insufficient to explain the full angular dependence of the magnetochiral anisotropy.
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